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1. Model updating with interventions
Introduction. Suppose we predict an outcome Y ∈
{0, 1} given predictorsX , aiming to anticipate and avoid
Y = 1 guided by predictions Ê(Y |X). If such a model-
intervention system is implemented (sometimes referred
to as ‘performative prediction’ [2]), subsequent model
updates can become ‘victims of their own success’ [1], in
that they capture the effects of existing scores on data
and outcomes, which change when themodel is updated.

In particular, if amodel is naively refitted to observations
(X,Y ) following intervention on a predictive score de-
rived from an existing model, the refitted model cannot
replace the old.

Contributions. Our main contributions in this work are:

1. Introduce a general causal framework under which
this phenomenon can be quantitatively studied.

2. Use this framework to establish the hazards of
naive model replacement, especially when it oc-
curs repeatedly, in the context of a generalised ul-
timate aim of the predictive score.

3. Describe three broad strategies for avoiding these
hazards.

2. Model
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Figure 1: Causality diagram

Causal setup. We partition covariatesX into

Xs : ‘set’; observed, unchangeable

Xa : ‘actionable’; observed, changeable

Xℓ : ‘latent’; unobserved, changeable
and associate with X = Xe(t) an ‘epoch’ e ∈ N0 in
which a new model is fitted and a ‘time’ t ∈ {0, 1} within
e (Figure 1).
We suppose a predictive score ρe(Xs, Xa) is produced at
each e. Within epoch e,

At t = 0: ρe is calculated,Xs
e (0),X

a
e (0) are recorded

t = 0 to t = 1: Xa and Xℓ are modified according to
some functions fa(ρe, X

a(0)), f ℓ(ρe, X
ℓ(0));

At t = 1: Ye is determined on the basis of these covari-
ates via a function fe; values of Xs

e (0), X
a
e (0), Ye are

then used to determine ρe+1

Aim. We may presume the ultimate goal of the
score/intervention system is to minimise

E [Ye] = EXe(0) [Ye|Xe(1)] (1)

= EXe(0)

[
fe(X

s, gae (ρ,X
a
e (0)), g

ℓ
e(ρ,X

ℓ
e(0)))

]
with a cost constraint

E
[
COST

(
Xe(0), g

a
e , g

ℓ
e, ρe

)]
≤ C (2)

We may either consider gae and gℓe as fixed, and choose an
optimal ρe or consider ρe fixed and choose optimal gae , g

ℓ
e.

If both are optimised, this becomes a generalised problem
of resource allocation.

Control-theoretic formulation. We may frame the
setting as a partially-observed Markov decision process
(POMDP) as follows, using notation from [4] whereby we
consider the POMDP as a 7-Tuple (S,A, T ,R,Ω,Z, γ):

where S,A and Ω are spaces of states, actions and ob-
servations, T is a state transition kernel given (s, a) ∈
(S,A), Z is a kernel for Ω|(s ∈ S), re : S,A → R is a
reward function, and γ is a discount factor A solution can-
didate is a policy

ae ∼ π
(
{os, rs, as}e−1

s=1

)
= argmax

π
E

[
M∑
e=1

γe−1r(se, ae)

]
Casting the above in this framework:

se = (Xe(0), Xe(1), Ye) ae = ρe

oe = ((Xs
e (0), X

a
e (0)), Ye) re = P

(
Ȳe+1 | se, ae

)
where Ȳ is the rate of events in the population. With an
appropriate choice of reward function, this can enable use
of tools in this area.

3. Consequences
If we intend ρe(xs, xa) to be an estimator of E(Y |Xs

0 =
xs, Xa

0 = xa) (a standard predictive score), a sim-
ple updating procedure estimates ρe by regressing Ye−1

on Xs
e−1(0), X

a
e−1(0). If done repeatedly, we call this

‘naive updating’. Naive updating is perilous; the follow-
ing can occur:

1. Successive models which perform better in expecta-
tion in a ’fair’ setting (i.e. when trained on data sets
which have not been intervened on) appear to per-
form worse when interventions take place.

2. Successive estimates ρe(xs, xa) for fixed xs, xa may
tend towards a wide oscillation.

3. Successive estimates ρe(xs, xa)may converge (a suf-
ficient condition is slow change of ga, gℓ, f ; also
see [2]) but the limiting value does not generally solve
the constrained optimisation in equations (1), (2)

It is easily seen that these problems all worsen as the pre-
dictive score ismorewidely used; that is, as ga( · , xa) and
gℓ( · , xℓ)move farther away from identity functions.

Examples of successive estimates of ρe oscillating or di-
verging are shown in figure 2.

Figure 2. Convergence/divergence of typical ρe. We choose
f(xs, xa) = logit(xs, xa) (top left). We choose ga to be ‘zero-sum’ (we

intervene by loweringXa(0) when ρe > 1/2, but allowXa(0) to increase when
ρe < 1/2; resources for intervention are redistributed rather than introduced) ,
shown at bottom left. Depending on xs, xa, ρe converges or diverges at various

rates [2]. Insets show cobweb plots and ρe against e.

4. Resolutions
Naive updating is only appropriate if no interventions are
being made. Alternative strategies are:

More complex modelling. Completely model the
causal setting by also observing covariates at t = 1 [3].
This enables an unbiased estimate of fe by regressingY
on measuredXe(1)

Hold out set. Retain a set of samples for which ρe is
not calculated. For such samples, Xe(0) = Xe(1), so
an unbiased estimate of fe can be made by regressing
Y on Xe(1) in these samples. A problem is that any
benefit of the risk score is lost for held-out samples.

Control interventions. Interventions gℓe and g
a
e maybe

directly specifiable. This enables directly solving equa-
tions (1), (2) for ga, gℓ, and consequently unbiased es-
timation of fe.

5. Conclusions
Naive updating should generally be avoided, but all solutions are costly. Thismay lead tomore accurately fittedmodels
appearing to have worse performance. Strategies to update predictive scores should be designated when such scores
are initially deployed. Causal formulations can help to describe and solve problems in this field, and PODMP-based
formulations may enable use of reinforcement learning methods.
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