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Abstract
As e-commerce platforms evolve, the need for effective recommender systems becomes increasingly crucial. However,
traditional recommendation models often lack transparency and interpretability, hindering user trust and satisfaction. In
this paper, we present a novel approach to address this challenge by employing the Local Interpretable Model-agnostic
Explanations (LIME) library in combination with the Large Language Model (LLM) Llama to generate persuasive explanations
for recommendation outputs produced by a learning-to-rank algorithm. Our method aims to enhance the understandability
and persuasiveness of recommendation explanations, thereby improving user engagement and satisfaction. We tested our
approach on a real-world e-commerce dataset and conducted comprehensive experiments to assess its effectiveness. The
results, including a preliminary user study, demonstrate that integrating LIME and Llama improves the understandability,
transparency, and persuasiveness of recommendation explanations compared to XAI baseline methods. Our research
contributes to advancing persuasive and explainable AI in e-commerce by offering a practical solution.
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1. Introduction
Learning-to-rank (LTR) product recommenders [1, 2] find
applications across various domains where the ranking
of items significantly influences user satisfaction and
business performance. In e-commerce platforms, they
enhance the relevance of search results by adapting to
user preferences. Similarly, in content recommendation
systems, LTR improves the ranking of suggested con-
tent, thereby enhancing user engagement and retention.
Job portals benefit from LTR by matching job seekers
with relevant listings based on individual skills and pref-
erences. Travel websites and financial services utilize
LTR to personalize recommendations, ensuring optimal
ranking of options like hotels, flights, loans, or insurance
policies. Additionally, in online advertising, LTR opti-
mizes ad ranking, maximizing performance and revenue
by displaying ads that are most relevant to users.

However, standard methods to explain recommenda-
tions are not applicable to LTR recommenders. Since
LTR recommenders are usually employing classification
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machine learning models [3] such as Random Forest [4]
or XGB [5], explainable artificial intelligence (XAI) meth-
ods such as LIME or SHAP [6] are suitable to explain
the results of LTR. However, these explanations only
highlight the most important features of a specific rec-
ommendation result. While this can be useful for do-
main experts, it is often unintuitive and ineffective in
e-commerce, where users are unfamiliar with the under-
lying machine learning models and their features. In
these cases, users require understandable natural lan-
guage explanations. Moreover, users need to be con-
vinced of the recommended items, for example, by using
sales strategies, including persuasion phrases.

Persuasive XAI [7, 8, 9, 10] holds significant impor-
tance in e-commerce due to its potential to enhance user
experience, increase sales, and build trust between con-
sumers and AI-driven systems. State-of-the-art methods
in persuasive XAI [11, 12, 13, 14, 15] encompass a range
of sophisticated approaches to improve user engagement
and influence behavior. Personalization techniques lie
at the forefront, tailoring explanations and persuasive
strategies to individual user characteristics and decision-
making styles. These methods often leverage insights
from behavioral economics and psychology, aligning ex-
planations with common cognitive biases to increase
their effectiveness [16]. Interactive interfaces play a sig-
nificant role, allowing users to explore recommendations
and explanations in-depth, thereby increasing under-
standing and trust. Emotional engagement is another key
aspect, with methods incorporating storytelling, emotive
language, and visual metaphors to evoke strong emo-
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tional responses from users. Additionally, explainable
recommender systems integrate XAI techniques to gen-
erate transparent and persuasive recommendations, en-
hancing user engagement and conversion rates. Ethical
considerations are pervasive, with the development of
frameworks ensuring that persuasive XAI methods ad-
here to principles of transparency, fairness, and user au-
tonomy [12]. Robust evaluation metrics, encompassing
user engagement, trust, satisfaction, and behavioral out-
comes, are essential for assessing the effectiveness and
impact of persuasive XAI interventions across various
domains, including e-commerce, healthcare, finance, and
education. As research in persuasive XAI evolves, these
state-of-the-art methods foster more transparent, effec-
tive, and ethically sound AI-driven persuasion strategies.

A promising way to advance this research is the in-
tegration of Large Language Model (LLM) [17] to im-
prove explainability. Models like GPT-4 [18] and Llama 3
[19, 20], known for their impressive natural language gen-
eration capabilities, could help address some challenges
in XAI for recommenders. LLMs are advanced natural
language processing models that respond to specific in-
put prompts to perform various tasks. Those prompts
include instructions guiding the model to generate the
desired output [21, 22]. Different possibilities to enhance
recommendations using LLMs have already been indi-
cated in various studies [23, 24], including approaches
to explain recommendations using their extensive en-
coded knowledge and natural language abilities [25, 26].
Based on these promising findings, we expect LLMs to
support LTR product recommenders by providing users
with understandable and persuasive explanations.

In this paper, we address the research question, “How
can we integrate persuasive explainable AI with learning-
to-rank recommender systems?” To this end, we propose
DaLimeLlama as a novel method combining XAI and
LLMs to provide understandable explanations for recom-
mended products. We explain our proposed approach
using a working example and discuss the results from a
real-world e-commerce dataset and a preliminary user
study to explore how the approach can enhance the ex-
plainability of LTR recommenders1.

2. Proposed Method
To employ persuasive XAI in e-commerce, we propose a
novel method by combining the powers of XAI and LLMs,
specifically using the LIME library [27] and the Llama 3
LLM [19, 20]. LIME (Local Interpretable Model-agnostic
Explanations) [27] is a widely used XAI technique used
to provide interpretable explanations for individual pre-
dictions made by machine learning models. LIME offers

1A short video presentation is available on YouTube:
https://youtu.be/7IVD59x1Jvo

insights into why a particular model output was gen-
erated by approximating the model’s behavior locally
around the prediction of interest. Llama [19] is a collec-
tion of powerful open-source LLMs with different model
sizes, reaching state-of-the-art performance in compet-
itive benchmarks2. In the scope of this paper, we used
the recent Llama 3 model version [20] with 70 billion
parameters, fine-tuned to complete chat responses3.

Our proposed DaLimeLlama framework consists of
three stages: classification stage, explanation stage, and
persuasion stage. In the following, we explain our sug-
gested approach using a small recommendation scenario
to illustrate its functionality. In this scenario, we used
real-world commercial transactions involving cosmetic
products to generate recommendations and explanations.
Detailed information about the dataset and the methods
applied are provided subsequently. The implementation
of the approach using the dataset can be accessed in our
GitHub repository4.

Step 0: Data Preparation The dataset for our ex-
periments was obtained from an e-commerce company
selling high-quality cosmetics. It contains two days of
session data, including users’ purchased products and a
product table with product features. In total, the dataset
includes 78 sessions and 850 products. A subset of prod-
uct features (see Figure 1) was used to compute recom-
mendations and enrich the session data (see Figure 2).

Step 1: Classification Stage The first stage applies a
machine learning model to solve the recommendation as
a classification problem. We used Learning-to-rank (LTR)
[28] for this purpose using the XGBRanker implementa-
tion of the XGBoost library5. LTR is a machine learning
algorithm trained to rank a list of products based on their
relevance to users’ preferences or needs. In the context
of e-commerce, LTR for product recommendations in-
volves predicting the order in which products should be
presented to a user, aiming to maximize user satisfaction,
engagement, and conversion rates.

Step 2: Explanation Stage The second stage uses
LIME to generate local explanations for a given session
input and recommended product. Local explanations pro-
vide detailed insights into the model’s decision-making
process for individual predictions. Specifically, the ex-
planations highlight the degree of influence product and
session features have on the predicted score of the rec-
ommended item, helping to understand why the model
made a particular recommendation in that specific in-
stance. Table 2 shows example LIME explanations.

2https://huggingface.co/spaces/HuggingFaceH4/open_llm_
leaderboard

3We used the hosted model version meta/meta-llama-3-70b-instruct
on Replicate

4https://github.com/AIG-ist-tugraz/DaLimeLlama
5https://xgboost.readthedocs.io/en/stable/tutorials/learning_to_
rank.html
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Figure 1: Subset of the product details in the dataset, showing the product features considered for the recommendation.

Figure 2: Subset of the enriched session details, showing the session features considered for the recommendation.

Step 3: Persuasion Stage The third stage forms an
important part of our approach by making the LIME out-
put more understandable using the extensive background
knowledge of the LLM to transform it into a natural lan-
guage output. The required prompt includes instructions
on the task and expected output and instructs the LLM
to use a persuasive explanation style. Furthermore, it
includes the specific task description for a product recom-
mendation and the LIME output. The prompt template is
shown in Listing 1. Examples of generated explanations
using this prompt are shown in Table 2.

3. Discussion
In Table 2, we provide three recommended products with
explanations generated by LIME and our method, DaL-
imeLlama. For initial insights into the user perception of
DaLimeLlama explanations, we conducted a small online
user study with 8 participants using Google Forms. Using
a within-subject design, each participant received prod-
uct recommendations, including product descriptions
and two explanations (LIME baseline and DaLimeLlama).
After reading, participants were asked to rate6 the under-
standability of those explanations, whether they helped
understand why the product was recommended (trans-
parency), and if they were convincing (persuasiveness).
The mean ratings (see Table 1) were consistently higher
for DaLimeLlama in all three categories.

As observed in the second column of Table 2, LIME
provides the most important features and their influence
direction specific to this recommendation. For example,
the first LIME explanation indicates that this product
is recommended, among other aspects, because it was
purchased 13 times, suggesting its relative popularity.
However, this information is only provided with the la-
bel of the most important feature “total purchases of this
product” and its respective value “13”. For standard users,
this explanation is not intuitively interpretable, and even
domain experts might not easily benefit from this kind of
explanation. For instance, if LIME is used in the health-
care domain to explain the suggested recommendation
of a prognosis prediction classifier model to clinicians, it
is inefficient to use this format, e.g., by showing a labora-

6using a 5-point Likert scale

LIME DaLimeLlama
Persuasiveness 1.8 4.1
Transparency 2.2 4.0
Understandability 2.2 4.4

Table 1
Mean ratings of explanation characteristics for baseline LIME
and DaLimeLlama explanations.

tory result value “Hemoglobin = 24 g/dl”, to explain the
results.

In the last column of Table 2, we demonstrate the ex-
planations of our proposed method for the same recom-
mendation. DaLimeLlama provides a natural language
explanation of the most important features of the rec-
ommendation result as identified by LIME. For instance,
for the first recommendation, DaLimeLlama describes
the most important feature calculated by LIME (“total
purchase of the product = 13”) as: “Our recommendation
is based on the fact that many customers have purchased
this product before, with a total of 13 purchases.” For an
e-commerce user, this sentence is more intuitively un-
derstandable than the feature and value itself, as also
indicated by our preliminary user study.

Moreover, DaLimeLlama uses persuasive language to
motivate users to accept recommendations. The prompt
template (see Listing 1) instructs the LLM to be persua-
sive without specifying which principles to follow. Tak-
ing Cialdini’s persuasion principles [29] as the basis, we
see that the examples primarily follow the consistency
principle, highlighting the agreement between previous
preferences and the recommended product. This is illus-
trated in specific phrases, such as “We also know that you
tend to prefer products within a certain price range and this
soap falls comfortably within that range”, “you don’t seem
to prioritize best-seller products, which is great because this
soap is a hidden gem”, or “Since you’ve purchased a simi-
lar product before, we know you appreciate high-quality
body care”. Additionally, at least in the first example, the
social proof principle is used as well by emphasizing the
purchases of other customers, i.e., “Our recommendation
is based on the fact that many customers have purchased
this product before.” The results of the user study sug-
gest that the explanations are perceived as persuasive.
However, as different persuasion principles might work



# System instructions

You are an explanation generator for recommended beauty products.

Recommendations are computed based on individual user preferences.

Your task is to explain why a recommended product is a good fit for a given user.

You will receive the LIME output and should use it exclusively to create your explanation.

LIME is a technique ...

You must only use the LIME information for your explanation.

The explanation should be persuasive and address the user directly.

Formatting instructions: ...

# Request

The following product was recommended: '{product}'.

The most important features of the product and user preferences for this recommendation are: {features}

The LIME output is the following: {lime_result}

Generate an explanation why the recommended product is a good fit for the user, given the LIME output.

Listing 1: Prompt template for DaLimeLlama explanations, including the system instructions and the actual request.
Variables are written in curly brackets “{. . . }”. Formatting instructions were shortened, and the complete prompt
template is available in our GitHub Repository: https://github.com/AIG-ist-tugraz/DaLimeLlama.

better depending on the application and domain [30, 10],
future research should explore instructing the LLM to
incorporate specific principles and evaluate their impact
on user response.

To generate understandable explanations with the
LLM, features must be clearly labeled for accurate in-
terpretation. For more complex domains or features, the
LLM prompt could be extended with a “dictionary” that
explicitly includes the interpretation and background of
these features. This approach allows DaLimeLlama ex-
planations to highlight user preferences considered in
recommendations, enhancing system transparency by
clarifying why a product was recommended and persuad-
ing users to purchase it.

In summary, the presented examples emphasize that
DaLimeLlama improves the understandability and read-
ability of LIME explanations by incorporating additional
information from encoded LLM knowledge. While cus-
tom templates could be used to format LIME explanations,
using an LLM simplifies this process and reduces man-
ual effort, especially when handling numerous features
or different contexts. Although we demonstrated this
approach in a single domain using Llama 3, it can be
adapted to other scenarios and LLMs by modifying the
prompt accordingly. Overall, this approach can improve
the explainability of LTR product recommenders.

4. Conclusion
Providing persuasive explanations in recommender sys-
tems is challenging. In this paper, we proposed a novel
method combining the capabilities of XAI and LLM meth-
ods to improve the explainability of LTR product rec-
ommenders. We integrated the XAI method LIME with
the Llama 3 LLM to demonstrate our approach using

a real-world e-commerce dataset. In our experiments,
we observed that these DaLimeLlama explanations have
a great potential to increase user acceptance compared
to using LIME explanations directly. To investigate the
usefulness of this approach in a real-life setting, we plan
to evaluate the framework by applying A/B testing on
various scenarios, including e-commerce and healthcare
applications. The initial results presented in this paper
encourage further research in this direction. An exten-
sion of the presented framework, including additional
XAI methods, strategies to cope with LLM-related hal-
lucination, and support of recommendation approaches
beyond LTR, is left for future work.
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