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Abstract
Conversational Recommender Systems (CoRS) have become popular for offering personalized recommendations through interactive
dialogue. However, with the advent of Large Language Models (LLMs), reasoning and linguistic aspects of dialogue have been sidelined,
leaving room for the risk of system hallucinations or nonsensical responses. A new approach, called Argumentative Conversational
Recommender Systems (A-CoRS), is considered to address this issue. It offers an explainable and domain-independent method that
incorporates cognitive pragmatics to analyze the reasoning behind system dialogue’s moves. Starting from this approach, in this
preliminary work, we propose a pipeline that aims to ensure explainability while leveraging the powerful capabilities of LLMs. This
compositional approach will be crucial for the generative part of the linguistic output, ensuring naturalness and discourse coherence.
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1. Introduction
This work centers on an hybrid approach for modelling rec-
ommendations in an argumentation-based dialogue (ABD)
scenario. 1 Conversational recommender systems (CoRS)
can be framed in the field of formal argumentation and more
specifically, refer to the argumentation-based dialogue. It
considers the problems arising from dialogues involving
different agents and whose information are shared and dis-
tributed among them. Previous research on ABD highlights
the importance of both agent-related and dialogical aspects,
as argumentation involves dynamic exchanges of informa-
tion that vary with turns and participants. Despite the long-
standing study of argumentation in dialogues, there is still
no unified theoretical framework for managing it [1]. One
prominent application for the evaluation of ABD model is
in CoRS, as it offers an ideal setting to examine the theoreti-
cal model that underpins its computational implementation.
The recommendation task is, indeed, particularly suitable
for this study due to its inner dialogical structure and the
defined goal it encompasses. This task revolves around a
clear dialogical pattern that involves two distinct phases,
Exploration and Exploitation (E&E). These phases can be
viewed as two intertwined types of dialogues: exploration
refers here to the system gathering beliefs; conversely, dur-
ing the exploitation phase, the system capitalises on the
best-known option [2]. However, with the advent of Large
Language Models (LLMs), reasoning and linguistic aspects
of dialogue have been sidelined. As a matter of fact, it has
been observed that they excel in generating human-like
text responses in a conversational manner. But a closer look
shows all the drawbacks of this model: hallucinations, faulty
reasoning, emergent abilities etc. This is because, in addi-
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tion to being efficient in the rules and statistical regularities
of language, a competent language user must be able to use
language to do things in the world [3], he or she has to act in
the world and not just react to it as machine learning agents
still do [4]. The work is structured as follows: In Section 2,
we will present a new hybrid approach, namely the Argu-
mentative Conversational Recommender System (A-CoRS)
as discussed in Di Bratto et al. [5]. Section 3 will cover the
authors’ theoretical model for selecting plausible arguments.
In Section 4, we will show how the system collects beliefs
during its interaction with the user. Finally, in Section 5,
we will propose a new hybrid pipeline demonstrating how
to leverage the power of LLMs while maintaining explain-
ability. In Section 6, a brief discussion and final conclusions
will be presented, along with suggestions for future work.

2. Argumentative Conversational
Recommender System (A-CoRS)

In recent years, CoRS have garnered attention for their
ability to provide personalized recommendations through
natural and interactive dialogue [7, 8]. However, the assess-
ment of argument quality and effectiveness, emphasized by
argumentation theory scholars [9, 10], has been underex-
plored in CoRS. To address this, Di Bratto et al. [5] propose
a new methodology for selecting and evaluating the quality
of argumentation dialogues within the framework of Argu-
mentative Conversational Recommender Systems (A-CoRS).
The authors propose an interdisciplinary approach fully
explainable, goal-oriented, and domain-independent. The
model uses a linguistics-based approach with an exploration-
exploitation mechanism grounded in cognitive pragmatics,
allowing for the analysis of the reasoning behind each sys-
tem dialogue move. Nowadays, on the other hand, LLMs
represent the most advanced architecture. These generative
agents can create original responses based on user input
rather than relying on pre-defined text. They utilize Deep
Learning models to predict and generate the next elements
in a sequence of words. While these systems require signif-
icant training and may produce repetitive or nonsensical
responses (i.e., hallucinations), there is substantial room
for improvement. Integrating computational argumenta-
tion formalism could help overcome issues like the lack
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Theoretical Model Description Computational Score Description

Credibility a measure of the number and values of all supporting data, contrasted with all conflicting
data, down to external and internal sources.

Authority score the authority score identifies the node with a fundamental role in the graph since a solid
number of hub nodes support its validity.

Importance a measure of the epistemic connectivity of the datum, i.e., the number and values of the data
that the agent will have to revise, should they revise that single one.

Hub score The hub score identifies nodes that, in the graph, support many authoritative nodes
through their outgoing relationships.

Relevance a measure of the pragmatic utility of the datum, i.e., the number and values of the (pursued)
goals that depends on that datum.

Etropy the entropy identifies which relevant and less certain data needs a feedback to collect
more certain knowledge and improve the possibilities for the dialogue goal to be achieved.

(Un-)likeability a measure of the motivational appeal of the datum, i.e., the number and values of the (pursued) goals that are directly fulfilled
by that datum.

Hard Evidence the system beliefs involvement in the selection of the feature explicates the user appeal toward
that kind of data

Table 1
Cognitive properties described in [6] and then mapped on computational scores on a graph database as in [5]

of explainability [11]. Many other scholars have already
attempted to provide effective solutions [12, 13, 14]. Never-
theless, these approaches still aim to enhance the apparent
reasoning capabilities of LLMs by using logical tools such
as graphs or trees to generate adequate prompts. This work
presents a model that combines rule-based systems, NLP,
and generative models using a linguistically motivated ap-
proach. It first leverages logical reasoning, with the results
serving as prompts for a large language model, thereby en-
suring explainability, natural linguistic output, and coherent
discourse.

3. Theoretical model
A theoretical model is needed to identify and select relevant
data as system beliefs. The Data-oriented Belief Revision
(DBR) model, introduced by Paglieri and Castelfranchi [6],
evaluates the reliability and strength of data, and incorpo-
rates Toulmin’s argumentation model [15], as it aligns with
the belief-changing process. The model identifies four key
properties of data based on cognitive reasons: i)Credibility:
a measure of the number and values of all supporting data;
ii)Importance: a measure of the epistemic connectivity of
the datum; iii)Relevance: a measure of the pragmatic utility
of the datum; iv) (Un-)Likeability: a measure of the moti-
vational appeal of the datum. The selection of a theoretical
model for argument selection hinges on the measurability
of certain features. The dialogue management module uti-
lizes a graph database [16] containing common knowledge
from Linked Open Data. Using the HITS algorithm [17],
the system analyzes the graph to assign authority and hub
scores to nodes, helping to prioritize the disambiguation of
data within dialogues. The plausibility of new information,
determined by its connectivity within the user’s knowledge,
influences its acceptance as a belief. Therefore, the system
selects data based on numerical measures on the graph,
which are mapped to the cognitive properties of the DBR
model, as shown in the table 1.

4. Conversational AI and Belief
Graph

The Conversational AI represents the implementation of the
proposed theoretical model [5]. The model extracts relevant
sub-graphs from the knowledge database, analyzes them
in the context of user information, and evaluates potential
dialogue moves. It combines the strengths of long-term
planning from rule-based AI with the generalization and
fuzzy decision-making of probabilistic methods. When the
user answers, the graph structure is updated to represent
the system belief graph according to the feedback and a
new set of base target items, consistent with the new be-
liefs, is extracted together with their features. The details
of this processing are exemplified in Figure 1. Di Bratto

et al. [5] demonstrated, through human evaluation of sim-
ulated dialogues based on their model, that the perceived
relevance and plausibility of selected arguments were rated
as effective for the acceptability of the recommendation.
Furthermore, in a more recent study [18], the authors asked
to human users to evaluated their real interaction with the
complete dialogue system. Results show that, while the
complete dialogue system was seen as likable, easy to use,
and controllable, it was also considered unmotivating and
slow. This work seeks to refine the linguistic output to en-
hance user perception by leveraging Retrieval-Augmented
Generation (RAG)[19].

5. RAG configuration for
Argument-augmented
recommendation

LLMs have shown impressive capabilities in solving several
tasks in zero/few-shot configuration, reaching or improving
state-of-the-art models’ performances [21, 22]. In particular,
LLMs are able to combine different textual sources in order
to answer questions, summarise contents [23], or paraphras-
ing texts [24]. However, Large Language Models (LLMs)
face limitations in accessing domain-specific, real-time, or
proprietary information, which can lead to inaccuracies
or hallucinations. To overcome this, Retrieval-Augmented
Generation (RAG) integrates external knowledge during the
generation process, improving the accuracy and relevance
of the content produced by LLMs [25]. In particular, the
goal of RAG-empowered LLMs is to improve their capabil-
ities for societal benefits, but research shows they can be
manipulated [26, 27], leading to unreliable decisions and
privacy issues. To prevent harm, trustworthy RA-LLMs
must have robustness, fairness, explainability, and privacy
protection. In this work, we propose an architecture based
on the concept of RAG [19] which has shown to mitigate
issues like hallucinations by ensuring explainability, [28]
and it demonstrate to still keep good performances when
using fine-tuned small LLMs [29].

The architecture proposed in the Figure 2 leverages these
capabilities by combining the collected belief data with the
recommended movies domain data to generate a human-
like recommendation text providing a robust argumentation.
Moreover, since obtained texts are based on input gathered
from the knowledge and belief graph, the system internal
process is always observable and, then, explainable.

The architecture is composed of the following elements:

• a Dialogue system in charge of conversing with
users while collecting beliefs.

• a Recommendation Engine in charge of reasons
upon knowledge graph and belief data to obtain a
list of recommended items.

• an Argument Generator in charge of aggregat-
ing the domain knowledge about the recommended



Figure 1: An example of belief graph structure to collect user preferences in the movie recommendation domain [20, 5]

.

Figure 2: An overview of the presented pipeline.

items with the belief data obtaining a coherent
prompt.

• an LLM which takes as input the generated prompt
and provide an argument-augmented recommenda-
tion.

Given t h a t :
Marco l i k e s the <Genre > genre
Marco l i k e s the movie <Movie 1>
The recommended movies a r e : <Movie 2 > ,
<Movie 3>
P l o t s :
− <Movie 1 >: < p l o t 1>
− <Movie 2 >: < p l o t 2>
− <Movie 3 >: < p l o t 3>
Recommend the s u g g e s t e d movies by
p r o v i d i n g an e x p l a n a t i o n based only
on the f a c t s and p l o t s d e s c r i b e d above .

Listing 1: Prompt structure

6. Discussion and conclusion
In this work, we presented an argumentation-based dia-
logue model applied to A-CoRS. We chose a theoretical
model for data selection as beliefs where cognitive prop-
erties of arguments are mapped onto numerical measures
computed over a knowledge graph. This approach guides
the conversation and selects the most plausible and effec-
tive arguments to request feedback on, thereby providing
valuable recommendations based on user preferences. The
system’s collected beliefs have been stored in the database

as a graph, to be then retrieved in the following recommen-
dation steps.Finally, a RAG system has been implemented to
integrate recommended items, knowledge data, and belief
data collected during the interaction, thereby generating a
prompt to feed an LLM and provide an argument-augmented
recommendation.

The implementation of a RAG-like system helps miti-
gate hallucination issues, as the model is only required to
use the information included in the prompt. Although em-
pirical tests show that large models provide good recom-
mendations, RAG systems have also demonstrated strong
performance with smaller, fine-tuned models, making them
suitable for low-resource scenarios [29]. Additionally, dis-
course coherence and explainability are ensured because
the reasoning process occurs outside the LLM, allowing us
to observe the internal state of the belief graph, the domain
sources used for the recommendation, and the data provided
as input to the LLM.

This work represents early-stage research that needs fur-
ther investigation and a rigorous test bed to provide statisti-
cally relevant data for evaluating recommendation accuracy,
LLM issue occurrences, user acceptance rates, and user ex-
perience through satisfaction questionnaires.
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