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Abstract
Music recommender systems have traditionally relied on the user’s listening history to provide personalized track recommendations.
However, recent advancements in conversational interfaces powered by Large Language Models (LLMs) have enabled users to provide
highly specific recommendation requests based on language prompts (e.g. “Can you recommend some old school rock ballads to relax?” ).
In this context, the track recommendation step is addressed in a generative way, i.e. titles of recommended music tracks are generated
by the LLM by simply predicting the next textual token (e.g. “Led Zeppelin - Stairway to Heaven” ). This strategy is sub-optimal for music
items because: 1) it relies on generic text tokenization optimized for words rather than for items, 2) it requires an additional entity
resolution layer to find the actual track identifier, and 3) the number of decoding steps scales linearly with the length of the artist name
and song title, slowing down inference.

In this paper, we frame the task of prompt-based music recommendation as a generative retrieval task, and propose novel effective,
and efficient representations of track identifiers that significantly outperform commonly used strategies. We introduce Text2Tracks,
a generative retrieval model that learns a mapping from a user’s music recommendation prompt to the relevant track IDs directly.
Through an offline evaluation on three datasets of playlists with language inputs, we find that (1) the strategy to create IDs for music
tracks is the most important factor for the effectiveness of Text2Tracks and that we can significantly outperform the artist name and
track name strategy, (2) provided with the right choice of track identifiers, Text2Tracks outperforms sparse and dense retrieval for
prompt-based track recommendation, and (3) several design decisions that were successfully applied to generative retrieval do not
generalize to the music recommendation domain.
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1. Introduction
Conversational assistants such as ChatGPT [1] are receiv-
ing massive interest thanks to the groundbreaking abilities
of Large Language Models (LLMs) [2, 3, 4]. A prominent
feature of modern LLMs is their vast knowledge of media
such as songs, films, or books [5]. This world knowledge is
extremely useful in cold-start [6] or conversational recom-
mendation scenarios [7], where user preferences are often
elicited through natural language prompts more than by
tapping into the user’s history of interactions.

Conversational Recommenders (CR) [8, 9] have been pro-
posed as a powerful paradigm to elicit user preferences via
language prompts, enabling complex and specific content re-
quests, multi-turn refinements, and explanations. Typically,
CRs have been implemented as systems comprising many
components [10, 11] such as query understanding, item
retrieval/recommendation, dialogue management, and re-
sponse generation. However, modern autoregressive LLMs
can effectively handle all of these steps in a zero-shot way
by simply predicting the next token [12].

In this context, the track recommendation step, where the
LLM generates track identifiers based on a language prompt,
can be seen as a Generative Retrieval problem (GR) [13]. GR
has shown promising results for question answering and
document retrieval tasks [13, 14]. Unlike sparse and dense
approaches, GR does not rely on pre-computed indexes for
the documents. In GR, a transformer model stores infor-
mation about all the documents in the catalog within its
parameters and directly generates document IDs for an in-
put query. GR is particularly appealing in a conversational
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Figure 1: (a) Pre-trained LLMs deal with prompt-based music
recommendation by generating the recommended artist name
and song title, which are then resolved against an index to find
the actual track identifiers. (b) Text2Tracks is a generative track
retrieval model composed of a component that represents tracks,
i.e. the ID strategy 𝜑 that maps from a track to its ID, and a back-
bone LM that is fine-tuned with pairs of music recommendation
queries and track IDs. At test time Text2Tracks generates a set of
recommended tracks using a diversified beam search strategy.

interface, as it opens the door to a single fine-tuned LLM
handling all aspects of conversational recommendations,
generating item identifiers in the same way it generates
other textual content, such as follow-up questions, and ex-
planations.
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A critical question in the GR scenario is how to best repre-
sent item identifiers. In the music domain, pre-trained LLMs
typically handle this step by generating the artist name and
song title in plain text, as this is the most common repre-
sentation found in their pre-training web data (Figure 1a).
Although this approach is intuitive and works well in a
zero-shot scenario, modeling tracks through their names
has several shortcomings. First, artist and track names do
not generally convey meaningful information about the un-
derlying items, i.e. two songs might have a similar title but
a completely different genre, style, and mood. Second, given
the same artist and song name, finding the corresponding
track identifier to play requires an additional entity reso-
lution step, which can be non-trivial, especially for songs
that come in many different versions (e.g. live, remastered,
acoustic, cover). Third, representing track items by their
names requires a number of decoding step that is propor-
tional to their length, which can be very long, making the
prediction slow and expensive.

In this paper, we propose to model the prompt-based
music recommendation task, where user preferences are ex-
pressed through broad-intent natural language queries (e.g.
‘Can you recommend some upbeat rock tracks to dance to?’),
as a generative retrieval problem. We propose an approach
to generative track retrieval called Text2Tracks. Compared
to the tasks GR has been tested on so far (document and
passage retrieval, question answering), our domain poses
a new set of challenges. In our domain, the retrieval units
are music tracks typically associated with limited textual
descriptions such as just the artist name and track title [15].
Also, music recommendation datasets have a stronger popu-
larity bias with respect to document retrieval and question
and answering datasets such as MSMarco [16]—hence, the
problem is more about recommending the most canonical
and representative items for a certain prompt rather than
about semantic matching. Then, we focus on the problem of
finding effective and efficient identifiers for music items for a
generative retrieval model in the context of a prompt-based
music recommendation system.

The proposed Text2Tracks uses the hierarchical structure
available in the music domain—where tracks are linked to
artists—for representing each music track, i.e. the ID strat-
egy. To learn how queries relate to tracks, Text2Tracks lever-
ages a language model backbone that maps from queries to
track IDs. To better understand the capabilities of Text2Tracks,
in this paper we address the following research questions:

RQ1 Which ID strategy is better suited for the generative
retrieval approach to prompt-based music recom-
mendation?

RQ2 Is Text2Tracks more effective than dense and sparse
baselines for prompt-based music recommendation?

RQ3 Do the gains coming from previously proposed de-
sign decisions for generative retrieval models—constrained
decoding, list target optimization, indexing step, and
use of synthetic queries—generalize to the domain
of music tracks?

Our findings reveal that (1) leveraging an ID strategy that
takes into account the hierarchy of music tracks belonging
to each artist and adding artists as special tokens provide the
best results, outperforming the commonly used artist name
and track title approach by 31% in Hits@10 while reducing
the number of decoding steps by 7.5 times; (2) provided with
this ID strategy, the generative retrieval Text2Tracks outper-
forms dense and sparse retrieval baselines for prompt-based

music recommendation with relative gains between 100%
and 170% of Hits@10 for the track granularity and between
30% and 100% for the artist granularity; and (3) a number of
previously proposed model design decisions for generative
retrieval do not lead to effectiveness gains in this domain,
stressing the importance of ad-hoc experimentations for
recommendation problems and the music domains.

The key contributions of this work are the problem fram-
ing, proposing to address prompt-based music recommen-
dation as a generative retrieval problem; id strategies, intro-
ducing a number of new techniques to model track identi-
fiers in a generative retrieval setting; experimental analysis,
showing that this approach 1) outperforms typically used
strategies for modeling track IDs, 2) is more effective than
other track retrieval strategies (i.e. sparse, dense) thanks to
the ability of predicting more canonical and popular tracks,
and 3) does not benefit from other techniques that work well
for generative retrieval in question answering and passage
retrieval tasks.

The remainder of the paper is structured as follows. In
Section 2 we present related work in the prompt-based rec-
ommendation and generative retrieval research areas. In
Section 3 we formalize the task and describe the model ar-
chitecture. In Section 4 we explain the experimental setup
and provide implementation details. In Section 5 we report
and comment on the results of our experiments. In Section 6
we draw the conclusions and describe future work.

2. Related Work
Prompt-based Recommendation Language-based pref-
erences and textual inputs have always been a core part of
recommender systems. Content-based recommender sys-
tems [17] have been around for several decades, matching
user profiles with item textual metadata such as descrip-
tions, reviews, tags. LLMs have further increased the atten-
tion toward the elicitation of language-based preferences
for items, thanks to their ability to understand complex
requests that rival traditional item-based recommenders,
especially in cold-start scenarios [6]. Retrieving and recom-
mending tracks for text-based inputs is inherently challeng-
ing [18, 19, 20]. Although music tracks can be described in
many ways (e.g. genres, time, writer, artist, mood, speed,
instruments, contextual activity, time of the day, etc), we typ-
ically have only a limited amount of metadata information
describing each track. Additionally, users might want to re-
fine the original query after examining the retrieved tracks,
leading to the more challenging task of conversational rec-
ommendation [10]. Conversational recommendation is a
type of conversational information-seeking activity [8] and
is defined as “a software system that supports its users in
achieving recommendation related goals through a multi-turn
dialogue” [10]. Conversational recommenders have the po-
tential to achieve multiple goals such as better eliciting the
user information need, recommending certain items, ex-
plaining the recommendations, answering questions about
the items, etc.

CRs have been typically implemented by pipelines with
many components [10, 11] such as query understanding,
item retrieval & recommendation, dialogue management,
and response generation. With the breakthroughs of LLMs
that can potentially do all those tasks, end-to-end approaches
have become more popular [21, 22, 12]. One particularly
challenging aspect of conversational recommendation with



LLMs is item retrieval, where broad descriptions must be
matched against item collection. A common strategy in
generative models is to predict the title of the item in an
autoregressive fashion: “Led” → “Led Zeppelin” → ... →
“Led Zeppelin - Stairway to Heaven” [12, 23], and match the
generated titles against the item collection afterward. Even
though this strategy works with API-based LLMs, more
effective and efficient solutions can be achieved when fine-
tuning a model for the prompt-based recommendation task.
While research in this space is progressing at unprecedented
speed, none of these works models the prompt-based music
recommendation task as a generative retrieval problem.

Generative Retrieval Traditional retrieval systems have
historically relied on keyword matching, and word frequen-
cies to identify relevant documents for a given query [24].
These systems lack a semantic understanding of words, and
documents are not matched if they use different words
to express the same concept [25, 26]. Approaches to im-
prove semantic matching between queries and documents
in information retrieval have largely benefited [27] from
breakthroughs in natural language processing achieved by
transformer-based models [28], such as BERT [29] and T5 [30].
For the retrieval task, transformer-based models have been
used to augment documents [31], learn representations for
sparse retrieval methods [32, 33], and create Bi-encoders [34,
35, 36], i.e. models that encode the query and the document
in a shared vector space where retrieval is performed as
a nearest neighbor search. Bi-encoders have to encode all
the information necessary in a single representation space,
which can be suboptimal [37]. Moreover, Bi-encoders have
limited robustness to zero-shot scenarios and can be outper-
formed by traditional lexical matching approaches [38, 39].

Generative retrieval has emerged as a new promising
paradigm for semantic search. In GR, transformers act as
differentiable search indexes [40, 14, 41, 42], learning to
generate relevant document identifiers (IDs) for a specific
query. Unlike Cross-encoders, the outputs of the models
are not relevance scores for pairs of query and documents,
but document IDs that are relevant to the input query. This
way, the only input to GR is the query itself. Also unlike
Bi-encoders, GR does not output embeddings that are later
used to perform similarity calculations; it directly predicts
document IDs. Because of the output space, all documents
in the collection need to be part of the training set of GR
models, as their IDs need to be learned and stored in the
model weights, leading to challenges of scalability [43] and
ingestion of new documents [44].

Another key point of GR models is assigning IDs for each
document in the collection [13, 45, 46, 47]. Adding one new
token to the vocabulary that represents each document in
the collection can work for smaller collections, but it will
quickly become intractable with reasonably sized collections.
For this reason, it is crucial to adopt ID strategies that help
the model learn the structure of the output space.

Previous work on GR focus on text-rich domains where
documents are long and the focus is on semantic matching.
In this paper, we propose to frame and study the problem
of finding effective ID strategies, focusing on the music
domain which has its own set of challenges compared to
typical benchmarks.

3. Method
We start by formally defining prompt-based music recom-
mendation as a generative track retrieval task, followed
by the main components of the Text2Tracks model. Fig-
ure 1b displays a diagram of the model, showcasing how
the training dataset 𝒟 is first pre-processed into pairs of
training instances using an ID strategy 𝜑 to represent the
items. Then, the Language Model (LM) is fine-tuned and
at test time uses diversified beam search to generate track
recommendations. We first describe how the ID strategies
work before introducing the LM backbone.

3.1. Prompt-based Music Recommendation
The modeling assumption of this paper is that prompt-based
music recommendation can be framed as a generative track
retrieval task. The track retrieval task is defined as retrieving
a set of tracks relevant to a given music recommendation
query. Formally let 𝒟 = {(𝑄𝑖, {𝑡1, 𝑡2, ..., 𝑡𝑘})}𝑁𝑖=1 be a
dataset composed of relevance labels for music recommen-
dation queries, where 𝑄 is the query containing the music
recommendation information need and {𝑡1, 𝑡2, ..., 𝑡𝑘} are
the tracks that are relevant for this query. For the con-
versational recommendation setting, 𝑄𝜏 = {𝑢0, ..., 𝑢𝜏} is
the set of utterances from the user until the turn 𝜏 of the
dialogue. The task is then to learn a function 𝑓(𝑄) that
maps from a query 𝑄 to a subset of the entire collection of
tracks 𝒯 in a retrieval-like fashion: 𝑓(𝑄) →{𝑡1, 𝑡2, ..., 𝑡𝑚},
where 𝑚 ≪ |𝒯 |. Following the GR approach [13], we pose
that 𝑓(𝑄) is a transformer model with a decoder layer that
directly generates the subset of relevant track IDs (see Sec-
tion 3.3). In this setup, a crucial question is how to model
track IDs.

3.2. Text2Tracks: ID strategies
The ID strategy is responsible for generating a string identi-
fier for each item in the collection 𝒯 . We explore three types
of IDs: based on the content of the item, based on integers,
and learned ones. Figure 2 describes the three classes of
approaches at a high level.

3.2.1. Content-based

This category of IDs uses the textual content of the item as an
identifier. The advantage of this type of strategy is that the
knowledge stored in the weights of the LM backbone model
from its pre-training procedure can be leveraged, as the text
metadata is also in the space of natural language. For a single
item, each metadata category 𝑀 has a value. For the tracks
𝑡𝑖, we have the artist name (𝑀1) and track title (𝑀2) meta-
data categories,1 which leads to the artist-name-track-title
approach: 𝜑(𝑡𝑖) = 𝑐𝑜𝑛𝑐𝑎𝑡(𝑣𝑎𝑙𝑢𝑒𝑀1(𝑡𝑖), 𝑣𝑎𝑙𝑢𝑒𝑀2(𝑡𝑖)). Ta-
ble 1 shows an example of an item and its respective artist-
name-track-title representation, where each value of the
available metadata is concatenated.

3.2.2. Integer-based

This category of IDs uses integer identifiers to represent the
items in the catalog. The most naive one is to assign random

1When available, other metadata information could be used to generate
a content-based representation, for example, the genres of the artist
and track.
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integers for each item in the collection: track-int. When
using this strategy we do not add the IDs to the vocabulary
of the LM backbone model, as adding millions of tokens to
the vocabulary does not scale practically. This means that
the LM backbone model will split the IDs into several tokens,
and needs to learn to output tokens that when combined
represent an item.

To leverage all available metadata we propose to have
separate integers to represent each metadata value, which
allows for tokens to be shared across items with the same
metadata values. Given that the artist and track metadata
categories are hierarchical, i.e. tracks belong to a main artist,
we first generate random integers for the artist metadata
values (𝑀1) and then we sequentially count in order of
appearance in the training dataset the track name metadata
values (𝑀2) of that artist. So for example, if the artist𝐴1 has
three different tracks 𝑡1, 𝑡2, 𝑡3 they would be represented
as follows: “1_1”, “1_2”, and “1_3”2. We refer to this strategy
as artist-int-track-seq.

To facilitate learning a representation for certain items,
we can also add a limited number of tokens related to a
metadata category to the vocabulary. In artist-iid-track-seq
we add the top-K popular artist’s integers in terms of appear-
ance in the training set. This allows the model to represent
such artists with a single token instead of the combination of
the tokens that the tokenizer would otherwise generate. The
remainder of the artists (not in the top-K) get their tracks
represented as in the previous approach artist-int-track-seq.

3.2.3. Learned

This category of IDs learns how to discretize the embed-
dings that represent each item in the collection. Ideally,
similar items in the embedding space share more tokens
after this discretization is done by the learned approach.
So for example, if two tracks 𝑡1, 𝑡2 share the same genre, a
learned approach could create the following hierarchy in
their tokens, by using a shared token “<0>” in the beginning:
“<0><1>” and “<0><2>”. Learned strategies have also the ben-
efit of controlling how many tokens each track is composed
of, as well as the number of tracks that have the same tokens.
While the other approaches in the paper uniquely identify
each item with an ID, learned strategies can hash multiple

2In practice, following [45] we start the counts for artists and tracks
within that artist from 1000 to avoid problems with unique tokens and
mixing the representations of tracks that would become subsets of
other track ids.

tracks with the same tokens,3 which allows for compression.
We test two different ways to encode each item in an

embedding space that is used by the learned ID strategy
afterward. The first approach is text-based. For each track, it
creates a textual representation for it by concatenating the
train set queries where the track appears. To go from the
text to an embedding it uses a sentence encoder model. For
example, if a track appears in three train set queries called
rock classics 00s, top hits 00s and guitar solos to learn, we con-
catenate the titles in a single string rock classics 00s, top hits
00s, guitar solos to learn and then generate the embedding
with a sentence encoder model [48]. The second approach
is cf-based, and it relies on collaborative filtering to create
item embeddings. Each query in the training set leads to
a set of tracks, which can be thought of as a user. The co-
occurrence of tracks for different queries (users) is leveraged
by collaborative filtering models that learn representations
based on sequences of items.

For each of the embedding space representations, we pro-
pose to use two different algorithms to discretize them. The
first is a hierarchical clustering approach, in line with pre-
vious work [40], where the embedding space is recursively
clustered into groups using a KMeans algorithm [49]. A
root cluster is assigned a dummy token, and then, at each
iteration, tokens are appended to the item representation
depending on the cluster the item belongs to, leading to a
sequence of 𝑚 tokens where 𝑚 is the maximum depth of
the hierarchical clustering tree.

The second discretization algorithm proposed is inspired
by the use of sparse coding for word sense induction [50].
We learn a sparse coding [51] for each item, which is an
approximation of the item 𝑒𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔(𝑡) as a sparse linear
combination of a much smaller set of unit vectors, called
the dictionary. After specifying the size of the dictionary,
𝑠, and the number of non-zero coefficients in each coding,
𝑐, we use a standard dictionary learning algorithm [52] to
simultaneously learn the vectors, 𝑣1 . . . 𝑣𝑠, in the dictionary
and the coefficients of the coding for each track, 𝑎1 . . . 𝑎𝑠,
such that 𝑡 ≈ 𝑎1𝑣1 + . . .+ 𝑎𝑠𝑣𝑠 while keeping the magni-
tude of 𝑎1, . . . , 𝑎𝑠 small. Ordering the non-zero coefficients
from largest to smallest magnitude, |𝑎𝑖1 | ≥ . . . ≥ |𝑎𝑖𝑐 |,
we obtain an ID for the track as < sgn(𝑎𝑖1)𝑖1 > . . . <
sgn(𝑎𝑖𝑐)𝑖𝑐 >. This gives each track an ID with 𝑐 integer
tokens from a lexicon of 2𝑠 (𝑠 positively signed tokens and

3At test time, if the ID has multiple tracks associated with it, we select
the most popular one. It is also possible to uniquely identify each item
with learned strategies by adding another disambiguation token.



Table 1
Examples of the IDs generated for each strategy to represent a
track for Text2Tracks. “<” and “>” delimiters indicate that the
string is added to the vocabulary of the model as a new indepen-
dent token. UI indicates if the strategy uniquely identifies each
track. Underline indicates track name and dashed underline in-
dicates artist name.

Category ID strategy 𝜑 UI Example

content artist-name-
track-title

✓ “The Beatles_Let It Be”

integer
track-int ✓ “1001”
artist-int-track-
seq

✓ “1001_1001”

artist-iid-track-
seq

✓ “<1001>_1001”

learned dictionary-
encoding
hierarchical-
clustering

✗ “<0><2><3>”

𝑠 negatively signed ones) possible tokens with the valuable
property that two tracks whose IDs start with the same sub-
sequence of tokens are likely to have similar representations
in the original embedding space.

3.3. Text2Tracks: LM backbone
We propose to fully parameterize the retrieval function 𝑓(𝑄)
with a differentiable seq2seq transformer model. Following
the intuition in [40], we hypothesize that all the necessary
information for the generative track retrieval can be learned
and stored within the backbone language model’s parame-
ters.

3.3.1. Training

When fine-tuning the LM backbone, each train set query
𝑄 generates 𝑘 training instances, where 𝑘 is the number
of relevant tracks {𝑡1, 𝑡2, ..., 𝑡𝑘} for that query. Each track
is first mapped to a textual ID by one of the ID strategies,
and then the model is trained with the pairs of (𝑄,𝜑(𝑡)).
For the inputs where we have multiple conversational turns,
we concatenate the dialogue utterances into a single query:
𝑄 = 𝑐𝑜𝑛𝑐𝑎𝑡({𝑢0, ..., 𝑢𝜏})

An alternative way of fine-tuning the model is to use the
entire set of relevant tracks for each training instance. We re-
fer to this as list targets, which trains the LM backbone with
instances of (𝑄, 𝑐𝑜𝑛𝑐𝑎𝑡(𝜑(𝑡1), 𝜑(𝑡2), ..., 𝜑(𝑡𝑘))), where 𝑐𝑜𝑛𝑐𝑎𝑡
concatenates the track IDs using a separator token.

3.3.2. Data augmentation

To increase the amount of training data we propose two
ways of generating additional training instances: synthetic
queries and the indexing step. To generate additional syn-
thetic queries, we rely on playlist descriptions. For a given
description, we choose from 2–4 non-stop words at ran-
dom to generate a query. The synthetic queries could al-
leviate lexical gaps by describing the tracks with different
terms. The indexing step generates additional training in-
stances that go from the concatenation of the available
metadata values (artist name and track title) to the IDs:
(𝑐𝑜𝑛𝑐𝑎𝑡(𝑣𝑎𝑙𝑢𝑒𝑀1(𝑒), 𝑣𝑎𝑙𝑢𝑒𝑀2(𝑒)), 𝜑(𝑡𝑗)). The additional
training instances can help the model for queries based on
artist names.

Table 2
Statistics of the datasets. u. stands for unique.

Curated MPD100k CPCD

# queries (train) 75k 80k 448
# queries (dev) 771 10k -
# queries (test) 523 1k 468
# u. queries 74k 29k 914
# u. artists 140k 53k 3902
# u. tracks 504k 258k 7353
avg. tracks query 12.69 15 15
% test tracks in train 100% 70.50% 65%

3.3.3. Inference

At inference time, track IDs are generated via diversified
beam search [53] for the given prompt. For each group,
beam search is applied to generate track IDs; however, there
is a penalty for homogeneity across the generated tokens
from different groups. This means that the model is pe-
nalized (as controlled by the homogeneity hyperparameter)
when the output tokens are not diverse. Diverse beam search
allows Text2Tracks to diversify the set of predictions, which
is crucial for track recommendation. Optionally, at inference
time the model can also resort to constrained decoding [41]
to avoid the generation of invalid track IDs. All the valid IDs
are added to a prefix trie that constrains the LM generation.

4. Experimental Setup
Datasets To answer our three research questions we rely
on three datasets: MPD, Curated, and CPCD (statistics shown
in Table 2). For the first two datasets, we treat the titles of
the playlists as a proxy for the queries 𝑄 and the tracks
inside the playlist as the relevant tracks for that query. The
reasoning behind relying on playlist data is that playlist ti-
tles closely resemble broad-intent music searches (e.g. chill
music for studying).

The Curated dataset comes from a popular music stream-
ing platform. While the train and evaluation queries are
a subset of user-generated playlists and tags that describe
the tracks, the test queries are a selected set of playlists
created by a team of professional music editors in the case
of Curated. We guarantee that all the tracks in the test
set appear in the train set, and enforce that the queries of
the test playlists are not exact matches with the train set
queries.

The MPD dataset is a random subset of 100k playlists sam-
pled from the Spotify Million Playlist Dataset Challenge4.
The playlists have been created by users on the Spotify
platform between January 2010 and October 2017.

The third dataset is the Conversational Playlist Curation
Dataset (CPCD),5 a dataset that has been created to evalu-
ate conversational music recommendation systems using a
human-human methodology, i.e. one annotator plays the
role of the user, and one of the system [11]. We apply on
CPCD conversational queries a pre-processing step using
GPT3.5 to replace requests for specific artists with more
generic music descriptors. We do so because we are not

4The MPD dataset is available at https://www.aicrowd.com/challenges/
spotify-million-playlist-dataset-challenge

5The CPCD dataset is available at https://github.com/
google-research-datasets/cpcd/tree/main

https://www.aicrowd.com/challenges/spotify-million-playlist-dataset-challenge
https://www.aicrowd.com/challenges/spotify-million-playlist-dataset-challenge
https://github.com/google-research-datasets/cpcd/tree/main
https://github.com/google-research-datasets/cpcd/tree/main


interested in evaluating the models for narrow queries tar-
geted at specific artists, but for the effectiveness in track
recommendation on broader exploratory intents [54]. For
instance, a query such as “Hey there! I’m hoping to make an
"oldies but goodies" playlist. Can you help? Could you incor-
porate some Beach boys, The Temptations and similar artists?”
becomes “I’m hoping to make an oldies but goodies playlist.
Can you help? I like classic 60s music. Could you incorporate
some iconic bands from that era and similar artists?”. We fol-
low the setup proposed in [11] and concatenate the different
turns of the conversations for the track retrieval task.

Baselines & Implementation Our first baseline, Popular-
ity, retrieves the most popular tracks regardless of the query.
For the dense (Bi-encoder) and sparse (BM25) baselines, we
represent each track by the titles of playlists they appear in
the train set. So for example if 𝑡𝑖 appears in the playlists
“rock”, “metal” and “guitar solos” we represent 𝑡𝑖 by their
concatenation: “rock, metal, guitar solos”. For BM25 [55] we
resort to the default hyperparameters and implementation
provided by the PyTerrier toolkit [56]. For the Bi-encoder𝑧𝑠
model, we rely on the SentenceTransformers [48] model
releases.6 The library uses Hugginface transformers for
the pre-trained models such as MPNet [57]. Specifically,
we employ the pre-trained model all-mpnet-base-v2. When
fine-tuning Bi-encoder𝑓𝑡 we rely on the MultipleNegatives-
RankingLoss.

Text2Tracks uses a T5 [58] base model that was instruction-
tuned, known as Flan-T5 [59]. We rely on the Hugginface
library to fine-tune it, and unless otherwise stated we use
the flan-t5-base pre-trained model. We fine-tune it for a
total of 20 epochs, with a learning rate of 5𝑒−4 and a batch
size of 64. For the ID strategy artist-iid-track-seq we add
the top 50k artists as tokens to the vocabulary. Unless oth-
erwise stated, Text2Tracks is using the artist-iid-track-seq
representation and does not use constrained decoding, list
targets, indexing step and synthetic queries. For the text-
based learned methods for representing IDs, we rely on
the all-MiniLM-L6-v2 model from SentenceTransformers
to encode the textual representation of the tracks. For the
cf-based learned methods, we rely on word2vec model [60]
to generate embeddings by training it on the sequences of
tracks. For KMeans and the dictionary learning approach,
we use the scikit-learn library.7

Evaluation We evaluate our models using the Mean Av-
erage Precision (MAP) and the number of relevant items
(Hits), with a cut-off thresholds of 10. We follow the pes-
simistic assumption that only the tracks in the test playlist
are relevant, in line with most evaluation setups in the rec-
ommender systems literature [61]. Hence, the effectiveness
scores are only a lower bound estimate, due to the lack of
relevance judgments of all the recommended items. We
use Student t-tests with Bonferonni correction and a confi-
dence level of 0.95 to calculate the statistical significance
of different models. We calculate the metrics in both the
track granularity, i.e. relevant tracks were retrieved at the
top positions, and the artist granularity, i.e. relevant artists
were retrieved at the top positions regardless of the specific
tracks returned.

6https://www.sbert.net/docs/pretrained_models.html
7https://scikit-learn.org/stable/

5. Results
We now go over the results to our three research questions.

5.1. ID strategies (RQ1)
Our first research question is on the “comparison of differ-
ent track ID strategy representations”. In Table 3 we see the
results for the different strategies to represent IDs. Our
results show that the ID strategy is a deciding fac-
tor for the effectiveness of Text2Tracks, achieving the
best performance with artist-iid-track-seq. When using
artist-iid-track-seq, tracks from the same artists share tokens,
and at prediction time the model is forced to first retrieve
the relevant artist, and within that artist predict the relevant
track. The results show that the artist→track hierarchy pro-
vided by artist-iid-track-seq is better than trying to learn a
hierarchy from the collaborative-filtering information (rows
6 and 7 of Table 3) or from the textual information (rows 4
and 5 of Table 3).8 By comparing artist-iid-track-seq with
artist-int-track-seq we see that adding the top 50k artists as
independent tokens to the vocabulary increases the model’s
effectiveness.

Besides the learned cf-based approaches, the worst-performing
ID representation is track-int which does not add any prior
knowledge to the initial representation of the tracks, and
requires the model to learn how queries match groups of
tokens (on average 4 tokens) that represent the tracks.
When using artist-name-track-title, the LM can leverage the
“knowledge” stored in its weights regarding the items, e.g.
it could already know that the word “rock” is semantically
close to the rock band “ACDC”. Even though the number
of tokens per track is high when using artist-name-track-
title (∼15 tokens on average), it is still able to outperform
track-int.

Overall, our best strategy artist-iid-track-seq outperforms
the commonly used strategy in pre-trained LLMs artist-
name-track-title by 31% in Hits@10, while being much more
efficient (2 decoding steps vs an average of 15 decoding
steps).

5.2. Text2Tracks effectiveness (RQ2)
To answer our second research question on “the effectiveness
of Text2Tracks” we display in Table 4 the results for the task
of generative track retrieval for the Curated, MPD100k and
CPCD datasets. We see that Text2Tracks outperforms the
baselines for all the three datasets with statistical signifi-
cance, for both prediction granularities (artist and track lev-
els). This answers our RQ2 positively, indicating that
Text2Tracks is an effective approach for track retrieval,
outperforming sparse and dense baselines with rela-
tive gains between 100% and 170% of Hits@10 for the
track granularity and between 30% and 100% for the
artist granularity. The consistency of the improvements
across the three datasets show that Text2Tracks is effective
both when playlist titles are used as a music recommenda-
tion prompts (Curated, MPD100k) and with more complex
conversational music recommendation queries (CPCD).

8We leave as future work the exploration of better representation spaces
to learn ID strategies upon, such as more sophisticated collaborative-
filtering methods for learning embeddings, or embeddings coming
from the audio information of a track.

https://www.sbert.net/docs/pretrained_models.html
https://scikit-learn.org/stable/


Table 3
Results of different ID strategies for the Curated dataset (RQ1). Bold denotes the highest effectiveness and superscripts
mean statistical significance against the respective ID strategy using Student t-tests with Bonferroni correction. Tracks p.
ID is the number of tracks each ID represents on average. Tokens p. track is the average number of tokens the tracks have
when tokenizing their IDs. Vocab. size indicates the number of tokens after we added the new tokens to the existing 32.1k
vocabulary.

Category ID strategy
Tracks
p. ID

Tokens
p. track

Vocab.
size

Hits@10 MAP@10

track artist track artist

0 content artist-name-track-title 1.0 14.73 32.1k 0.18245 0.402145 0.02545 0.08914567

1

integer
track-int 1.0 3.93 32.1k 0.1404 0.23945 0.017 0.03945

2 artist-int-track-seq 1.0 6.57 32.1k 0.18545 0.340145 0.02745 0.09014567

3 artist-iid-track-seq 1.0 5.91 82.1k 0.239145 0.350145 0.0341456 0.1200124567
4

learned

cf-based-hierarchical-clustering 1.8 4.00 147.8k 0.042 0.134 0.006 0.016
5 cf-based-dictionary-encoding 3.6 4.00 32.6k 0.076 0.141 0.008 0.022
6 text-based-hierarchical-clustering 1.3 4.00 101.6k 0.17045 0.32145 0.02045 0.056145

7 text-based-dictionary-encoding 1.7 4.00 32.6k 0.18045 0.358145 0.02445 0.060145

Table 4
Results for the effectiveness of Text2Tracks (RQ2). Bold denotes
the highest effectiveness for the dataset and superscripts mean
statistical significance against the respective model using Student
t-tests with Bonferroni correction.

Hits@10 MAP@10

Model track artist track artist

Curated

0 Popularity 0.019 0.050 0.003 0.007
1 BM25 0.1010 0.1970 0.0150 0.0540

2 Bi-encoder𝑧𝑠 0.065 0.1820 0.010 0.0410

3 Bi-encoder𝑓𝑡 0.1190 0.2070 0.0130 0.0540

4 Text2Tracks 0.2390123 0.3500123 0.0340123 0.1200123

MPD100k

0 Popularity 0.12123 0.32523 0.01423 0.06123

1 BM25 0.07123 0.25223 0.00823 0.04423

2 Bi-encoder𝑧𝑠 0.023 0.159 0.002 0.027
3 Bi-encoder𝑓𝑡 0.022 0.140 0.002 0.024
4 Text2Tracks 0.3300123 0.5070123 0.0380123 0.1130123

CPCD

0 Popularity 0.002 0.052 0.001 0.006
1 BM25 0.1310 0.2650 0.0220 0.0470

2 Bi-encoder𝑧𝑠 0.1480 0.34001 0.0250 0.06001

3 Bi-encoder𝑓𝑡 0.222012 0.477012 0.034012 0.081012

4 Text2Tracks 0.5380123 0.6130123 0.0470123 0.1080123

Why is Text2Tracks more effective than traditional
retrieval baselines? We hypothesize that the gains of
Text2Tracks over traditional sparse and dense baselines come
from two main reasons. The first is the lack of textual in-
formation for the tracks in such datasets besides the track
and artist names. This way all models rely exclusively on
the train queries and predicting which track is relevant di-
rectly allows for more expressiveness than using similarity
between the representations of the query and tracks. See
for example the predicted tracks from Text2Tracks and Bi-
encoder𝑓𝑡 for the query “Christmas Hits” on the first row
of Table 5. While Text2Tracks retrieves 3 relevant tracks,
Bi-encoder𝑓𝑡 is not able to find a relevant artist or track in
the top 5 positions. The second one is that Text2Tracks can
distinguish between popular and non-popular items based
on the occurrence of such tracks in the training set. While
tokens representing popular artists and tracks are more

Table 5
Example of tracks recommended by the proposed Text2Tracks
compared to the Bi-encoder𝑓𝑡 model for the ‘Christmas hits’
query. In dashed underline we have the predicted artists and
tracks of the models that are relevant according to the ground-
truth MPD100k playlists. Text2Tracks can recommend more
canonical and relevant tracks and artists in the first positions of
the list.

Top 5 tracks predictions

Text2Tracks Bi-encoder𝑓𝑡

Mariah Carey - All I Want [...] Marty Stuart - Even Santa [...]
Wham! - Last Christmas Cascada - Last Christmas
Bing Crosby - White Christmas Reba McEntire - Silent Night
Andy Williams - It’s the Most[...] Jonny Lang - Santa Claus Is [...]
José Feliciano - Feliz Navidad Gladys Knight & T. P. - When [...]

likely to be generated by Text2Tracks, the textual represen-
tations of tracks for traditional retrieval methods cannot
distinguish two tracks with different popularity values. For
example, the first track retrieved for the “Christmas Hits”
query is “Mariah Carey - All I Want For Christmas Is You”, a
frequent item in the training set.

How does Text2Tracks diversify predictions and how
does diversity affect effectiveness? The homogeneity
parameter of diverse beam search allows for control of how
much the generation of similar predictions across different
beam search groups is penalized [53]. We study the effect
that this parameter has on the model’s effectiveness and on
the diversity of the recommended tracks, measured as the
Shannon entropy of the list of predicted artists (Figure 3).

We observe that the artist entropy (i.e. diversity) mono-
tonically increases when the homogeneity penalty increases,
while the effectiveness has a local maximum at ≈ 0.25. One
of the appealing features of Text2Tracks is that it is straight-
forward to sacrifice some effectiveness to increase diversity
or vice versa based on the use case at hand.

5.3. Model design choices (RQ3)
Our third research question explores four previously pro-
posed model design decisions for generative retrieval, namely
constrained decoding [41], list target optimization [42], in-
dexing step [40], and use of synthetic queries [62], general-
ize to track recommendation.



0.05

0.10

0.15

0.20

0.5

1.0

1.5

2.0

2.5

0.0 0.5 1.0 1.5
Homogeneity penalty

H
its

@
10

A
rtist entropy

Figure 3: The effect on Hits@10 ( ) for the track granularity
and on the diversity of the artists (▲) when increasing the ho-
mogeneity penalty hyperparameter, which applies a penalty for
generating tokens that were selected in other beam search groups
at prediction with Text2Tracks for the Curated dataset.

Table 6
Results of different Text2Tracks design choices for the Curated
dataset (RQ3). Superscript ↓ means statistically worse results
compared with Text2Tracks baseline using Student t-tests with
Bonferroni correction.

Hits@10 MAP@10

Design choice track artist track artist

Text2Tracks 0.239 0.350 0.034 0.120
w. constr. decoding [41] 0.245 0.354 0.035 0.121
w. list targets [42] 0.078↓ 0.229↓ 0.013↓ 0.040↓

w. indexing step [40] 0.231 0.333 0.031 0.121
w. synthetic queries [62] 0.243 0.348 0.032 0.109

First, we look into whether constraining the output space
to valid IDs only [14, 41] improves the effectiveness of
Text2Tracks. We see in Table 6 that there is no statistically
significant difference between the model with and without
constrained decoding. By checking the model predictions,
we see that around 80% of them are valid IDs. The low
percentage of ID hallucinations indicates that constrained
decoding does not play an important role here, and simply
returning more IDs with diversified beam search is enough
to reach the best effectiveness.

The second modification we evaluate is training the Text2Tracks
with lists targets, similar to [42]. As described in Section 3.3
the model is trained to generate the entire playlist in a single
sequence. We see in Table 6 that training with list targets
significantly degrades model effectiveness.9

The third variation is a data augmentation strategy that
resembles the DSI’s indexing step [40]. As described in
Section 3.3 we add training instances that go from the artist
name and track title to the track IDs, with the hypothesis
that this could help mapping knowledge learned during the
LM pre-training to the track IDs space. However, we do not
observe a significant difference when using the indexing
step against not using them in Table 6.

Finally, we analyze the use of synthetically generated
queries [62, 43] to augment the training data. We use the
playlist description of the train playlists as the input text
for the method to generate synthetic queries.10 For exam-

9A number of additional unsuccessful experiments with list targets
were performed: completing train playlists that do not have at least 15
tracks with tracks returned by the Bi-encoder model for the playlist,
generation of multiple prediction lists at test time, and combining them
with RRF [63], as well as shuffling the order of the tracks inside each
playlist for different epochs.

10We leave the study of more sophisticated models for generating syn-
thetic queries for tracks as future work. For example, methods that
rely on large language models to generate synthetic queries have
significant potential.

ple, the playlist with the title “bedtime songs for children”
and description “Gentle, mellow melodies to help the kids
settle down and fall asleep.”, could generate the following
synthetic query: “kids fall asleep”. The results in Table 6
show that such synthetic queries do not improve the effec-
tiveness of Text2Tracks significantly. Overall, our findings
reveal no statistical improvements coming from the four
previously proposed design modifications analyzed here,
answering our third research question negatively. These
results remark the difference between the domains and tasks
where GR is generally applied and the importance of this
experimentation tailored to the music domain.

6. Conclusions
In this paper, we propose to address the problem of prompt-
based music recommendation through the lenses of genera-
tive retrieval and we introduce a generative track retrieval
model Text2Tracks. Given that tracks are items with scarce
text, Text2Tracks learns to generate track IDs directly from a
textual query as an end-to-end differentiable model. We pro-
pose several new strategies to represent track IDs, and show
that the track ID representation strategy is a crucial ingre-
dient to obtain high effectiveness. By leveraging the artist-
track hierarchy and adding special tokens to the vocabulary
we can improve by 31% Hits@10 with respect to the com-
monly used strategy of generating artist and track names.
We then show that for three different playlist datasets with
language inputs Text2Tracks outperforms dense and sparse
retrieval solutions with relative gains ranging between 100–
170% in Hits@10 for the track granularity and 30–100% for
the artist granularity. We also show that more complex
strategies that led to improvements in other domains such
as question answering do not transfer to our problem space.

These findings show that the problem framing that we
propose combined with the novel ID strategies that we in-
troduce for music tracks lead to sizable improvements both
in terms of effectiveness and efficiency of prompt-based mu-
sic recommendation. Also, the non-transferability of tech-
niques that have worked well in other domains highlights
the non-triviality and importance of our experimentation.
Our analysis further strengthens our contribution, showing
that the success of Text2Tracks is due to its ability to cap-
ture the canonicalness and the popularity of tracks, a key
ingredient for the prompt-based recommendation problems.

We believe that this work represents a stepping stone in
the use of generative retrieval in the music domain, lead-
ing to more accurate models that can also greatly simplify
music recommendation pipelines based on indexing and
retrieving vectors. The generative retrieval approach is par-
ticularly appealing in a conversational setup as it paves the
way to a fully fine-tuned conversational recommender that
can generate track IDs jointly with explanations, follow-up
requests, and any other textual content.

In future work, we plan to extend this approach to gen-
erate joint track recommendations and textual responses,
experimenting with decoder-only models such as Llama [3].
We also aim to test the generalizability of our findings to
other media items such as podcasts or books.
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