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C ountries worldwide are designing and 
implementing AI governance legislation and 

policies commensurate to the velocity and variety of 
proliferating AI-powered technologies. Efforts include 
the development of comprehensive legislation, 
focused legislation for specific use cases, national AI 
strategies or policies, and voluntary guidelines and 
standards. There is no standard approach toward 
bringing AI under state regulation, however, common 
patterns toward reaching the goal of AI regulation can 
be observed. Given the transformative nature of AI 
technology, the challenge for jurisdictions is to find a 
balance between innovation and regulation of risks. 
Therefore, governance of AI often, if not always, begins 
with a jurisdiction rolling out a national strategy or 
ethics policy instead of legislating from the get-go. 

This pattern is evident throughout this tracker. The 
tracker identifies legislative or policy developments 
or both in a subset of jurisdictions. Such initiatives are 
either already being deliberated at the country level 
or are in the process of commencing deliberations 
in countries across six continents, speaking to the 
global importance of AI. However, given the rapid 
and widespread policymaking in this space, the 
tracker does not include all AI initiatives within every 
jurisdiction across every continent. This tracker also 
offers brief commentary on the broader AI context 
and related developments and identifies laws or 
policies in parallel professions like privacy.  

As individual jurisdictions press ahead with their 
own frameworks and approaches, they have also 
doubled down on multilateral efforts to coordinate 
and cohere different approaches. The Organisation 
for Economic Co-operation and Development's AI 
principles have been reaffirmed in many different 
contexts, including by digital and technology 
ministers of the G7 countries during the 2023 
Hiroshima Summit. UNESCO, the International 
Organization for Standardization, the African 
Union and the Council of Europe are all working on 
multilateral AI governance frameworks. The U.K. 
government organized the first AI Safety Summit 
in 2023 for government and industry stakeholders 
to agree upon, evaluate and monitor the most 
significant risks from AI.  

Tracking, unpacking and governing the complex 
field of global AI governance law and policy has 
quickly become a top-tier strategic issue for 
organizations. The IAPP AI Governance Center will 
continue to provide AI governance professionals 
with the content, resources, networking, training 
and certification needed to respond to the field's 
complex risks. The IAPP AI Global Law and Policy 
Tracker has been updated with valuable input 
from the global community of AI governance 
professionals, and we continue to welcome 
feedback and insights from this community.

Last updated January 2024.
Find the most up-to-date version on our website.

https://iapp.org/about/ai-governance-center/
https://iapp.org/resources/article/global-ai-legislation-tracker/
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Global AI Law and Policy Tracker

Jurisdictions in focus

Argentina  ∙  Australia  ∙  Bangladesh  ∙  Brazil  ∙  Canada  ∙  Chile  ∙  China  ∙  Colombia  ∙  Egypt  ∙  EU  ∙  India  ∙  Indonesia  ∙  Israel 
Japan  ∙  Mauritius  ∙  New Zealand  ∙  Peru  ∙  Saudi Arabia  ∙  Singapore  ∙  South Korea  ∙  Taiwan  ∙  United Arab Emirates  ∙  U.K.  ∙  U.S.

*Click on the country names above to navigate to its location in the tracker.

This map shows which 
jurisdictions are in focus 
and covered by this tracker.  
It does not represent the 
extent to which jurisdictions 
around the world are active 
on AI governance legislation.

https://iapp.org
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Navigate to: Argentina  ∙  Australia  ∙  Bangladesh  ∙  Brazil  ∙  Canada  ∙  Chile  ∙  China  ∙  Colombia  ∙  Egypt  ∙  EU  ∙  India  ∙  Indonesia  ∙  Israel 
Japan  ∙  Mauritius  ∙  New Zealand  ∙  Peru  ∙  Saudi Arabia  ∙  Singapore  ∙  South Korea  ∙  Taiwan  ∙  United Arab Emirates  ∙  U.K.  ∙  U.S.

Specific AI governance law or policy Relevant authorities Other relevant laws and policies Wider AI context

AR
GE

NT
IN

A Argentina has made policy initiatives on AI.  
It has developed a draft of a National AI Plan to 
help facilitate the use and development of AI in 
the country. 

Under Resolution 2/2023, Argentina released 
recommendations for trustworthy and reliable  
AI directed to the public sector.

 → National Big Data 
Observatory

 → Ministry of Science, 
Technology and 
Productive Innovation

 → National Committee for 
Ethics in Science and 
Technology

 → Undersecretariat 
of Information and 
Communication 
Technologies

 → Agency of Access to 
Public Information

 → National Securities 
Commission

 → National Cybersecurity 
Strategy [IN FORCE]

 → Personal Data Act [DRAFT]

 → Law 27,699 for the Protection 
of Individuals with respect 
to Automatic Processing of 
Personal Data [IN FORCE]

 → Central Bank Communication 
A 7724 [IN FORCE]

 → Provision 18/2015 Guide to 
Good Privacy Practices for 
Application Development  
[IN FORCE]

 • Argentina is a party to the Organisation for 
Economic Co-operation and Development's AI 
principles. See the OECD's Policy Observatory.

 • Argentina adopted UNESCO's Recommendation 
on the Ethics of AI.

 • See Argentina's Digital Agenda 2030.

 • See Argentina's Fintech Innovation Hub.

 • Argentina's data protection authority, the 
Agency of Access to Public Information, 
published Resolution No. 161/23, which 
created the Transparency and Protection of 
Personal Data Program in the use of AI. 

 • The president's chief of staff also issued 
Administrative Decision No. 750/2023, creating 
the Interministerial Roundtable on AI.

 • Argentina is testing the IBM AI Platform, 
using an aquaculture project to evaluate 
AI technology and formally incorporate 
this platform into the Ministry of Science, 
Technology and Productive Innovation.

https://iapp.org
https://www.bnamericas.com/en/news/argentina-advances-national-ai-plan
https://lermanszlak.com/the-recommendations-for-a-reliable-artificial-intelligence-were-approved/
https://iapp.org/news/a/argentina-issues-recommendations-for-reliable-ai/
https://www.argentina.gob.ar/jefatura/innovacion-publica/telecomunicaciones-y-conectividad/grupo-de-trabajo-de-servicios-de-5
https://www.argentina.gob.ar/jefatura/innovacion-publica/telecomunicaciones-y-conectividad/grupo-de-trabajo-de-servicios-de-5
https://www.argentina.gob.ar/ciencia?p=
https://www.argentina.gob.ar/ciencia?p=
https://www.argentina.gob.ar/ciencia?p=
https://www.argentina.gob.ar/ciencia/cecte
https://www.argentina.gob.ar/ciencia/cecte
https://www.argentina.gob.ar/ciencia/cecte
https://www.itu.int/en/ITU-D/Conferences/ET/2021/Pages/panellist/day3_Session6_Adoption-of-5G-in-the-region/biography-martin-olmos.aspx
https://www.itu.int/en/ITU-D/Conferences/ET/2021/Pages/panellist/day3_Session6_Adoption-of-5G-in-the-region/biography-martin-olmos.aspx
https://www.itu.int/en/ITU-D/Conferences/ET/2021/Pages/panellist/day3_Session6_Adoption-of-5G-in-the-region/biography-martin-olmos.aspx
https://www.itu.int/en/ITU-D/Conferences/ET/2021/Pages/panellist/day3_Session6_Adoption-of-5G-in-the-region/biography-martin-olmos.aspx
https://www.argentina.gob.ar/aaip/english_version/mission#:~:text=The%20mission%20of%20the%20Agency,a%20culture%20that%20respects%20privacy.
https://www.argentina.gob.ar/aaip/english_version/mission#:~:text=The%20mission%20of%20the%20Agency,a%20culture%20that%20respects%20privacy.
https://www.argentina.gob.ar/cnv
https://www.argentina.gob.ar/cnv
https://www.globalcompliancenews.com/2023/10/03/https-insightplus-bakermckenzie-com-bm-data-technology-argentina-second-national-cybersecurity-strategy_09282023/
https://www.globalcompliancenews.com/2023/10/03/https-insightplus-bakermckenzie-com-bm-data-technology-argentina-second-national-cybersecurity-strategy_09282023/
https://www.huntonprivacyblog.com/2023/07/18/argentina-personal-data-protection-bill-sent-to-congress/
http://servicios.infoleg.gob.ar/infolegInternet/verNorma.do?id=375738
https://insightplus.bakermckenzie.com/bm/data-technology/argentina-central-bank-communication-a-7724-minimum-requirements-for-the-management-and-control-of-information-technology-and-security-risks
https://insightplus.bakermckenzie.com/bm/data-technology/argentina-central-bank-communication-a-7724-minimum-requirements-for-the-management-and-control-of-information-technology-and-security-risks
https://www.argentina.gob.ar/normativa/nacional/disposici%C3%B3n-18-2015-245973
https://www.argentina.gob.ar/normativa/nacional/disposici%C3%B3n-18-2015-245973
https://www.argentina.gob.ar/normativa/nacional/disposici%C3%B3n-18-2015-245973
https://oecd.ai/en/dashboards/countries/Argentina
https://www.unesco.org/en/articles/recommendation-ethics-artificial-intelligence
https://www.unesco.org/en/articles/recommendation-ethics-artificial-intelligence
https://www.redgealc.org/contenido-general/iniciativas/agenda-digital-2030/
https://www.boletinoficial.gob.ar/detalleAviso/primera/195154/20181105
https://www.argentina.gob.ar/noticias/programa-de-transparencia-y-proteccion-de-datos-personales-en-el-uso-de-la-inteligencia
https://www.argentina.gob.ar/normativa/nacional/decisi%C3%B3n_administrativa-750-2023-389511
https://www.ibm.com/blog/digital-transformation-ai-hybrid-cloud/
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Navigate to: Argentina  ∙  Australia  ∙  Bangladesh  ∙  Brazil  ∙  Canada  ∙  Chile  ∙  China  ∙  Colombia  ∙  Egypt  ∙  EU  ∙  India  ∙  Indonesia  ∙  Israel 
Japan  ∙  Mauritius  ∙  New Zealand  ∙  Peru  ∙  Saudi Arabia  ∙  Singapore  ∙  South Korea  ∙  Taiwan  ∙  United Arab Emirates  ∙  U.K.  ∙  U.S.

Specific AI governance law or policy Relevant authorities Other relevant laws and policies Wider AI context

AU
ST

RA
LI

A The Australian government highlighted the 
application of existing regulatory frameworks for 
AI. In 2021, the government released an AI Action 
Plan, which set out a plan to build AI capability 
and accelerate the development and adoption of 
trusted, secure and responsible AI technologies 
in Australia. 

In June 2023, the government released a 
discussion paper on safe and responsible AI. This 
paper was a call for consultation on whether 
Australia has the right governance arrangements 
in place to support the safe and responsible 
use and development of AI. In January 2024, the 
government communicated its interim response 
on safe and responsible AI.

 → Department of Industry, 
Science and Resources

 → Commonwealth Scientific 
and Industrial Research 
Organisation

 → Office of the eSafety 
Commissioner

 → Office of the Australian 
Information Commissioner

 → Competition and 
Consumer Commission

 → National AI Centre's 
Responsible AI Network

 → National Science and 
Technology Council

 → Patents Act [IN FORCE]

 → Copyright Act [IN FORCE]

 → Privacy Act [IN FORCE] 

 → Data Availability and 
Transparency Act [IN FORCE] 

 → Consumer Data Right  
[IN FORCE]

 → Competition and  
Consumer Act [IN FORCE]

 → Compliance and Enforcement 
Policy for the Consumer 
Data Right

Australia was one of the first 
countries in the world to adopt AI 
ethics principles, which include a 
robust ethics framework:

 • AI Ethics Framework

 • 8 AI Ethics Principles

 • Australia is a party to the OECD's AI principles.  
See the OECD's Policy Observatory.

 • Australia participated in the 2023 U.K. AI 
Summit, which led to the Bletchley Declaration.

 • Australia adopted UNESCO's Recommendation 
on the Ethics of AI.

 • See Australia's 2025 Digital Transformation 
Strategy.

 • The government announced it will set up an 
advisory body of industry and academic experts 
to help it devise a legislative framework around 
"high risk" AI applications.

 • The Human Technology Institute at the 
University of Technology Sydney recently 
released The State of AI Governance in Australia.

 • See the National Science and Technology 
Council's Rapid Response Information Report 
on generative AI.

 • In March 2020, the government released the 
AI Standards Roadmap: Making Australia's 
Voice Heard. This separate roadmap was 
developed by Standards Australia and 
commissioned by the Australian Department 
of Industry, Science, Energy and Resources. 
The roadmap's primary goal is to "ensure 
Australia can effectively influence AI standards 
development globally."

https://iapp.org
https://wp.oecd.ai/app/uploads/2021/12/Australia_AI_Action_Plan_2021.pdf
https://wp.oecd.ai/app/uploads/2021/12/Australia_AI_Action_Plan_2021.pdf
https://storage.googleapis.com/converlens-au-industry/industry/p/prj2452c8e24d7a400c72429/public_assets/Safe-and-responsible-AI-in-Australia-discussion-paper.pdf
https://consult.industry.gov.au/supporting-responsible-ai
https://www.industry.gov.au/science-technology-and-innovation/technology/artificial-intelligence
https://www.industry.gov.au/science-technology-and-innovation/technology/artificial-intelligence
https://www.csiro.au/en/research/technology-space/ai
https://www.csiro.au/en/research/technology-space/ai
https://www.csiro.au/en/research/technology-space/ai
https://www.esafety.gov.au/
https://www.esafety.gov.au/
https://www.oaic.gov.au/
https://www.oaic.gov.au/
https://www.accc.gov.au/
https://www.accc.gov.au/
https://www.csiro.au/en/work-with-us/industries/technology/national-ai-centre/responsible-ai-network
https://www.csiro.au/en/work-with-us/industries/technology/national-ai-centre/responsible-ai-network
https://www.chiefscientist.gov.au/national-science-and-technology-council#:~:text=The%20National%20Science%20and%20Technology,and%20technology%20issues%20facing%20Australia.
https://www.chiefscientist.gov.au/national-science-and-technology-council#:~:text=The%20National%20Science%20and%20Technology,and%20technology%20issues%20facing%20Australia.
http://classic.austlii.edu.au/au/legis/cth/consol_act/pa1990109/
https://www.legislation.gov.au/Details/C2017C00180
https://www.legislation.gov.au/Series/C2004A03712
https://www.legislation.gov.au/Details/C2022A00011
https://www.legislation.gov.au/Details/C2022A00011
https://www.accc.gov.au/by-industry/banking-and-finance/the-consumer-data-right
https://www.legislation.gov.au/Details/C2021C00151
https://www.legislation.gov.au/Details/C2021C00151
https://www.cdr.gov.au/sites/default/files/2023-10/ACCC-OAIC-compliance-and-enforcement-policy-for-the-Consumer-Data-Right-published-12-October-2023.pdf
https://www.cdr.gov.au/sites/default/files/2023-10/ACCC-OAIC-compliance-and-enforcement-policy-for-the-Consumer-Data-Right-published-12-October-2023.pdf
https://www.industry.gov.au/publications/australias-artificial-intelligence-ethics-framework
https://www.industry.gov.au/publications/australias-artificial-intelligence-ethics-framework/australias-ai-ethics-principles
https://oecd.ai/en/dashboards/countries/Australia
https://www.gov.uk/government/publications/ai-safety-summit-2023-the-bletchley-declaration/the-bletchley-declaration-by-countries-attending-the-ai-safety-summit-1-2-november-2023
https://www.unesco.org/en/articles/recommendation-ethics-artificial-intelligence
https://www.unesco.org/en/articles/recommendation-ethics-artificial-intelligence
https://www.dta.gov.au/sites/default/files/files/digital-transformation-strategy/digital-transformation-strategy.pdf
https://www.dta.gov.au/sites/default/files/files/digital-transformation-strategy/digital-transformation-strategy.pdf
https://www.smh.com.au/politics/federal/new-laws-to-curb-danger-of-high-risk-artificial-intelligence-20240111-p5ewnu.html
https://www.uts.edu.au/human-technology-institute/news/report-launch-state-ai-governance-australia
https://www.chiefscientist.gov.au/sites/default/files/2023-05/Rapid%20Response%20Information%20Report%20-%20Generative%20AI.pdf
https://www.chiefscientist.gov.au/sites/default/files/2023-05/Rapid%20Response%20Information%20Report%20-%20Generative%20AI.pdf
https://www.chiefscientist.gov.au/sites/default/files/2023-05/Rapid%20Response%20Information%20Report%20-%20Generative%20AI.pdf
https://www.standards.org.au/documents/r-1515-an-artificial-intelligence-standards-roadmap-soft
https://www.standards.org.au/documents/r-1515-an-artificial-intelligence-standards-roadmap-soft
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Specific AI governance law or policy Relevant authorities Other relevant laws and policies Wider AI context

BA
NG

LA
DE

SH Bangladesh is looking to advance it's AI policies 
and has published a National AI Strategy for  
2019-2024. The strategy includes:

 • Creating strategy and development roadmaps.

 • Overcoming challenges with the use of AI.

 • Leveraging AI for social and economic growth, 
and more.

 → Information and 
Communication 
Technology Division

 → Digital Security Act  
[IN FORCE]

 → Data Protection Act [DRAFT]

 → Telecommunication Regulatory 
Commission Regulation for 
Digital, Social Media and OTT 
Platforms  [DRAFT]

 → Constitution of the People's 
Republic of Bangladesh  
[IN FORCE]

 → Right to Information Act  
[IN FORCE]

 → Copyright Act [IN FORCE]

 → Telecommunications Act  
[IN FORCE]

 • Bangladesh adopted UNESCO's 
Recommendation on the Ethics of AI.

 • See Digital Bangladesh.

https://iapp.org
https://ictd.portal.gov.bd/sites/default/files/files/ictd.portal.gov.bd/page/6c9773a2_7556_4395_bbec_f132b9d819f0/Draft - Mastering National Strategy for Artificial Intellgence - Bangladesh.pdf
https://ictd.gov.bd/
https://ictd.gov.bd/
https://ictd.gov.bd/
https://www.cirt.gov.bd/wp-content/uploads/2020/02/Digital-Security-Act-2020.pdf
https://ictd.portal.gov.bd/sites/default/files/files/ictd.portal.gov.bd/page/6c9773a2_7556_4395_bbec_f132b9d819f0/Data Protection Bill en V13 Unofficial Working Draft 16.07.22.pdf
http://www.btrc.gov.bd/sites/default/files/files/btrc.portal.gov.bd/notices/0031100b_c62f_46eb_9ce8_317e53ac881b/2022-02-06-04-33-68c9c154e5319e6e9179af538b3e47cb.pdf
http://www.btrc.gov.bd/sites/default/files/files/btrc.portal.gov.bd/notices/0031100b_c62f_46eb_9ce8_317e53ac881b/2022-02-06-04-33-68c9c154e5319e6e9179af538b3e47cb.pdf
http://www.btrc.gov.bd/sites/default/files/files/btrc.portal.gov.bd/notices/0031100b_c62f_46eb_9ce8_317e53ac881b/2022-02-06-04-33-68c9c154e5319e6e9179af538b3e47cb.pdf
http://www.btrc.gov.bd/sites/default/files/files/btrc.portal.gov.bd/notices/0031100b_c62f_46eb_9ce8_317e53ac881b/2022-02-06-04-33-68c9c154e5319e6e9179af538b3e47cb.pdf
http://bdlaws.minlaw.gov.bd/act-details-367.html
http://bdlaws.minlaw.gov.bd/act-details-367.html
https://macademy.gov.bd/wp-content/uploads/2016/12/information-act.pdf
https://copyrightoffice.portal.gov.bd/sites/default/files/files/copyrightoffice.portal.gov.bd/law/121de2e9_9bc9_4944_bfef_0a12af0864a5/Copyright,2000(1) (2).pdf
https://www.itu.int/ITU-D/treg/Documentation/Bangladesh/BTRC-TelecomLaw2001.pdf
https://www.unesco.org/en/articles/recommendation-ethics-artificial-intelligence
https://btri.portal.gov.bd/sites/default/files/files/btri.portal.gov.bd/page/a556434c_e9c9_4269_9f4e_df75d712604d/Digital Bangladesh Concept Note_Final.pdf
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Specific AI governance law or policy Relevant authorities Other relevant laws and policies Wider AI context

BR
AZ

IL Brazil published an AI Strategy, as well as a 
summary. The strategy proposes to finance 
research projects that apply ethical solutions, 
establish technical requirements that advance 
ethical applications, develop techniques to 
mitigate algorithmic bias, create parameters 
around human intervention where automated 
decisions may create high-risk situations, and 
implement codes of conduct to encourage 
traceability and safeguard legal rights. Brazil also 
strives to encourage data sharing per its data 
protection law, the LGPD, create an AI observatory 
for measuring impact and disseminate open-
source codes for identifying discriminatory trends.

Brazil has a proposed comprehensive AI Bill, which 
emphasizes human rights and creates a civil liability 
regime for AI developers. The proposed AI Bill would: 

 • Prohibit certain "excessive risk" systems. 

 • Establish a regulatory body to enforce the law. 

 • Create civil liability for AI providers. 

 • Require reporting obligations for significant 
security incidents. 

 • Guarantee various individual rights, such as 
explanation, nondiscrimination, rectification of 
identified biases and due process mechanisms.

In July 2023, the country's DPA, the Autoridade 
Nacional de Proteção de Dados, published a 
Preliminary Analysis of Bill No. 2338/2023, which 
provides for the use of AI in Brazil. Further, the 
ANPD has now published its final opinion on 
Bill 2338/2023.

 → Ministry of Science, 
Technology and Innovation 

 → ANPD

 → General Data Protection 
Act  [IN FORCE]

 → Civil Rights Framework for the 
Internet [IN FORCE]

 → Consumer Protection Code  
[IN FORCE]

 • Brazil is a party to the OECD's AI principles. See 
the OECD's Policy Observatory and article on 
Brazil's path to responsible AI. 

 • Brazil participated in the 2023 U.K. AI Summit, 
which led to the Bletchley Declaration. 

 • Brazil adopted UNESCO's Recommendation on 
the Ethics of AI. 

 • See Brazil's Digital Transformation Strategy. 

 • The ANPD entered into a technical cooperation 
agreement with the Development Bank of Latin 
America "to develop an experimental regulatory 
tool" for AI-related innovation.

https://iapp.org
https://wp.oecd.ai/app/uploads/2022/01/Brazil_Brazilian_AI_Strategy_2021.pdf
https://www.gov.br/mcti/pt-br/acompanhe-o-mcti/transformacaodigital/arquivosinteligenciaartificial/ebia-summary_brazilian_4-979_2021.pdf
https://accesspartnership.com/access-alert-brazils-new-ai-bill-a-comprehensive-framework-for-ethical-and-responsible-use-of-ai-systems/
https://www.gov.br/anpd/pt-br/assuntos/noticias/anpd-publica-analise-preliminar-do-projeto-de-lei-no-2338-2023-que-dispoe-sobre-o-uso-da-inteligencia-artificial
https://ids.org.br/en/news-post/anpd-publishes-new-analysis-of-brazilian-bill-on-artificial-intelligence/
https://www.gov.br/mcti/pt-br/acompanhe-o-mcti/noticias/2020/10/mcti-e-embrapii-lancam-a-maior-rede-de-inovacao-em-inteligencia-artificial-do-pais
https://www.gov.br/mcti/pt-br/acompanhe-o-mcti/noticias/2020/10/mcti-e-embrapii-lancam-a-maior-rede-de-inovacao-em-inteligencia-artificial-do-pais
https://www.gov.br/anpd/pt-br
https://iapp.org/resources/article/brazilian-data-protection-law-lgpd-english-translation/
https://iapp.org/resources/article/brazilian-data-protection-law-lgpd-english-translation/
https://bd.camara.leg.br/bd/bitstream/handle/bdcamara/26819/bazilian_framework_%20internet.pdf
https://bd.camara.leg.br/bd/bitstream/handle/bdcamara/26819/bazilian_framework_%20internet.pdf
https://iclg.com/practice-areas/consumer-protection-laws-and-regulations/brazil
https://oecd.ai/en/dashboards/countries/Brazil
https://oecd.ai/en/wonk/brazils-path-to-responsible-ai
https://www.gov.uk/government/publications/ai-safety-summit-2023-the-bletchley-declaration/the-bletchley-declaration-by-countries-attending-the-ai-safety-summit-1-2-november-2023
https://www.unesco.org/en/articles/recommendation-ethics-artificial-intelligence
https://www.unesco.org/en/articles/recommendation-ethics-artificial-intelligence
https://www.gov.br/mcti/pt-br/centrais-de-conteudo/comunicados-mcti/estrategia-digital-brasileira/digitalstrategy.pdf
https://www.gov.br/anpd/pt-br/assuntos/noticias/anpd-formaliza-cooperacao-tecnica-com-o-banco-de-desenvolvimento-da-america-latina-2013-caf
https://www.gov.br/anpd/pt-br/assuntos/noticias/anpd-formaliza-cooperacao-tecnica-com-o-banco-de-desenvolvimento-da-america-latina-2013-caf


Global AI Law and Policy Tracker • IAPP • iapp.org 8

Navigate to: Argentina  ∙  Australia  ∙  Bangladesh  ∙  Brazil  ∙  Canada  ∙  Chile  ∙  China  ∙  Colombia  ∙  Egypt  ∙  EU  ∙  India  ∙  Indonesia  ∙  Israel 
Japan  ∙  Mauritius  ∙  New Zealand  ∙  Peru  ∙  Saudi Arabia  ∙  Singapore  ∙  South Korea  ∙  Taiwan  ∙  United Arab Emirates  ∙  U.K.  ∙  U.S.

Specific AI governance law or policy Relevant authorities Other relevant laws and policies Wider AI context

CA
NA

DA Canada's anticipated AI and Data Act, part of 
Bill C-27, is intended to protect Canadians from 
high-risk systems, ensure the development of 
responsible AI, and position Canadian firms and 
values for adoption in global AI development. The 
AIDA would:  

 • Ensure high-impact AI systems meet existing 
safety and human rights expectations.  

 • Prohibit reckless and malicious uses of AI.  

 • Empower the Minister of Innovation, Science 
and Industry to enforce the act.  

Canada published a code of practice for generative 
AI development and use in anticipation of, and to 
assure compliance with, the AI and Data Act. 

The country also issued a Directive on Automated 
Decision-Making, which imposes several 
requirements on the federal government's use 
of automated decision-making systems.

 → Ministry of Innovation, 
Science and Economic 
Development

 → Canadian Institute for 
Advanced Research

 → Office of the Privacy 
Commissioner of Canada

 → House of Commons' 
Standing Committee on 
Industry, Science and 
Technology

 → Advisory Council on AI

 → Personal Information 
Protection and Electronic 
Documents Act [IN FORCE]

 → Privacy Act [IN FORCE]

 → Consumer Product Safety Act  
[IN FORCE]

 → Food and Drugs Act [IN FORCE]

 → Motor Vehicle Safety Act  
[IN FORCE]

 → Bank Act [IN FORCE]

 → Human Rights Act [IN FORCE]

 → Criminal Code [IN FORCE]

 → Quebec's Law 25: An Act 
to modernize legislative 
provisions as regards the 
protection of personal 
information [IN FORCE]

 • Canada is a party to the OECD's AI principles. 
See the OECD's Policy Observatory. 

 • Canada also participated in the 2023 U.K. AI 
Summit, which led to the Bletchley Declaration. 

 • As part of the G7, Canada endorsed the 11 
Hiroshima Process International Guiding 
Principles for Advanced AI systems. 

 • Canada also adopted UNESCO's 
Recommendation on the Ethics of AI. 

 • According to its AI Strategy, by 2030 Canada 
plans to achieve an AI ecosystem founded on 
scientific excellence, exceptional training and 
talent pools, public-private collaboration, and 
commitment to AI technologies which produce 
positive social, economic and environmental 
change for people and the planet. In achieving 
these goals, Canada has established three AI 
institutes: Amii in Edmonton, Mila in Montreal, 
and the Vector Institute in Toronto. 

 • The House of Commons' Standing Committee 
on Industry, Science and Technology issued a 
report for various AI recommendations in 2019. 

 • There is currently a proposed amendment 
to the Ontario Working for Workers Act for 
AI in hiring. This would be the country's first 
legislation requiring businesses to disclose 
whether they use AI in their hiring processes.

https://iapp.org
https://ised-isde.canada.ca/site/innovation-better-canada/en/artificial-intelligence-and-data-act-aida-companion-document
https://www.parl.ca/legisinfo/en/bill/44-1/C-27
https://ised-isde.canada.ca/site/ised/en/consultation-development-canadian-code-practice-generative-artificial-intelligence-systems/canadian-guardrails-generative-ai-code-practice
https://www.tbs-sct.canada.ca/pol/doc-eng.aspx?id=32592
https://www.tbs-sct.canada.ca/pol/doc-eng.aspx?id=32592
https://ised-isde.canada.ca/site/ised/en
https://ised-isde.canada.ca/site/ised/en
https://ised-isde.canada.ca/site/ised/en
https://cifar.ca/ai/
https://cifar.ca/ai/
https://www.priv.gc.ca/en/opc-news/news-and-announcements/2023/an_230525-2/
https://www.priv.gc.ca/en/opc-news/news-and-announcements/2023/an_230525-2/
https://www.ourcommons.ca/Committees/en/INDU
https://www.ourcommons.ca/Committees/en/INDU
https://www.ourcommons.ca/Committees/en/INDU
https://www.ourcommons.ca/Committees/en/INDU
https://ised-isde.canada.ca/site/advisory-council-artificial-intelligence/en
https://www.priv.gc.ca/en/privacy-topics/privacy-laws-in-canada/the-personal-information-protection-and-electronic-documents-act-pipeda/
https://www.priv.gc.ca/en/privacy-topics/privacy-laws-in-canada/the-personal-information-protection-and-electronic-documents-act-pipeda/
https://www.priv.gc.ca/en/privacy-topics/privacy-laws-in-canada/the-personal-information-protection-and-electronic-documents-act-pipeda/
https://www.priv.gc.ca/en/privacy-topics/privacy-laws-in-canada/the-privacy-act/
https://laws-lois.justice.gc.ca/eng/acts/c-1.68/
https://laws-lois.justice.gc.ca/eng/acts/f-27/page-1.html
https://laws-lois.justice.gc.ca/eng/acts/m-10.01/
https://laws-lois.justice.gc.ca/eng/acts/B-1.01/index.html
https://laws-lois.justice.gc.ca/eng/acts/h-6/
https://laws-lois.justice.gc.ca/eng/acts/c-46/
https://www.canlii.org/en/qc/laws/astat/sq-2021-c-25/latest/sq-2021-c-25.html#:~:text=The%20Act%20clarifies%20the%20obligations,adjusts%20its%20functions%20and%20powers.
https://oecd.ai/en/dashboards/countries/Canada
https://www.gov.uk/government/publications/ai-safety-summit-2023-the-bletchley-declaration/the-bletchley-declaration-by-countries-attending-the-ai-safety-summit-1-2-november-2023
https://digital-strategy.ec.europa.eu/en/library/hiroshima-process-international-guiding-principles-advanced-ai-system
https://digital-strategy.ec.europa.eu/en/library/hiroshima-process-international-guiding-principles-advanced-ai-system
https://www.unesco.org/en/articles/recommendation-ethics-artificial-intelligence
https://cifar.ca/ai/
https://www.ourcommons.ca/Content/Committee/421/INDU/Reports/RP10537003/indurp16/indurp16-e.pdf
https://news.ontario.ca/en/release/1003758/ontario-to-require-employers-to-disclose-salary-ranges-and-ai-use-in-hiring
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CH
IL

E In October 2021, Chile published it's first National 
Policy and Action Plan on AI on AI. The country's 
previous Minister of Science, Technology, 
Knowledge and Innovation Andrés Couve 
explained the policy is built on the following: 

 • Development of enabling factors.  

 • Use and development of AI technology. 

 • Aspects of ethics and safety. 

Chilean Parliament is discussing a bill on 
incorporating legal and ethical issues for the 
creation, distribution, commercialization and 
use of AI. 

 → Ministry of Science, 
Technology, Knowledge 
and Innovation 

 → Future Challenges, Science, 
Technology and Innovation 
Committee  

 → National Research and 
Development Agency 

 → National Center for AI 
Research 

 → Chilean Transparency 
Council 

 → National Consumers 
Agency

 → Digital Economy Partnership 
Agreement [IN FORCE]

 → Political Constitution of the 
Republic of Chile [IN FORCE]

 → Law No. 19,628 on the 
Protection of Private Life  
[IN FORCE]

 → Law No. 20,285 on the 
Transparency of Public 
Functions and Access to 
Information on Public 
Administration [IN FORCE]

 → Law 21,180 on Digital 
Transformation of the 
State  [IN FORCE]

 → Industrial Property Law No. 
19,039 [IN FORCE]

 → Law No. 17,336 on Intellectual 
Property [IN FORCE]

 → Fintech Law [IN FORCE]

 → Personal Data Protection Bill 
No. 11,144-07 [DRAFT]

 • Chile is a party to the OECD's AI principles.  
See the OECD's Policy Observatory. 

 • Chile participated in the 2023 U.K. AI Summit, 
which led to the Bletchley Declaration. 

 • Chile also adopted UNESCO's Recommendation 
on the Ethics of AI. 

 • See Chile's 2035 Digital Transformation Strategy. 

 • In 2023, Chile hosted the first Latin American 
and Caribbean Ministerial and High Level 
Summit on the Ethics of AI, with support from 
UNESCO and CAF. 

 •  The Inter-American Development Bank 
supported the Chilean government's project to 
develop new transport technology applications, 
specifically focusing on big data and 
autonomous vehicles.

https://iapp.org
https://www.gob.cl/en/news/chile-presents-first-national-policy-artificial-intelligence/
https://www.gob.cl/en/news/chile-presents-first-national-policy-artificial-intelligence/
https://www.technologyslegaledge.com/2023/06/chile-takes-first-steps-towards-regulation-of-artificial-intelligence/
https://www.gob.cl/en/ministries/ministry-of-science-technology-knowledge-and-innovation/
https://www.gob.cl/en/ministries/ministry-of-science-technology-knowledge-and-innovation/
https://www.gob.cl/en/ministries/ministry-of-science-technology-knowledge-and-innovation/
https://asbp.org.uk/asbp-news/future-challenges-science-technology-and-innovation-committee-in-the-chilean-senate
https://asbp.org.uk/asbp-news/future-challenges-science-technology-and-innovation-committee-in-the-chilean-senate
https://asbp.org.uk/asbp-news/future-challenges-science-technology-and-innovation-committee-in-the-chilean-senate
https://anid.cl/about-us/
https://anid.cl/about-us/
https://www.cenia.cl/en/home/
https://www.cenia.cl/en/home/
https://www.consejotransparencia.cl/en/about-us/
https://www.consejotransparencia.cl/en/about-us/
https://www.consumersinternational.org/members/members/servicio-nacional-del-consumidor-sernac/#:~:text=Its%20mission%20is%20to%20inform,of%20each%20of%20its%20actors
https://www.consumersinternational.org/members/members/servicio-nacional-del-consumidor-sernac/#:~:text=Its%20mission%20is%20to%20inform,of%20each%20of%20its%20actors
https://www.subrei.gob.cl/en/landings/depa#:~:text=The%20Digital%20Economy%20Partnership%20Agreement%20(DEPA)%20was%20created%20due%20to,SMEs%20into%20the%20global%20economy
https://www.subrei.gob.cl/en/landings/depa#:~:text=The%20Digital%20Economy%20Partnership%20Agreement%20(DEPA)%20was%20created%20due%20to,SMEs%20into%20the%20global%20economy
https://www.constituteproject.org/constitution/Chile_2021
https://www.constituteproject.org/constitution/Chile_2021
https://actonic.de/en/knowledge-base/what-is-chiles-law-no-19628/#:~:text=Law%2019%2C628%20applies%20to%20public,biometric%2C%20georeferenced%20or%20minor%20data.
https://actonic.de/en/knowledge-base/what-is-chiles-law-no-19628/#:~:text=Law%2019%2C628%20applies%20to%20public,biometric%2C%20georeferenced%20or%20minor%20data.
https://www.loc.gov/item/global-legal-monitor/2008-12-12/chile-law-on-transparency-and-access-to-public-information-adopted/
https://www.loc.gov/item/global-legal-monitor/2008-12-12/chile-law-on-transparency-and-access-to-public-information-adopted/
https://www.loc.gov/item/global-legal-monitor/2008-12-12/chile-law-on-transparency-and-access-to-public-information-adopted/
https://www.loc.gov/item/global-legal-monitor/2008-12-12/chile-law-on-transparency-and-access-to-public-information-adopted/
https://www.loc.gov/item/global-legal-monitor/2008-12-12/chile-law-on-transparency-and-access-to-public-information-adopted/
https://www.loc.gov/item/global-legal-monitor/2019-12-17/chile-law-on-digital-transformation-of-the-state-enacted/
https://www.loc.gov/item/global-legal-monitor/2019-12-17/chile-law-on-digital-transformation-of-the-state-enacted/
https://www.loc.gov/item/global-legal-monitor/2019-12-17/chile-law-on-digital-transformation-of-the-state-enacted/
https://wipolex-res.wipo.int/edocs/lexdocs/laws/en/cl/cl046en.pdf
https://wipolex-res.wipo.int/edocs/lexdocs/laws/en/cl/cl046en.pdf
https://observatoriolegislativocele.com/en/Chile-copyright-protection-law-amendment-law-17336-2010/
https://observatoriolegislativocele.com/en/Chile-copyright-protection-law-amendment-law-17336-2010/
https://www.hgomezgroup.com/tech-law/chile-fintech-law-4-key-aspects-of-new-law/
https://www.fundacionmicrofinanzasbbva.org/revistaprogreso/en/personal-data-protection-bill/
https://www.fundacionmicrofinanzasbbva.org/revistaprogreso/en/personal-data-protection-bill/
https://oecd.ai/en/dashboards/countries/Chile
https://www.gov.uk/government/publications/ai-safety-summit-2023-the-bletchley-declaration/the-bletchley-declaration-by-countries-attending-the-ai-safety-summit-1-2-november-2023
https://www.unesco.org/en/articles/recommendation-ethics-artificial-intelligence
https://www.unesco.org/en/articles/recommendation-ethics-artificial-intelligence
https://www.bnamericas.com/en/features/spotlight-chiles-2035-digital-transformation-strategy#:~:text=According%20to%20the%20plan%2C%2095,be%20developed%20within%20two%20years.
https://www.unesco.org/en/articles/chile-will-host-first-latin-american-and-caribbean-ministerial-and-high-level-summit-ethics
https://www.unesco.org/en/articles/chile-will-host-first-latin-american-and-caribbean-ministerial-and-high-level-summit-ethics
https://www.unesco.org/en/articles/chile-will-host-first-latin-american-and-caribbean-ministerial-and-high-level-summit-ethics
https://www.iadb.org/en/whats-our-impact/CH-T1220
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CH
IN

A China was one of the first countries to implement 
AI regulations. Chinese lawmakers are in the 
process of drafting comprehensive AI regulation. 
Various regulations and policies apply to specific 
AI uses. These include:  

 • Algorithmic Recommendation Management 
Provisions [IN FORCE]

 • Interim Measures for the Management of 
Generative AI Services [IN FORCE]

 • Deep Synthesis Management Provisions  
[IN FORCE]

 • AI guidelines and summary of regulations  
[IN FORCE]

 • Scientific and Technological Ethics Regulation  
[IN FORCE]

 • Next Generation AI Development Plan  
[IN FORCE]

 → Cyberspace Administration 
of China  

 → Ministry of Industry and 
Information Technology  

 → Ministry of Public Security  

 → State Administration for 
Market Regulation 

 → National Development and 
Reform Commission

 → Cybersecurity Law [IN FORCE]

 → Data Security Law [IN FORCE]

 → Personal Information 
Protection Law [IN FORCE]

 → Shenzhen Special Economic 
Zone AI Industry Promotion 
Regulation [IN FORCE]

 • China is a party to the OECD's AI principles.  
See the OECD's Policy Observatory. 

 • China participated in the 2023 U.K. AI Summit, 
which led to the Bletchley Declaration. 

 • China also adopted UNESCO's 
Recommendation on the Ethics of AI. 

 • See China's AI development plan. 

 • See the Ministry of Science and Technology's 
2021 AI governance document on ethical norms 
for AI use.

https://iapp.org
https://digichina.stanford.edu/work/translation-internet-information-service-algorithmic-recommendation-management-provisions-effective-march-1-2022/
https://digichina.stanford.edu/work/translation-internet-information-service-algorithmic-recommendation-management-provisions-effective-march-1-2022/
https://www.chinalawtranslate.com/en/generative-ai-interim/
https://www.chinalawtranslate.com/en/generative-ai-interim/
https://www.loc.gov/item/global-legal-monitor/2023-04-25/china-provisions-on-deep-synthesis-technology-enter-into-effect/
https://www.bloomberg.com/news/articles/2023-07-13/china-unveils-final-version-of-generative-ai-rules?in_source=embedded-checkout-banner#xj4y7vzkg
https://time.com/6304831/china-ai-regulations/
https://www.hankunlaw.com/en/portal/article/index/cid/8/id/13701.html
http://fi.china-embassy.gov.cn/eng/kxjs/201710/P020210628714286134479.pdf
http://www.cac.gov.cn/
http://www.cac.gov.cn/
http://english.www.gov.cn/state_council/2014/08/23/content_281474983035940.htm
http://english.www.gov.cn/state_council/2014/08/23/content_281474983035940.htm
http://english.www.gov.cn/state_council/2014/09/09/content_281474986284154.htm
https://en.nim.ac.cn/node/647
https://en.nim.ac.cn/node/647
https://en.ndrc.gov.cn/
https://en.ndrc.gov.cn/
https://digichina.stanford.edu/work/translation-cybersecurity-law-of-the-peoples-republic-of-china-effective-june-1-2017/
http://www.npc.gov.cn/englishnpc/c23934/202112/1abd8829788946ecab270e469b13c39c.shtml
http://en.npc.gov.cn.cdurl.cn/2021-12/29/c_694559.htm
http://en.npc.gov.cn.cdurl.cn/2021-12/29/c_694559.htm
https://law.pkulaw.com/chinalaw/eb370a7e0d9edd5e8ca8bb1a5fa6a5e7bdfb.html
https://law.pkulaw.com/chinalaw/eb370a7e0d9edd5e8ca8bb1a5fa6a5e7bdfb.html
https://law.pkulaw.com/chinalaw/eb370a7e0d9edd5e8ca8bb1a5fa6a5e7bdfb.html
https://oecd.ai/en/dashboards/countries/China
https://www.gov.uk/government/publications/ai-safety-summit-2023-the-bletchley-declaration/the-bletchley-declaration-by-countries-attending-the-ai-safety-summit-1-2-november-2023
https://www.unesco.org/en/articles/recommendation-ethics-artificial-intelligence
https://digichina.stanford.edu/work/full-translation-chinas-new-generation-artificial-intelligence-development-plan-2017/
https://cset.georgetown.edu/publication/ethical-norms-for-new-generation-artificial-intelligence-released/
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CO
LO

M
BI

A Colombia has various policies addressing AI 
governance, including the following: 

 • AI Expert Mission. 

 • AI National Strategy Policy. 

 • AI in the Public Sector.

 → Administrative Department 
of the Presidency of the 
Republic

 → CAF 

 → Ministry of Information 
and Communication 
Technologies 

 → Ministry of National 
Education 

 → Administrative Department 
of Science, Technology and 
Innovation  

 → National Planning 
Department  

 → Superintendence of 
Industry and Commerce 

 → AI Task Force

 → Personal Data Protection Law  
[IN FORCE]

 → Habeas Data Law, Law 1266 
amended by Law 2157 of 2021  
[IN FORCE]

 → Decree 338 [IN FORCE]

 • Colombia is a party to the OECD's AI principles. 
See the OECD's Policy Observatory. 

 • Colombia also adopted UNESCO's 
Recommendation on the Ethics of AI. 

 • Colombia published an Ethical Framework 
that reiterates best practices, suggestions 
and recommendations on how best to 
integrate ethical principles with the use of 
AI in projects primarily for the benefit of the 
public sector entities. 

 • An AI Task Force was created in partnership 
with the CAF to bolster AI progress.

EG
YP

T Egypt's National AI Strategy focuses on four pillars: 

 • AI for government. 

 • AI for development. 

 • Capacity building. 

 • International activities. 

The country's other initiatives include an AI 
roadmap and Charter for Responsible AI.

 → National Council for AI 

 → Ministry of 
Communications and 
Information Technology

 → Law No. 151 of 2020 on 
the Protection of Personal 
Data [IN FORCE]

 → Law No. 175 of 2018 Regarding 
Anti-Cyber and Information 
Technology Crimes [IN FORCE]

 → Telecommunication Regulation 
Law, Law No. 10 of 2003  
[IN FORCE]

 → Law No. 82 of 2002 on the 
Protection of Intellectual 
Property Rights [IN FORCE]

 • Egypt is a party to the OECD's AI principles.  
See the OECD's Policy Observatory. 

 • Egypt also adopted UNESCO's Recommendation 
on the Ethics of AI. 

 • Egypt chaired several meetings for the Arab AI 
Working Group, which allows representatives 
from Arab countries to discuss AI strategies. 
See the group's chair election, second meeting 
and third meeting. 

 • See the Applied Innovation Center.

 • The Senate Education Committee stressed the 
urgency of issuing a document to evaluate the 
ethics and control of AI in Egypt.

https://iapp.org
https://cyber.harvard.edu/story/2022-08/bkc-scholars-helped-guide-colombias-ai-policy-implementation-part-countrys-ai-expert
https://colaboracion.dnp.gov.co/CDT/Conpes/Econ%C3%B3micos/3975.pdf
https://dapre.presidencia.gov.co/dapre/SiteAssets/documentos/07-10-2020%20Proyectos%20de%20TD%2C%20Tramites%20y%20servicios%20para%20el%20ciudadano_Baja.pdf?TSPD_101_R0=08394a21d4ab2000d0c8f25fb51fea2801f4dc9366dac8adacb6238d25f768d1bb8303c8dda96e920851adf499145000d77f979dbeb759d68697e2afdd375bee1be7d741e2f80a7b3211cf2e8b3e21759f37e96270668b8b231f9b2cfd37af3786e8663ba0dfe7f7ffba7a0a5015fa443ebab00fa32ff31016c10eea65e9c233
https://www.devex.com/organizations/departamento-administrativo-de-la-presidencia-de-la-republica-dapre-136843
https://www.devex.com/organizations/departamento-administrativo-de-la-presidencia-de-la-republica-dapre-136843
https://www.devex.com/organizations/departamento-administrativo-de-la-presidencia-de-la-republica-dapre-136843
https://www.caf.com/en/
https://www.mintic.gov.co/portal/inicio/Micrositios/English-overview/Ministry-of-ICT/
https://www.mintic.gov.co/portal/inicio/Micrositios/English-overview/Ministry-of-ICT/
https://www.mintic.gov.co/portal/inicio/Micrositios/English-overview/Ministry-of-ICT/
https://www.mineducacion.gov.co/portal/secciones/English-version/The-Ministry/
https://www.mineducacion.gov.co/portal/secciones/English-version/The-Ministry/
https://minciencias.gov.co/node/1434
https://minciencias.gov.co/node/1434
https://minciencias.gov.co/node/1434
https://www.dnp.gov.co/
https://www.dnp.gov.co/
https://www.sic.gov.co/
https://www.sic.gov.co/
https://dapre.presidencia.gov.co/TD/TASK-FORCE-DEVELOPMENT-IMPLEMENTATION-ARTIFICIAL-INTELLIGENCE-COLOMBIA.pdf
https://www.dataguidance.com/notes/colombia-data-protection-overview
https://lloredacamacho.com/en/law-2157-of-2021-clean-slate-law/
https://www.global-regulation.com/translation/colombia/6404890/act-1266-2008.html
https://www.ventasdeseguridad.com/en/2022052322092/news/enterprises/decree-338-update-in-colombia-for-cybersecurity.html
https://oecd.ai/en/dashboards/countries/Colombia
https://www.unesco.org/en/articles/recommendation-ethics-artificial-intelligence
https://oecd.ai/en/dashboards/policy-initiatives/http:%2F%2Faipo.oecd.org%2F2021-data-policyInitiatives-26737
https://inteligenciaartificial.gov.co/en/characteristics/
https://mcit.gov.eg/Upcont/Documents/Publications_672021000_Egypt-National-AI-Strategy-English.pdf
https://www.amcham.org.eg/publications/business-monthly/issues/315/March-2022/4150?ref=theouut.com
https://aicm.ai.gov.eg/en/Resources/EgyptianCharterForResponsibleAIEnglish-v1.0.pdf
https://mcit.gov.eg/en/Artificial_Intelligence#:~:text=The%20Council%20is%20in%20charge,the%20concerned%20experts%20and%20entities.&text=The%20Council's%20main%20objective%20is,and%20various%20AI%2Drelated%20applications.
https://mcit.gov.eg/en
https://mcit.gov.eg/en
https://mcit.gov.eg/en
https://www.loc.gov/item/global-legal-monitor/2020-10-29/egypt-countrys-first-law-on-protection-of-personal-data-enters-into-force/
https://www.loc.gov/item/global-legal-monitor/2020-10-29/egypt-countrys-first-law-on-protection-of-personal-data-enters-into-force/
https://www.loc.gov/item/global-legal-monitor/2020-10-29/egypt-countrys-first-law-on-protection-of-personal-data-enters-into-force/
https://ilo.org/dyn/natlex/natlex4.detail?p_lang=en&p_isn=108464&p_country=EGY&p_count=499
https://ilo.org/dyn/natlex/natlex4.detail?p_lang=en&p_isn=108464&p_country=EGY&p_count=499
https://ilo.org/dyn/natlex/natlex4.detail?p_lang=en&p_isn=108464&p_country=EGY&p_count=499
https://www.tra.gov.eg/wp-content/uploads/2020/11/Law-No-10-of-2003.pdf
https://www.tra.gov.eg/wp-content/uploads/2020/11/Law-No-10-of-2003.pdf
https://www.wipo.int/wipolex/en/legislation/details/1301
https://www.wipo.int/wipolex/en/legislation/details/1301
https://www.wipo.int/wipolex/en/legislation/details/1301
https://oecd.ai/en/dashboards/countries/Egypt
https://www.unesco.org/en/articles/recommendation-ethics-artificial-intelligence
https://www.unesco.org/en/articles/recommendation-ethics-artificial-intelligence
https://aast.edu/en/news.php?language=1&view=1&unit_id=1&event=6183&get_event_type=1
https://aast.edu/en/news.php?language=1&view=1&unit_id=1&event=6183&get_event_type=1
https://mcit.gov.eg/en/Media_Center/Latest_News/News/57187
https://mcit.gov.eg/en/Media_Center/Latest_News/News/63741
https://mcit.gov.eg/en/Media_Center/Latest_News/News/64829
https://mcit.gov.eg/en/Applied_innovation_Center
https://egyptindependent.com/parliament-to-issue-document-evaluating-ai-ethics-and-controls-in-egypt/#:~:text=Headed%20by%20MP%20Nabil%20Dabes,and%20development%20of%20AI%20applications
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EU In December 2023, the EU AI Act completed the 
political trilogue stage, with agreement reached 
on the respective positions of the European 
Commission, Council and  Parliament.  
In brief, the act: 

 • Creates harmonized rules for placing AI on the 
EU market. 

 • Applies to the EU and any third-country 
providers and deployers that place AI systems 
on the EU market. 

 • Centers around a risk-based approach. 

 • Prohibits use of certain AI systems and provides 
specific requirements for high-risk systems. 

 • Creates harmonized transparency rules for 
certain AI systems. 

Further, in 2018, the Commission published 
communication from the European Parliament, 
Council, Economic and Social Committee, and the 
Committee of the Regions on the approach of AI 
in Europe.  

 → Proposed future EU 
AI Board  

 → European Data 
Protection Board

 → Special Committee on AI 
in a Digital Age 

 → EDPB's ChatGPT Task Force 

 → Member state AI 
authorities, for example:  

 - Spain's AI supervision 
agency, the Agencia 
Española de 
Supervisión de la 
Inteligencia Artificial 

 → Member state DPAs, 
for example: 

 - France's Commission 
nationale de 
l'informatique et 
des libertés  

 - Germany's Federal 
Commissioner for 
Data Protection and 
Freedom of Information  

 - Italy's Garante  

 - Spain's Agencia 
Española de Protección 
de Datos  

 - Belgium's DPA  

 → General Data Protection 
Regulation [IN FORCE]

 → Digital Services Act [IN FORCE]

 → Digital Markets Act [IN FORCE]

 → AI Liability Directive [DRAFT]

 → EU Cyber Resilience Act  
[DRAFT]

 → Ethics guidelines for 
trustworthy AI [IN FORCE]

 → New Product Liability 
Directive [DRAFT]

 • The EU is a party to the OECD's AI principles.  
See the OECD's Policy Observatory. 

 • The EU participated in the 2023 U.K. AI 
Summit, which led to the Bletchley Declaration. 

 • As a nonenumerated member of the G7, 
the EU endorsed the 11 Hiroshima Process 
International Guiding Principles for Advanced 
AI systems. 

 • The EU also adopted UNESCO's 
Recommendation on the Ethics of AI. 

 • See the EU's approach and timeline for AI 
development. 

 • Member states and the European Commission 
worked to create a Coordinated Plan on AI 
in 2018. This plan includes a table showcasing 
how 23 of 27 EU countries, as well as Norway 
and Switzerland, have progressed with their 
national strategies. The coordinated plan, 
updated in 2021, builds on the original 
2018 plan. 

 • In January 2024, the European Commission 
decided to establish an EU AI Office, to "ensure 
the development and coordination of AI 
policy at European level, as well as supervise 
the implementation and enforcement of the 
forthcoming AI Act." 

↓

https://iapp.org
https://newsroom.consilium.europa.eu/events/20231206-artificial-intelligence-act-trilogue
https://www.euractiv.com/section/artificial-intelligence/news/european-union-squares-the-circle-on-the-worlds-first-ai-rulebook/
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=celex%3A52021PC0206
https://www.consilium.europa.eu/en/press/press-releases/2022/12/06/artificial-intelligence-act-council-calls-for-promoting-safe-ai-that-respects-fundamental-rights/
https://www.europarl.europa.eu/doceo/document/TA-9-2023-0236_EN.html
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:52018DC0237
https://www.euaiact.com/article/56
https://www.euaiact.com/article/56
https://edpb.europa.eu/edpb_en
https://edpb.europa.eu/edpb_en
https://www.europarl.europa.eu/committees/en/aida/home/highlights
https://www.europarl.europa.eu/committees/en/aida/home/highlights
https://edpb.europa.eu/news/news/2023/edpb-resolves-dispute-transfers-meta-and-creates-task-force-chat-gpt_en
https://algorithmwatch.org/en/what-to-expect-from-europes-first-ai-oversight-agency/
https://algorithmwatch.org/en/what-to-expect-from-europes-first-ai-oversight-agency/
https://algorithmwatch.org/en/what-to-expect-from-europes-first-ai-oversight-agency/
https://algorithmwatch.org/en/what-to-expect-from-europes-first-ai-oversight-agency/
https://algorithmwatch.org/en/what-to-expect-from-europes-first-ai-oversight-agency/
https://www.cnil.fr/en/artificial-intelligence-cnil-publishes-set-resources-professionals
https://www.cnil.fr/en/artificial-intelligence-cnil-publishes-set-resources-professionals
https://www.cnil.fr/en/artificial-intelligence-cnil-publishes-set-resources-professionals
https://www.cnil.fr/en/artificial-intelligence-cnil-publishes-set-resources-professionals
https://www.bfdi.bund.de/EN/Home/home_node.html
https://www.bfdi.bund.de/EN/Home/home_node.html
https://www.bfdi.bund.de/EN/Home/home_node.html
https://www.bfdi.bund.de/EN/Home/home_node.html
https://www.garanteprivacy.it/web/garante-privacy-en
https://www.aepd.es/en/areas/innovation-and-technology
https://www.aepd.es/en/areas/innovation-and-technology
https://www.aepd.es/en/areas/innovation-and-technology
https://www.dataprotectionauthority.be/citizen
https://gdpr-info.eu/
https://gdpr-info.eu/
https://digital-strategy.ec.europa.eu/en/policies/digital-services-act-package
https://commission.europa.eu/strategy-and-policy/priorities-2019-2024/europe-fit-digital-age/digital-markets-act-ensuring-fair-and-open-digital-markets_en
https://commission.europa.eu/business-economy-euro/doing-business-eu/contract-rules/digital-contracts/liability-rules-artificial-intelligence_en
https://digital-strategy.ec.europa.eu/en/policies/cyber-resilience-act
https://digital-strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai
https://digital-strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai
https://www.europarl.europa.eu/RegData/etudes/BRIE/2023/739341/EPRS_BRI(2023)739341_EN.pdf
https://www.europarl.europa.eu/RegData/etudes/BRIE/2023/739341/EPRS_BRI(2023)739341_EN.pdf
https://oecd.ai/en/dashboards/countries/EuropeanUnion
https://www.gov.uk/government/publications/ai-safety-summit-2023-the-bletchley-declaration/the-bletchley-declaration-by-countries-attending-the-ai-safety-summit-1-2-november-2023
https://digital-strategy.ec.europa.eu/en/library/hiroshima-process-international-guiding-principles-advanced-ai-system
https://digital-strategy.ec.europa.eu/en/library/hiroshima-process-international-guiding-principles-advanced-ai-system
https://www.unesco.org/en/articles/recommendation-ethics-artificial-intelligence
https://digital-strategy.ec.europa.eu/en/policies/european-approach-artificial-intelligence
https://digital-strategy.ec.europa.eu/en/policies/plan-ai
https://digital-strategy.ec.europa.eu/en/library/coordinated-plan-artificial-intelligence-2021-review
https://digital-strategy.ec.europa.eu/en/library/commission-decision-establishing-european-ai-office
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EU
, c

on
tin

ue
d  - Poland's Urząd Ochrony 

Danych Osobowych  

 - Austria's DPA

 - Hungary's National 
Authority for Data 
Protection and 
Freedom of Information

 • Some EU member states have national 
AI strategies, many of which emphasize 
research, training and labor preparedness, 
as well as multistakeholder and international 
collaboration. For example, France's national AI 
strategy lays out three main objectives:  

 - Improve the AI education and training 
ecosystem.  

 - Establish an open data policy for implementing 
AI applications and pooling assets. 

 - Develop an ethical framework for fair and 
transparent use of AI.

IN
DI

A A proposed Digital India Act would replace the 
IT Act of 2000 and regulate high-risk AI systems. 
The Indian government has advocated for a 
robust, citizen-centric and inclusive "AI for all" 
environment. A task force has been established 
to make recommendations on ethical, legal and 
societal issues related to AI, and to establish an AI 
regulatory authority. 

According to its National Strategy for AI, India 
hopes to become what it calls an "AI garage" 
for emerging and developing economies, where 
scalable solutions can be easily implemented and 
designed for global deployment.

 → NITI Aayog

 → Ministry of Electronics and 
Information Technology  

 → Ministry of Commerce and 
Industry  

 → AI Task Force

 → Information Technology Act  
[IN FORCE]

 → The Information Technology 
Rules [IN FORCE]

 → Competition Act [IN FORCE]

 → Motor Vehicles Act [IN FORCE]

 → Digital Personal Data 
Protection Act [IN FORCE]

 → Copyright Act [IN FORCE]

 → National e-Governance Plan  
[IN FORCE]

 • India is a party to the OECD's AI principles.  
See the OECD's Policy Observatory. 

 • India participated in the 2023 U.K. AI Summit, 
which led to the Bletchley Declaration. 

 • India also adopted UNESCO's Recommendation 
on the Ethics of AI. 

 • NITI Aayog, the government's public policy think 
tank, launched the AI Research, Analytics and 
knowledge Assimilation platform to elaborate 
on AI requirements in India. 

 • See India AI, an umbrella program of the Ministry 
of Electronics and Information Technology.

https://iapp.org
https://uodo.gov.pl/en
https://uodo.gov.pl/en
https://www.data-protection-authority.gv.at/
https://www.naih.hu/about-the-authority
https://www.naih.hu/about-the-authority
https://www.naih.hu/about-the-authority
https://www.naih.hu/about-the-authority
https://www.inria.fr/sites/default/files/2021-06/PNRIA-Flyer_National_EN.pdf
https://www.inria.fr/sites/default/files/2021-06/PNRIA-Flyer_National_EN.pdf
http://www.meity.gov.in/writereaddata/files/DIA_Presentation%2009.03.2023%20Final.pdf
https://www.forbesindia.com/article/isbinsight/ai-policies-across-the-world-key-lessons-for-india/85163/1
https://niti.gov.in/sites/default/files/2019-01/NationalStrategy-for-AI-Discussion-Paper.pdf
https://indiaai.gov.in/government/niti-aayog
https://www.meity.gov.in/emerging-technologies-division
https://www.meity.gov.in/emerging-technologies-division
https://indiaai.gov.in/government/ministry-of-commerce-and-industry
https://indiaai.gov.in/government/ministry-of-commerce-and-industry
https://www.aitf.org.in/
http://eprocure.gov.in/cppp/rulesandprocs/kbadqkdlcswfjdelrquehwuxcfmijmuixngudufgbuubgubfugbububjxcgfvsbdihbgfGhdfgFHytyhRtMjk4NzY=
https://www.meity.gov.in/writereaddata/files/Information%20Technology%20%28Intermediary%20Guidelines%20and%20Digital%20Media%20Ethics%20Code%29%20Rules%2C%202021%20%28updated%2006.04.2023%29-.pdf
https://www.meity.gov.in/writereaddata/files/Information%20Technology%20%28Intermediary%20Guidelines%20and%20Digital%20Media%20Ethics%20Code%29%20Rules%2C%202021%20%28updated%2006.04.2023%29-.pdf
http://www.mca.gov.in/Ministry/actsbills/pdf/The_competition_Act_2002.pdf
https://www.indiacode.nic.in/handle/123456789/1798?sam_handle=123456789/1362
https://www.meity.gov.in/writereaddata/files/Digital%20Personal%20Data%20Protection%20Act%202023.pdf
https://www.meity.gov.in/writereaddata/files/Digital%20Personal%20Data%20Protection%20Act%202023.pdf
https://www.indiacode.nic.in/handle/123456789/1367?sam_handle=123456789/1362
https://www.meity.gov.in/divisions/national-e-governance-plan
https://oecd.ai/en/dashboards/countries/India
https://www.gov.uk/government/publications/ai-safety-summit-2023-the-bletchley-declaration/the-bletchley-declaration-by-countries-attending-the-ai-safety-summit-1-2-november-2023
https://www.unesco.org/en/articles/recommendation-ethics-artificial-intelligence
https://www.unesco.org/en/articles/recommendation-ethics-artificial-intelligence
https://indiaai.gov.in/research-reports/airawat-establishing-an-ai-specific-cloud-computing-infrastructure-in-india/
https://indiaai.gov.in/research-reports/airawat-establishing-an-ai-specific-cloud-computing-infrastructure-in-india/
https://indiaai.gov.in/
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IN
DO

NE
SI

A In 2020, Indonesia released the National Strategy 
on AI as part of the AI Towards Indonesia's Vision 
2045. The following five national priorities were 
outlines as where AI is anticipated to have the 
biggest impact:  

 • Health services. 

 • Bureaucratic reform. 

 • Education and research. 

 • Food security. 

 • Mobility and smart cities. 

Further, Indonesia released a Circular on AI Ethics. 
While not binding, it provides a reference point 
for formulating and establishing internal company 
policies for Indonesia's AI industry. Since issuing 
the circular, the Ministry of Communication and 
Informatics committed to preparing specific 
regulations regarding AI use and development.

 → Ministry of Communication 
and Informatics

 → Agency for the 
Assessment and 
Application of Technology

 → Ministry of Research, 
Technology and Higher 
Education

 → National Cyber and 
Crypto Agency

 → Law No. 27 of 2022 on 
Personal Data Protection  
[IN FORCE]

 → Electronic Information Law  
[IN FORCE, AMENDMENT TO LAW 
IN DRAFT]

 → Article 40 of Law No. 
36 of 1999 regarding 
Telecommunications  
[IN FORCE]

 → Law No. 14 of 2008 on Public 
Information Transparency  
[IN FORCE]

 → Copyright Act [IN FORCE]

 • Indonesia is a party to the OECD's AI principles. 
See the OECD's Policy Observatory. 

 • Indonesia participated in the 2023 U.K. AI 
Summit, which led to the Bletchley Declaration. 

 • Indonesia also adopted UNESCO's 
Recommendation on the Ethics of AI. 

 • See Indonesia's roadmap for industry, Making 
Indonesia 4.0.

https://iapp.org
https://ai-innovation.id/strategi
https://ai-innovation.id/strategi
https://digitalpolicyalert.org/event/16382-adoption-of-the-circular-on-artificial-intelligence-ethics
https://en-antaranews-com.cdn.ampproject.org/c/s/en.antaranews.com/amp/news/301644/govt-to-prepare-special-ai-regulation%C2%A0
https://en-antaranews-com.cdn.ampproject.org/c/s/en.antaranews.com/amp/news/301644/govt-to-prepare-special-ai-regulation%C2%A0
https://www.kominfo.go.id/
https://www.kominfo.go.id/
https://www.preventionweb.net/organization/agency-assessment-and-application-technology
https://www.preventionweb.net/organization/agency-assessment-and-application-technology
https://www.preventionweb.net/organization/agency-assessment-and-application-technology
https://fundit.fr/en/institutions/ministry-research-technology-and-higher-education-indonesia-ristekdikti
https://fundit.fr/en/institutions/ministry-research-technology-and-higher-education-indonesia-ristekdikti
https://fundit.fr/en/institutions/ministry-research-technology-and-higher-education-indonesia-ristekdikti
https://www.cbinsights.com/company/national-cyber-and-crypto-agency
https://www.cbinsights.com/company/national-cyber-and-crypto-agency
https://en.mkri.id/news/details/2023-02-13/Govt:_Law_on_Personal_Data_Protection_Provides_Legal_Protection
https://en.mkri.id/news/details/2023-02-13/Govt:_Law_on_Personal_Data_Protection_Provides_Legal_Protection
https://www.dataguidance.com/news/indonesia-government-agrees-draft-law-amending
https://www.postel.go.id/content/EN/regulasi/telecommunication/uu/law36-1999.pdf
https://www.postel.go.id/content/EN/regulasi/telecommunication/uu/law36-1999.pdf
https://www.postel.go.id/content/EN/regulasi/telecommunication/uu/law36-1999.pdf
https://www.peraturan.go.id/files2/uu-no-14-tahun-2008_terjemah.pdf
https://www.peraturan.go.id/files2/uu-no-14-tahun-2008_terjemah.pdf
https://www.wipo.int/wipolex/en/legislation/details/15600#:~:text=28%20of%202014%20on%20Copyright,-Latest%20Version%20in&text=Notes%20Law%20No.,of%20the%20authors'%20exclusive%20rights.
https://oecd.ai/en/dashboards/countries/Indonesia
https://www.gov.uk/government/publications/ai-safety-summit-2023-the-bletchley-declaration/the-bletchley-declaration-by-countries-attending-the-ai-safety-summit-1-2-november-2023
https://www.unesco.org/en/articles/recommendation-ethics-artificial-intelligence
https://www.indonesia-investments.com/business/business-columns/widodo-launches-roadmap-for-industry-4.0-making-indonesia-4.0/item8711
https://www.indonesia-investments.com/business/business-columns/widodo-launches-roadmap-for-industry-4.0-making-indonesia-4.0/item8711
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IS
RA

EL Based on a draft policy for regulation and ethics in 
AI, Israel wants to form a uniform risk-management 
tool, establish a governmental knowledge and 
coordination center, and maintain involvement in 
international regulation and standardization. In 
general, voluntary standardization, sector-based 
self-regulation and modular experimentation 
tools, e.g., sandboxes, will be favored over a lateral 
framework. The following resources are available 
for policy guidance:  

 • Israeli AI Regulation and Policy White Paper: A 
First Glance.  

 • Harnessing Innovation: Israeli Perspectives on 
AI Ethics and Governance. 

 • Policy on AI Regulation and Ethics.

 → Ministry of Innovation, 
Science and Technology

 → Ministry of Justice

 → Privacy Protection 
Authority

 → Israel National Cyber 
Directorate

 → Basic Law: Human Dignity  
and Liberty [IN FORCE]

 → Privacy Protection Law  
[IN FORCE]

 → Data Security Regulation  
[IN FORCE]

 → Credit Data Law [IN FORCE]

 → Copyright Act [IN FORCE]

 • Israel is a party to the OECD's AI principles.  
See the OECD's Policy Observatory. 

 • Israel participated in the 2023 U.K. AI Summit, 
which led to the Bletchley Declaration. 

 • Israel's Ministry of Justice issued an opinion 
that machine learning will fall under the fair-use 
provision in the country's Copyright Act.

https://iapp.org
https://www.gov.il/en/departments/news/most-news20221117
https://blog.ai-laws.org/israeli-ai-regulation-and-policy-white-paper-a-first-glance/
https://blog.ai-laws.org/israeli-ai-regulation-and-policy-white-paper-a-first-glance/
https://sectech.tau.ac.il/sites/sectech.tau.ac.il/files/CAHAI%20-%20Israeli%20Chapter.pdf
https://sectech.tau.ac.il/sites/sectech.tau.ac.il/files/CAHAI%20-%20Israeli%20Chapter.pdf
https://www.gov.il/BlobFolder/news/most-news20231218/en/Israels%20AI%20Policy%202023.pdf
https://www.gov.il/en/departments/ministry_of_science_and_technology/govil-landing-page
https://www.gov.il/en/departments/ministry_of_science_and_technology/govil-landing-page
https://www.gov.il/en/departments/ministry_of_justice/govil-landing-page
https://www.gov.il/en/departments/the_privacy_protection_authority/govil-landing-page
https://www.gov.il/en/departments/the_privacy_protection_authority/govil-landing-page
https://www.gov.il/en/departments/israel_national_cyber_directorate/govil-landing-page
https://www.gov.il/en/departments/israel_national_cyber_directorate/govil-landing-page
https://www.refworld.org/docid/3ae6b52618.html
https://www.refworld.org/docid/3ae6b52618.html
https://www.wipo.int/wipolex/en/text/347462
https://www.trade.gov/market-intelligence/israel-data-protection-regulation
https://www.pearlcohen.com/israeli-credit-data-law-comes-into-force/
https://www.wipo.int/wipolex/en/legislation/details/11509
https://oecd.ai/en/dashboards/countries/Israel
https://www.gov.uk/government/publications/ai-safety-summit-2023-the-bletchley-declaration/the-bletchley-declaration-by-countries-attending-the-ai-safety-summit-1-2-november-2023
https://www.project-disco.org/intellectual-property/011823-israel-ministry-of-justice-issues-opinion-supporting-the-use-of-copyrighted-works-for-machine-learning/
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JA
PA

N In 2022, Japan released a National AI Strategy. 
Japan promotes the notion of "agile governance," 
whereby the government provides nonbinding 
guidance and defers to the private sector's 
voluntary efforts to self-regulate.  

The following white papers have been issued for 
policy guidance:  

 • AI Governance in Japan Ver. 1.1.  

 • Governance Guidelines for Implementation of 
AI Principles. 

 • AI Utilization Guidelines, an initiative for 
implementing the OECD AI Principles. 

In 2023, the AI Strategy Council released draft AI 
Operator Guidelines, which clarify how operators 
should develop, provide and use AI.

 → Ministry of Economy, 
Trade and Industry

 → Council for Science, 
Technology and Innovation

 → Personal Information 
Protection Commission

 → Fair Trade Commission

 → Improving Transparency 
and Fairness of Digital 
Platforms Act [IN FORCE]

 → Financial Instruments and 
Exchange Act [IN FORCE]

 → Protection of Personal 
Information Act [IN FORCE]

 → Antimonopoly Act [IN FORCE]

 → Product Liability Act [IN FORCE]

 → Copyright Law [IN FORCE]

 • Japan is a party to the OECD's AI principles.  
See the OECD's Policy Observatory. 

 • Japan participated in the 2023 U.K. AI Summit, 
which led to the Bletchley Declaration. 

 • As part of the G7, Japan endorsed the 11 
Hiroshima Process International Guiding 
Principles for Advanced AI systems. 

 • Japan also adopted UNESCO's Recommendation 
on the Ethics of AI. 

 • The Social Principles of Human-Centric AI, 
drafted by the Council for Social Principles 
of Human-Centric AI, describe AI's role in 
Japan's "Society 5.0" and advocates that AI 
should be human-centric; promote education/
literacy; protect privacy; ensure security; 
maintain fair competition; ensure fairness, 
accountability and transparency; and promote 
collaborative innovation.  

 • Minister of Education, Culture, Sports, Science 
and Technology Keiko Nagaoka declared the 
country's copyright laws cannot be enforced on 
materials used in AI training datasets. 

 • Japan's Ministry of Economy, Trade and 
Industry introduced the Contract Guidelines for 
AI and Data Use to assist parties involved in AI 
business transactions. 

 • See the Draft AI Research and Development 
Guidelines for International Discussions.

https://iapp.org
https://www8.cao.go.jp/cstp/ai/aistratagy2022en.pdf
https://www.meti.go.jp/shingikai/mono_info_service/ai_shakai_jisso/pdf/20210709_8.pdf
https://www.meti.go.jp/shingikai/mono_info_service/ai_shakai_jisso/pdf/20220128_2.pdf
https://www.meti.go.jp/shingikai/mono_info_service/ai_shakai_jisso/pdf/20220128_2.pdf
https://www.soumu.go.jp/main_content/000658286.pdf
https://www8.cao.go.jp/cstp/ai/ai_senryaku/7kai/13gaidorain.pdf
https://www8.cao.go.jp/cstp/ai/ai_senryaku/7kai/13gaidorain.pdf
https://www.meti.go.jp/english/policy/economy/research_development/index.html
https://www.meti.go.jp/english/policy/economy/research_development/index.html
https://www8.cao.go.jp/cstp/english/index.html
https://www8.cao.go.jp/cstp/english/index.html
https://www.ppc.go.jp/en/
https://www.ppc.go.jp/en/
https://www.jftc.go.jp/en/
https://www.meti.go.jp/english/policy/mono_info_service/information_economy/digital_platforms/tfdpa.html
https://www.meti.go.jp/english/policy/mono_info_service/information_economy/digital_platforms/tfdpa.html
https://www.meti.go.jp/english/policy/mono_info_service/information_economy/digital_platforms/tfdpa.html
http://www.fsa.go.jp/common/law/fie01.pdf
http://www.fsa.go.jp/common/law/fie01.pdf
http://www.cas.go.jp/jp/seisaku/hourei/data/APPI.pdf
http://www.cas.go.jp/jp/seisaku/hourei/data/APPI.pdf
https://www.jftc.go.jp/en/policy_enforcement/21041301.pdf
https://www.japaneselawtranslation.go.jp/en/laws/view/3590/en
https://www.cric.or.jp/english/clj/index.html
https://oecd.ai/en/dashboards/countries/Japan
https://www.gov.uk/government/publications/ai-safety-summit-2023-the-bletchley-declaration/the-bletchley-declaration-by-countries-attending-the-ai-safety-summit-1-2-november-2023
https://digital-strategy.ec.europa.eu/en/library/hiroshima-process-international-guiding-principles-advanced-ai-system
https://digital-strategy.ec.europa.eu/en/library/hiroshima-process-international-guiding-principles-advanced-ai-system
https://www.unesco.org/en/articles/recommendation-ethics-artificial-intelligence
https://www.unesco.org/en/articles/recommendation-ethics-artificial-intelligence
https://www.cas.go.jp/jp/seisaku/jinkouchinou/pdf/humancentricai.pdf
https://aibusiness.com/data/japan-s-copyright-laws-do-not-protect-works-used-to-train-ai-
https://monolith-law.jp/en/it/ai-guidelines
https://monolith-law.jp/en/it/ai-guidelines
https://www.soumu.go.jp/main_content/000507517.pdf


Global AI Law and Policy Tracker • IAPP • iapp.org 17

Navigate to: Argentina  ∙  Australia  ∙  Bangladesh  ∙  Brazil  ∙  Canada  ∙  Chile  ∙  China  ∙  Colombia  ∙  Egypt  ∙  EU  ∙  India  ∙  Indonesia  ∙  Israel 
Japan  ∙  Mauritius  ∙  New Zealand  ∙  Peru  ∙  Saudi Arabia  ∙  Singapore  ∙  South Korea  ∙  Taiwan  ∙  United Arab Emirates  ∙  U.K.  ∙  U.S.

Specific AI governance law or policy Relevant authorities Other relevant laws and policies Wider AI context

M
AU

RI
TI

US Mauritius published an AI Strategy. The strategy 
goes in depth on the benefits and challenges 
of AI, specifically how AI impacts the country's 
various industries, and sets out a clear vision for 
development of AI. 

Other initiatives from the Mauritius 
government include: 

 • AI Society. 

 • AI for Agriculture project.

 → Ministry of Technology, 
Communication and 
Innovation

 → Ministry of Finance and 
Economic Development

 → AI Council

 → Research and Innovation 
Council

 → Data Protection Office

 → Financial Services (Robotic and 
AI Enabled Advisory Services) 
Rules [IN FORCE]

 → Data Protection Act [IN FORCE]

 → National Cyber Security 
Strategy [IN FORCE]

 → Cybersecurity and Cybercrime 
Act [IN FORCE]

 → Industrial Property Act  
[IN FORCE]

 → Copyright Act [IN FORCE]

 → Protection against Unfair 
Practices (Industrial Property 
Rights) Act [IN FORCE]

 • Mauritius is a party to the OECD's AI principles. 
See the OECD's Policy Observatory. 

 • Mauritius also adopted UNESCO's 
Recommendation on the Ethics of AI. 

 • See the Digital Mauritius 2030 strategic plan.  

 • In 2019, the Minister of Technology, 
Communication and Innovation officially 
opened the workshop, Leading Innovation in 
Business and Government Services through AI, 
which is organized by the Mauritius Research 
and Innovation Council.

https://iapp.org
https://ncb.govmu.org/ncb/strategicplans/MauritiusAIStrategy2018.pdf
https://ai-mauritius.com/portal/
https://www.agritechmauritius.org/
https://mitci.govmu.org/SitePages/Index.aspx
https://mitci.govmu.org/SitePages/Index.aspx
https://mitci.govmu.org/SitePages/Index.aspx
https://mauritiusifc.mu/ministries/ministry-of-finance-economic-planning-and-development
https://mauritiusifc.mu/ministries/ministry-of-finance-economic-planning-and-development
https://medium.com/dataseries/the-ai-strategy-of-mauritius-20518940fb2d
https://www.mric.mu/
https://www.mric.mu/
https://dataprotection.govmu.org/SitePages/Index.aspx
https://www.sovereigngroup.com/news/news-and-views/mauritius-issues-ai-enabled-advisory-services-rules/
https://www.sovereigngroup.com/news/news-and-views/mauritius-issues-ai-enabled-advisory-services-rules/
https://www.sovereigngroup.com/news/news-and-views/mauritius-issues-ai-enabled-advisory-services-rules/
https://dataprotection.govmu.org/Pages/The%20Law/Data-Protection-Act-2017.aspx
https://www.itu.int/en/ITU-D/Cybersecurity/Documents/National_Strategies_Repository/Mauritius_2014_National%20Cyber%20Security%20Strategy%20-%202014%20-%20EN.pdf
https://www.itu.int/en/ITU-D/Cybersecurity/Documents/National_Strategies_Repository/Mauritius_2014_National%20Cyber%20Security%20Strategy%20-%202014%20-%20EN.pdf
https://mdpa.govmu.org/mdpa/legislations/THE%20CYBERSECURITY%20AND%20CYBERCRIME%20ACT%202021.pdf
https://mdpa.govmu.org/mdpa/legislations/THE%20CYBERSECURITY%20AND%20CYBERCRIME%20ACT%202021.pdf
https://www.mauritiustrade.mu/ressources/pdf/industrial-property-act-2019.pdf
https://www.wipo.int/wipolex/en/text/539951
https://www.wipo.int/wipolex/en/text/128779
https://www.wipo.int/wipolex/en/text/128779
https://www.wipo.int/wipolex/en/text/128779
https://oecd.ai/en/dashboards/countries/Mauritius
https://www.unesco.org/en/articles/recommendation-ethics-artificial-intelligence
https://mdpa.govmu.org/mdpa/strategicplans/DigitalMauritius2030.pdf
https://ppo.govmu.org/News/SitePages/Leading-Innovation-in-Business-and-Government-Services-through-AI.aspx
https://ppo.govmu.org/News/SitePages/Leading-Innovation-in-Business-and-Government-Services-through-AI.aspx
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NE
W

 Z
EA

LA
ND Many New Zealand government agencies are 

signatories to the Algorithm Charter, which sets 
out a series of ethical commitments around the 
development and use of algorithms. The charter 
provides a risk matrix to assess the likelihood 
and impact of algorithmic applications. The 
New Zealand government generally prioritizes 
trustworthy and human-centric AI development.  

Although there is no comprehensive AI regulation 
in New Zealand, the current Privacy Act 2020 
applies to the use of AI systems in the country. 
The Office of the Privacy Commissioner issued 
guidance on compliance with privacy law when 
using generative AI tools, as well as a summary. 
Further, the Office of the Privacy Commissioner 
published the Privacy Commissioner's 
expectations around generative AI in June 2023. 

The Law, Society and Ethics Working Group 
published a set of guiding Trustworthy AI in 
Aotearoa principles designed to provide direction 
for AI stakeholders.

 → Ministry of Business, 
Innovation and 
Employment

 → Statistics New Zealand

 → Office of the Privacy 
Commissioner

 → Department of 
Internal Affairs

 → Privacy Act [IN FORCE]

 → Bill of Rights Act [IN FORCE]

 → Treaty of Waitangi [IN FORCE]

 → Human Rights Act [IN FORCE]

 → Māori Data Sovereignty 
Principles 

 → Māori Data Governance Model

 • New Zealand is a party to the OECD's AI 
principles. See the OECD's Policy Observatory. 

 • New Zealand also adopted UNESCO's 
Recommendation on the Ethics of AI. 

 • The New Zealand government released AI 
cornerstones, which will inform an eventual 
national AI strategy. 

 • See the AI Forum of New Zealand. 

 • "An example of governance for AI in health 
services from Aotearoa New Zealand" published 
on nature.com has been recognised for its 
approach in the health sector, particularly in 
terms of prioritising the voice of Māori.   

 • The Office of the Privacy Commissioner 
is currently conducting consultation on a 
Biometrics Privacy Code of Practice under the 
Privacy Act to regulate the use of biometric 
technologies. If enacted, that code of practice 
will have the force of law under the Privacy Act.  

 • The Department of Internal Affairs published 
initial advice on Generative AI in the 
public service.

https://iapp.org
https://data.govt.nz/assets/data-ethics/algorithm/Algorithm-Charter-2020_Final-English-1.pdf
https://www.privacy.org.nz/publications/guidance-resources/generative-artificial-intelligence-15-june-2023-update/
https://privacy.org.nz/assets/New-order/Resources-/Publications/Guidance-resources/AI-Guidance-Resources-/AI-and-the-Information-Privacy-Principles.pdf
https://www.privacy.org.nz/assets/New-order/Resources-/Publications/Guidance-resources/AI-Guidance-Resources-/One-page-summary-of-AI-IPP.pdf
https://www.privacy.org.nz/news/media-releases/privacy-commissioner-outlines-expectations-around-ai-use/
https://aiforum.org.nz/wp-content/uploads/2020/03/Trustworthy-AI-in-Aotearoa-March-2020.pdf
https://aiforum.org.nz/wp-content/uploads/2020/03/Trustworthy-AI-in-Aotearoa-March-2020.pdf
https://www.mbie.govt.nz/business-and-employment/economic-development/industry-policy/industry-transformation-plans/digital-technologies/digital-technologies-industry-transformation-plan/future-focus-areas/
https://www.mbie.govt.nz/business-and-employment/economic-development/industry-policy/industry-transformation-plans/digital-technologies/digital-technologies-industry-transformation-plan/future-focus-areas/
https://www.mbie.govt.nz/business-and-employment/economic-development/industry-policy/industry-transformation-plans/digital-technologies/digital-technologies-industry-transformation-plan/future-focus-areas/
https://www.stats.govt.nz/
https://www.privacy.org.nz/news/media-releases/privacy-commissioner-outlines-expectations-around-ai-use/
https://www.privacy.org.nz/news/media-releases/privacy-commissioner-outlines-expectations-around-ai-use/
https://www.dia.govt.nz/
https://www.dia.govt.nz/
https://www.legislation.govt.nz/act/public/2020/0031/latest/LMS23223.html
https://www.legislation.govt.nz/act/public/1990/0109/latest/DLM224792.html
https://www.justice.govt.nz/about/learn-about-the-justice-system/how-the-justice-system-works/the-basis-for-all-law/treaty-of-waitangi/
https://www.legislation.govt.nz/act/public/1993/0082/latest/DLM304212.html
https://cdn.auckland.ac.nz/assets/psych/about/our-research/documents/TMR+M%C4%81ori+Data+Sovereignty+Principles+Oct+2018.pdf
https://cdn.auckland.ac.nz/assets/psych/about/our-research/documents/TMR+M%C4%81ori+Data+Sovereignty+Principles+Oct+2018.pdf
https://tengira.waikato.ac.nz/__data/assets/pdf_file/0008/973763/Maori_Data_Governance_Model.pdf
https://oecd.ai/en/dashboards/countries/NewZealand
https://www.unesco.org/en/articles/recommendation-ethics-artificial-intelligence
https://aiforum.org.nz/2021/04/29/introducing-aotearoas-proposed-ai-cornerstones/
https://aiforum.org.nz/2021/04/29/introducing-aotearoas-proposed-ai-cornerstones/
https://aiforum.org.nz/about/
https://www.nature.com/articles/s41746-023-00882-z#MOESM2
https://www.nature.com/articles/s41746-023-00882-z#MOESM2
https://privacy.org.nz/publications/guidance-resources/biometrics-and-privacy/
https://www.digital.govt.nz/assets/Standards-guidance/Technology-and-architecture/Generative-AI/Joint-System-Leads-tactical-guidance-on-public-service-use-of-GenAI-September-2023.pdf
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PE
RU Peru enacted several AI initiatives, including Law 

31814 to promote the use of AI "in favor of the 
economic and social development of the country." 
The law includes the following principles: 

 • Risk-based security standards. 

 • Multi-stakeholder approach. 

 • Internet governance. 

 • Digital society. 

 • AI privacy. 

Peru also developed a National AI Strategy that 
aids in the promotion, development and adoption 
of AI in the country. The first draft includes a 
roadmap, goals, definitions and external context 
examples to further develop the strategy. 

 → Secretariat of Government 
and Digital Transformation

 → Presidency of the Council 
of Ministers

 → National Directorate of 
Intelligence

 → Superintendence of 
Banking, Insurance 
and Pension Fund 
Administration

 → Ministry of Justice and 
Human Rights

 → National Authority for the 
Protection of Personal Data

 → National Authority for 
Transparency, Access 
to Public Information and 
Protection of Personal Data

 → Supreme Decree No. 157-
2021-PCM [IN FORCE]

 → Supreme Decree No. 003-
2013-JUS [IN FORCE]

 → Personal Data Protection Law 
No. 29733 [IN FORCE]

 → Law of Transparency and 
Access to Public Information 
[IN FORCE]

 → Finance Regulation for 
Information Security and 
Cybersecurity [IN FORCE]

 → Cyber Defense Law No. 30999  
[IN FORCE]

 → Law 30096 on Computer Crime 
[IN FORCE]

 → Financial sector Cybersecurity 
Framework [IN FORCE]

 → Copyright Law, Legislative 
Decree 822 [IN FORCE]

 • Peru is a party to the OECD's AI principles. 
See the OECD's Policy Observatory. 

 • Peru also adopted UNESCO's Recommendation 
on the Ethics of AI. 

 • See the National Digital Transformation Policy 
for 2030.

https://iapp.org
https://accesspartnership.com/access-alert-peruvian-government-issues-ai-law/
https://accesspartnership.com/access-alert-peruvian-government-issues-ai-law/
https://compliancelatam.legal/en/peru-the-law-that-promotes-the-use-of-artificial-intelligence-is-published/
https://oecd.ai/en/wonk/documents/peru-national-ai-strategy-2021-2026
https://cdn.www.gob.pe/uploads/document/file/1909267/National%20Artificial%20Intelligence%20Strategy%20-%20Peru.pdf?v=1630689882
https://www.gob.pe/7025-presidencia-del-consejo-de-ministros-secretaria-de-gobierno-digital
https://www.gob.pe/7025-presidencia-del-consejo-de-ministros-secretaria-de-gobierno-digital
https://www.gob.pe/pcm
https://www.gob.pe/pcm
https://en.wikipedia.org/wiki/National_Directorate_of_Intelligence_(Peru)#:~:text=The%20National%20Directorate%20of%20Intelligence,intelligence%2C%20as%20well%20as%20counterintelligence.
https://en.wikipedia.org/wiki/National_Directorate_of_Intelligence_(Peru)#:~:text=The%20National%20Directorate%20of%20Intelligence,intelligence%2C%20as%20well%20as%20counterintelligence.
https://www.sbs.gob.pe/
https://www.sbs.gob.pe/
https://www.sbs.gob.pe/
https://www.sbs.gob.pe/
https://www.gob.pe/minjus
https://www.gob.pe/minjus
https://www.gob.pe/institucion/anpd/institucional
https://www.gob.pe/institucion/anpd/institucional
https://www.gob.pe/institucion/minjus/informes-publicaciones/1958355-proyecto-de-ley-que-crea-la-autoridad-nacional-transparencia-acceso-a-la-informacion-publica-y-proteccion-de-datos-personales
https://www.gob.pe/institucion/minjus/informes-publicaciones/1958355-proyecto-de-ley-que-crea-la-autoridad-nacional-transparencia-acceso-a-la-informacion-publica-y-proteccion-de-datos-personales
https://www.gob.pe/institucion/minjus/informes-publicaciones/1958355-proyecto-de-ley-que-crea-la-autoridad-nacional-transparencia-acceso-a-la-informacion-publica-y-proteccion-de-datos-personales
https://www.gob.pe/institucion/minjus/informes-publicaciones/1958355-proyecto-de-ley-que-crea-la-autoridad-nacional-transparencia-acceso-a-la-informacion-publica-y-proteccion-de-datos-personales
https://www.gob.pe/institucion/pcm/normas-legales/2174363-157-2021-pcm
https://www.gob.pe/institucion/pcm/normas-legales/2174363-157-2021-pcm
https://www.gob.pe/institucion/minjus/normas-legales/1941246-003-2013-jus
https://www.gob.pe/institucion/minjus/normas-legales/1941246-003-2013-jus
https://www.huntonprivacyblog.com/wp-content/uploads/sites/28/migrated/Peru%20Data%20Protection%20Law%20July%2028_EN%20_2_.pdf
https://www.huntonprivacyblog.com/wp-content/uploads/sites/28/migrated/Peru%20Data%20Protection%20Law%20July%2028_EN%20_2_.pdf
https://ppp.worldbank.org/public-private-partnership/sites/ppp.worldbank.org/files/documents/peru_rti_law_2002_english.pdf
https://ppp.worldbank.org/public-private-partnership/sites/ppp.worldbank.org/files/documents/peru_rti_law_2002_english.pdf
https://www.dataguidance.com/news/peru-sbs-approves-regulation-information-security-and
https://www.dataguidance.com/news/peru-sbs-approves-regulation-information-security-and
https://www.dataguidance.com/news/peru-sbs-approves-regulation-information-security-and
https://ceeep.mil.pe/wp-content/uploads/2021/11/CEEEP-2021-Cyber-Defense-Policy-1.pdf
http://www.leyes.congreso.gob.pe/Documentos/Leyes/30096.pdf
https://www.sbs.gob.pe/Portals/0/jer/PUBLICACIONES/2021/Cybersecurity-report.pdf
https://www.sbs.gob.pe/Portals/0/jer/PUBLICACIONES/2021/Cybersecurity-report.pdf
https://www.wipo.int/wipolex/en/legislation/details/18762
https://www.wipo.int/wipolex/en/legislation/details/18762
https://oecd.ai/en/dashboards/countries/Peru
https://www.unesco.org/en/articles/recommendation-ethics-artificial-intelligence
https://www.unesco.org/en/articles/recommendation-ethics-artificial-intelligence
https://www.gob.pe/44545-politica-nacional-de-transformacion-digital
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SA
UD

I A
RA

BI
A Saudi Arabia has a National Strategy on Data 

and AI, which provides a welcoming, flexible and 
stable regulatory framework, including incentive 
schemes, to attract AI companies, investors and 
talents. According to the strategy, Saudi Arabia 
aspires to be one of the leading economies 
utilizing and exporting data and AI after 2030. 
It is ready to leverage its "young and vibrant 
population" and "unique centralized ecosystem." 
The country hopes to attract outside investment 
by hosting global AI events and applying its 
influence as a tech hub within the Middle East.

 → Saudi Data and AI 
Authority

 → National Data 
Management Office

 → Ministry of 
Communications and 
Information Technology

 → Personal Data Protection Law  
[IN FORCE]

 → Data Management and 
Personal Data Protection 
Standards [IN FORCE]

 → Children and Incompetents' 
Data Protection Policy  
[IN FORCE]

 → Data Classification Policy  
[IN FORCE]

 → General Rules for the Transfer 
of Personal Data outside the 
Geographical Borders of the 
Kingdom [IN FORCE]

 → Data Sharing Policy [IN FORCE]

 → Freedom of Information Policy  
[IN FORCE]

 → Open Data Policy [IN FORCE]

 • Saudi Arabia is a party to the OECD's AI 
principles. See the OECD's Policy Observatory. 

 • Saudi Arabia also adopted UNESCO's 
Recommendation on the Ethics of AI. 

 • The government of Saudi Arabia in collaboration 
with the Saudi Data and AI Authority signed a 
memorandum of understanding to create an AI 
center dedicated to the energy segment.

https://iapp.org
https://ai.sa/Brochure_NSDAI_Summit%20version_EN.pdf
https://ai.sa/Brochure_NSDAI_Summit%20version_EN.pdf
https://sdaia.gov.sa/en/default.aspx
https://sdaia.gov.sa/en/default.aspx
https://sdaia.gov.sa/en/Sectors/NDMO/Pages/default.aspx
https://sdaia.gov.sa/en/Sectors/NDMO/Pages/default.aspx
https://www.mcit.gov.sa/en/artificial-intelligence-0
https://www.mcit.gov.sa/en/artificial-intelligence-0
https://www.mcit.gov.sa/en/artificial-intelligence-0
http://sdaia.gov.sa/en/SDAIA/about/Documents/Personal%20Data%20English%20V2-23April2023-%20Reviewed-.pdf
http://sdaia.gov.sa/en/SDAIA/about/Documents/PoliciesEN.pdf
http://sdaia.gov.sa/en/SDAIA/about/Documents/PoliciesEN.pdf
http://sdaia.gov.sa/en/SDAIA/about/Documents/PoliciesEN.pdf
http://sdaia.gov.sa/ar/SDAIA/about/Documents/Children%20and%20Incompetents%e2%80%99%20Data%20Protection%20Policy.pdf
http://sdaia.gov.sa/ar/SDAIA/about/Documents/Children%20and%20Incompetents%e2%80%99%20Data%20Protection%20Policy.pdf
http://sdaia.gov.sa/ar/SDAIA/about/Documents/Data%20Classification%20Policy.pdf
http://sdaia.gov.sa/ar/SDAIA/about/Documents/General%20Rules%20for%20the%20Transfer%20of%20Personal%20Data%20outside%20the%20Geographical%20Borders%20of%20the%20Kingdom.pdf
http://sdaia.gov.sa/ar/SDAIA/about/Documents/General%20Rules%20for%20the%20Transfer%20of%20Personal%20Data%20outside%20the%20Geographical%20Borders%20of%20the%20Kingdom.pdf
http://sdaia.gov.sa/ar/SDAIA/about/Documents/General%20Rules%20for%20the%20Transfer%20of%20Personal%20Data%20outside%20the%20Geographical%20Borders%20of%20the%20Kingdom.pdf
http://sdaia.gov.sa/ar/SDAIA/about/Documents/General%20Rules%20for%20the%20Transfer%20of%20Personal%20Data%20outside%20the%20Geographical%20Borders%20of%20the%20Kingdom.pdf
http://sdaia.gov.sa/ar/SDAIA/about/Documents/Data%20Sharing%20Policy.pdf
http://sdaia.gov.sa/en/SDAIA/about/Documents/Freedom%20of%20Information%20Policy.pdf
http://sdaia.gov.sa/ar/SDAIA/about/Documents/Open%20Data%20Policy.pdf
https://oecd.ai/en/dashboards/countries/SaudiArabia
https://www.unesco.org/en/articles/recommendation-ethics-artificial-intelligence
https://www.globalbusinessoutlook.com/saudi-government-signs-mou-with-sdaia-launches-ai-centre-energy-segment/" \h HYPERLINK "https://www.globalbusinessoutlook.com/saudi-government-signs-mou-with-sdaia-launches-ai-centre-energy-segment/
https://www.globalbusinessoutlook.com/saudi-government-signs-mou-with-sdaia-launches-ai-centre-energy-segment/" \h HYPERLINK "https://www.globalbusinessoutlook.com/saudi-government-signs-mou-with-sdaia-launches-ai-centre-energy-segment/
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SI
NG

AP
OR

E Singapore developed voluntary governance 
frameworks and initiatives for ethical AI 
deployment, data management and sectoral 
implementation, including:  

 • Model AI Governance Framework.  

 • National AI Programmes in Government 
and Finance.  

 • Veritas Initiative, an implementation framework 
for AI governance in the financial sector. 

 • AI Verify Foundation, a governance testing toolkit.

 • IPOS International, part of the Intellectual 
Property Office of Singapore that realizes 
customized IP solutions.  

 • Proposed Advisory Guidelines on Use of 
Personal Data in AI Recommendation and 
Decision Systems. 

 • Principles to Promote Fairness, Ethics, 
Accountability and Transparency in the Use of AI 
and Data Analytics in Singapore's Financial Sector. 

 • Implementation and Self-Assessment Guide for 
Organizations, a companion to the Model AI 
Governance Framework.  

Singapore is also seeking international feedback 
on a new governance framework for generative AI.

 → Smart Nation Digital 
Government Group

 → AI Ethics and Governance 
Steering Committee

 → Personal Data Protection 
Commission

 → Monetary Authority of 
Singapore

 → Infocomm Media 
Development Authority

 → Advisory Council on the 
Ethical Use of AI and Data

 → Personal Data Protection Act  
[IN FORCE]

 → Computer Misuse Act  
[IN FORCE]

 → Copyright Act [IN FORCE]

 → Patents Act [IN FORCE]

 → Competition Act [IN FORCE]

 → Cybersecurity Act [IN FORCE]

 → Protection from Online 
Falsehoods and Manipulation 
Act [IN FORCE]

 → Road Traffic Act [IN FORCE]

 → The Digital Economy 
Partnership Agreement  
[IN FORCE]

 • Singapore is a party to the OECD's AI principles. 
See the OECD's Policy Observatory. 

 • Singapore participated in the 2023 U.K. AI 
Summit, which led to the Bletchley Declaration. 

 • Singapore also adopted UNESCO's 
Recommendation on the Ethics of AI. 

 • Based on Singapore's National AI Strategy, the 
city-state aims to be a global hub for AI, thereby 
generating economic gains and improving 
lives. A key tenet in Singapore's AI policy is 
that its citizens understand AI tech and its 
workforce attains the necessary competencies 
to participate in an AI economy. 

 • The Singapore VerifyAI initiative, known as the 
"crosswalk" was unveiled at the inaugural US-
Singapore Dialogue on Critical and Emerging 
Technologies. The crosswalk links IMDA's AI Verify 
with the U.S. National Institute of Standards and 
Technology's AI Risk Management Framework. 

 • See the Primer to the Model AI Governance 
Framework. 

 • See the Trusted Data Sharing Framework. 

 • See the Guide to Job Redesign in the Age of AI. 

 • Complementing the Model Framework and 
ISAGO are two volumes of a Compendium 
of Use Cases that show "how local and 
international organisations across different 
sectors and sizes implemented or aligned their 
AI governance practices with all sections of the 
Model Framework." 

 - Volume 1. 

 - Volume 2.

https://iapp.org
https://www.pdpc.gov.sg/-/media/Files/PDPC/PDF-Files/Resource-for-Organisation/AI/SGModelAIGovFramework2.pdf
https://www.smartnation.gov.sg/media-hub/press-releases/new-ai-programmes-2021#:~:text=The%20National%20AI%20Programme%20in%20Finance%20aims%20to%20develop%20Singapore,Programme%20is%20on%20sustainable%20finance.
https://www.smartnation.gov.sg/media-hub/press-releases/new-ai-programmes-2021#:~:text=The%20National%20AI%20Programme%20in%20Finance%20aims%20to%20develop%20Singapore,Programme%20is%20on%20sustainable%20finance.
https://www.mas.gov.sg/schemes-and-initiatives/veritas
https://aiverifyfoundation.sg/
https://iposinternational.com/
https://www.pdpc.gov.sg/-/media/Files/PDPC/PDF-Files/Legislation-and-Guidelines/Public-Consult-on-Proposed-AG-on-Use-of-PD-in-AI-Recommendation-and-Systems-2023-07-18-Draft-Advisory-Guidelines.pdf
https://www.pdpc.gov.sg/-/media/Files/PDPC/PDF-Files/Legislation-and-Guidelines/Public-Consult-on-Proposed-AG-on-Use-of-PD-in-AI-Recommendation-and-Systems-2023-07-18-Draft-Advisory-Guidelines.pdf
https://www.pdpc.gov.sg/-/media/Files/PDPC/PDF-Files/Legislation-and-Guidelines/Public-Consult-on-Proposed-AG-on-Use-of-PD-in-AI-Recommendation-and-Systems-2023-07-18-Draft-Advisory-Guidelines.pdf
https://www.mas.gov.sg/-/media/MAS/News-and-Publications/Monographs-and-Information-Papers/FEAT-Principles-Updated-7-Feb-19.pdf
https://www.mas.gov.sg/-/media/MAS/News-and-Publications/Monographs-and-Information-Papers/FEAT-Principles-Updated-7-Feb-19.pdf
https://www.mas.gov.sg/-/media/MAS/News-and-Publications/Monographs-and-Information-Papers/FEAT-Principles-Updated-7-Feb-19.pdf
https://www.pdpc.gov.sg/-/media/Files/PDPC/PDF-Files/Resource-for-Organisation/AI/SGIsago.pdf
https://www.pdpc.gov.sg/-/media/Files/PDPC/PDF-Files/Resource-for-Organisation/AI/SGIsago.pdf
https://www.thestar.com.my/aseanplus/aseanplus-news/2024/01/16/singapore-seeks-international-feedback-on-new-governance-framework-for-generative-ai
https://www.smartnation.gov.sg/
https://www.smartnation.gov.sg/
http://www.imda.gov.sg/-/media/Imda/Files/About/Media-Releases/2019/Annex-E-Factsheet-SCS-AI-Ethics-Governance-Steering-Committee.pdf
http://www.imda.gov.sg/-/media/Imda/Files/About/Media-Releases/2019/Annex-E-Factsheet-SCS-AI-Ethics-Governance-Steering-Committee.pdf
https://www.pdpc.gov.sg/help-and-resources/2020/01/model-ai-governance-framework
https://www.pdpc.gov.sg/help-and-resources/2020/01/model-ai-governance-framework
https://www.mas.gov.sg/
https://www.mas.gov.sg/
https://www.imda.gov.sg/
https://www.imda.gov.sg/
https://www.imda.gov.sg/resources/press-releases-factsheets-and-speeches/archived/imda/press-releases/2018/composition-of-the-advisory-council-on-the-ethical-use-of-ai-and-data
https://www.imda.gov.sg/resources/press-releases-factsheets-and-speeches/archived/imda/press-releases/2018/composition-of-the-advisory-council-on-the-ethical-use-of-ai-and-data
https://sso.agc.gov.sg/Act/PDPA2012
https://sso.agc.gov.sg/Act/CMA1993
https://sso.agc.gov.sg/Acts-Supp/22-2021/Published/
https://sso.agc.gov.sg/Act/PA1994
https://sso.agc.gov.sg/act/ca2004
https://sso.agc.gov.sg/Acts-Supp/9-2018/
https://sso.agc.gov.sg/Act/POFMA2019
https://sso.agc.gov.sg/Act/POFMA2019
https://sso.agc.gov.sg/Act/POFMA2019
https://sso.agc.gov.sg/act/rta1961
https://www.mti.gov.sg/Trade/Digital-Economy-Agreements/The-Digital-Economy-Partnership-Agreement
https://www.mti.gov.sg/Trade/Digital-Economy-Agreements/The-Digital-Economy-Partnership-Agreement
https://oecd.ai/en/dashboards/countries/Singapore
https://www.gov.uk/government/publications/ai-safety-summit-2023-the-bletchley-declaration/the-bletchley-declaration-by-countries-attending-the-ai-safety-summit-1-2-november-2023
https://www.unesco.org/en/articles/recommendation-ethics-artificial-intelligence
https://www.smartnation.gov.sg/nais/
https://www.cdotrends.com/story/18481/sg-us-forge-new-path-ai-governance
https://www.pdpc.gov.sg/-/media/Files/PDPC/PDF-Files/Resource-for-Organisation/AI/Primer-for-2nd-edition-of-AI-Gov-Framework.pdf
https://www.imda.gov.sg/-/media/Imda/Files/Programme/AI-Data-Innovation/Trusted-Data-Sharing-Framework.pdf
https://file.go.gov.sg/ai-guide-to-jobredesign.pdf
https://www.pdpc.gov.sg/-/media/Files/PDPC/PDF-Files/Resource-for-Organisation/AI/SGAIGovUseCases.pdf
https://file.go.gov.sg/ai-gov-use-cases-2.pdf
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SO
UT

H 
KO

RE
A South Korea has a comprehensive AI Act in the 

works to ensure accessibility to AI technology for 
all developers without government approval, but 
this requires reliability measures. South Korea is 
also setting new standards on copyrights of AI-
generated content. 

South Korea has numerous policy initiatives 
regarding AI and technology under its 
National Strategy for AI, including the AI 
Research and Development Strategy, the Data 
Industry Activation Strategy, and the System 
Semiconductor Strategy. The nation intends to 
leverage its high education level, widespread 
acceptance of new technology and preeminent IT 
infrastructure to implement these initiatives. 

Additionally, in August 2023, the Personal 
Information Protection Commission published 
guidance for the safe use of personal information 
in the age of AI.

 → Ministry of Science and ICT

 → Personal Information 
Protection Commission

 → Communications 
Commission

 → Internet and Security 
Agency

 → Financial Services 
Commission

 → Fair Trade Commission

 → National Information 
Society Agency

 → Korea AI Association

 → Personal Information 
Protection Act [IN FORCE]

 → Monopoly Regulation and Fair 
Trade Act [IN FORCE]

 → Copyright Act [IN FORCE]

 → Protection and Use of Location 
Information Act [IN FORCE]

 → Consumer Protection in 
Electronic Commerce Act  
[IN FORCE]

 → Promotion and 
Communications Network 
Utilization and Information 
Protection Act [IN FORCE]

 → Credit Information Use and 
Protection Act [IN FORCE]

 → Product Liability Act [IN FORCE]

 • South Korea adopted UNESCO's 
Recommendation on the Ethics of AI. 

 • The Digital New Deal was created by the 
South Korean government to promote both 
educational and industrial efforts on AI 
opportunities. 

 • See the AI Open Innovation Hub.

https://iapp.org
https://www.kimchang.com/en/insights/detail.kc?sch_section=4&idx=26935
https://www.ajudaily.com/view/20230503104752108
https://www.msit.go.kr/bbs/view.do?sCode=eng&nttSeqNo=9&bbsSeqNo=46&mId=10&mPid=9
https://www.dataguidance.com/news/south-korea-pipc-publishes-guidance-safe-use-personal
https://www.msit.go.kr/eng/bbs/view.do?sCode=eng&mId=4&mPid=2&pageIndex=&bbsSeqNo=42&nttSeqNo=509&searchOpt=ALL&searchTxt=
https://www.pipc.go.kr/eng/index.do
https://www.pipc.go.kr/eng/index.do
https://kcc.go.kr/user/ehpMain.do
https://kcc.go.kr/user/ehpMain.do
https://www.kisa.or.kr/EN
https://www.kisa.or.kr/EN
https://www.fsc.go.kr/eng/pr010101/78236
https://www.fsc.go.kr/eng/pr010101/78236
https://www.ftc.go.kr/eng/index.do
https://eng.nia.or.kr/site/nia_eng/main.do
https://eng.nia.or.kr/site/nia_eng/main.do
https://www.koraia.org/default/
https://elaw.klri.re.kr/eng_service/lawView.do?hseq=53044&lang=ENG
https://elaw.klri.re.kr/eng_service/lawView.do?hseq=53044&lang=ENG
https://elaw.klri.re.kr/eng_mobile/viewer.do?hseq=41658&type=part&key=19
https://elaw.klri.re.kr/eng_mobile/viewer.do?hseq=41658&type=part&key=19
https://elaw.klri.re.kr/eng_service/lawView.do?hseq=42726&lang=ENG
https://elaw.klri.re.kr/eng_mobile/viewer.do?hseq=26460&type=part&key=43
https://elaw.klri.re.kr/eng_mobile/viewer.do?hseq=26460&type=part&key=43
https://elaw.klri.re.kr/eng_mobile/viewer.do?hseq=25650&type=new&key
https://elaw.klri.re.kr/eng_mobile/viewer.do?hseq=25650&type=new&key
https://elaw.klri.re.kr/eng_service/lawView.do?hseq=38422&lang=ENG
https://elaw.klri.re.kr/eng_service/lawView.do?hseq=38422&lang=ENG
https://elaw.klri.re.kr/eng_service/lawView.do?hseq=38422&lang=ENG
https://elaw.klri.re.kr/eng_service/lawView.do?hseq=38422&lang=ENG
https://elaw.klri.re.kr/eng_mobile/viewer.do?hseq=46276&type=part&key=23
https://elaw.klri.re.kr/eng_mobile/viewer.do?hseq=46276&type=part&key=23
https://elaw.klri.re.kr/eng_service/lawView.do?hseq=29469&lang=ENG
https://www.unesco.org/en/articles/recommendation-ethics-artificial-intelligence
https://www.msit.go.kr/eng/bbs/view.do?sCode=eng&mId=4&mPid=2&pageIndex=&bbsSeqNo=42&nttSeqNo=443&searchOpt=&searchTxt=
https://www.aihub.or.kr/
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TA
IW

AN Taiwan has embraced a holistic approach to 
developing an AI environment. The government 
is currently drafting an act that would govern 
AI, specifically "the legal definition of AI, privacy 
protections, data governance, risk controls and 
ethical principles related to AI." The following 
resources have been issued for policy guidance: 

 • National Science and Technology Council's 
policy discussing AI Innovation. 

 • AI Taiwan Action Plan.

 • AI Taiwan Action Plan 2.0.

 • 2022 AI-Readiness Assessment Report.

 → Fair Trade Commission

 → NSTC, previously the 
Ministry of Science 
and Technology 

 → Ministry of Health 
and Welfare

 → Executive Yuan of Taiwan

 → Ministry of Digital Affairs

 → Industrial Technology 
Research Institute

 → Taiwan AI Center 
of Excellence

 → Personal Data Protection Act  
[IN FORCE]

 → Fair Trade Act [IN FORCE]

 → Cybersecurity Management 
Act [IN FORCE]

 → Company Act [IN FORCE]

 → Child and Youth Sexual 
Exploitation Prevention Act  
[IN FORCE]

 → Copyright Act [IN FORCE]

 → Patent Act [IN FORCE]

 → Freedom of Government 
Information Law [IN FORCE]

 → Financial Technology 
Development and Innovative 
Experimentation Act [IN FORCE]

 → FinTech Regulatory 
Sandbox Guidance 

 → MoST AI Technology Research 
and Development Guidelines  

 → Guidelines on the use of 
Generative AI [DRAFT]

 • See the Digital Nation and Innovative Economic 
Development Program. 

 • See the 5+2 Industrial Innovation Plan. 

 • See Smart Taiwan 2030. 

 • See Taiwan AI Labs. 

 • See the country's Forward-looking 
Infrastructure Development Program. 

 • See the Unmanned Vehicle Technology 
Innovation Sandbox. 

https://iapp.org
https://www.taipeitimes.com/News/taiwan/archives/2023/07/06/2003802773
https://ostp.nstc.gov.tw/PolicyContent.aspx?id=12
https://ai.taiwan.gov.tw/index.html
https://ai.taiwan.gov.tw/news/executive-yuan-announces-artificial-intelligence-plan/
https://digi.nstc.gov.tw/File/5AF024B4C7281A84/e761bee6-a38c-4d5b-8481-fc36b83b25d8?A=C
https://www.ftc.gov.tw/internet/english/index.aspx
https://www.nstc.gov.tw/?l=en
https://www.mohw.gov.tw/mp-2.html
https://www.mohw.gov.tw/mp-2.html
https://english.ey.gov.tw/
https://moda.gov.tw/en/
https://www.itri.org.tw/english/
https://www.itri.org.tw/english/
https://www.twaicoe.org/
https://www.twaicoe.org/
https://law.moj.gov.tw/Eng/LawClass/LawAll.aspx?PCode=I0050021
https://law.moj.gov.tw/ENG/LawClass/LawAll.aspx?pcode=J0150002
https://law.moj.gov.tw/ENG/LawClass/LawAll.aspx?pcode=A0030297
https://law.moj.gov.tw/ENG/LawClass/LawAll.aspx?pcode=A0030297
https://law.moj.gov.tw/ENG/LawClass/LawAll.aspx?pcode=J0080001
https://law.moj.gov.tw/Eng/LawClass/LawAll.aspx?PCode=D0050023
https://law.moj.gov.tw/Eng/LawClass/LawAll.aspx?PCode=D0050023
https://law.moj.gov.tw/ENG/LawClass/LawAll.aspx?pcode=J0070017
https://law.moj.gov.tw/ENG/LawClass/LawAll.aspx?pcode=J0070007
https://law.moj.gov.tw/ENG/LawClass/LawAll.aspx?pcode=I0020026#:~:text=This%20Law%20is%20enacted%20to,encourage%20public%20participation%20in%20democracy.
https://law.moj.gov.tw/ENG/LawClass/LawAll.aspx?pcode=I0020026#:~:text=This%20Law%20is%20enacted%20to,encourage%20public%20participation%20in%20democracy.
https://law.moj.gov.tw/ENG/LawClass/LawAll.aspx?pcode=G0380254
https://law.moj.gov.tw/ENG/LawClass/LawAll.aspx?pcode=G0380254
https://law.moj.gov.tw/ENG/LawClass/LawAll.aspx?pcode=G0380254
https://www.fsc.gov.tw/userfiles/file/Regulatory%20Sandbox%20Guidance%20and%20Application%20Guidelines.pdf
https://www.fsc.gov.tw/userfiles/file/Regulatory%20Sandbox%20Guidance%20and%20Application%20Guidelines.pdf
https://ai.taiwan.gov.tw/news/ministry-releases-guidelines-for-ai-research/#
https://ai.taiwan.gov.tw/news/ministry-releases-guidelines-for-ai-research/#
https://ai.taiwan.gov.tw/news/cabinet-approves-draft-guidelines-for-use-of-generative-ai-by-executive-yuan-and-its-subordinate-agencie/
https://english.ey.gov.tw/News3/9E5540D592A5FECD/659df63b-dad4-47e3-80ab-c62cb40a62cd
https://english.ey.gov.tw/News3/9E5540D592A5FECD/659df63b-dad4-47e3-80ab-c62cb40a62cd
https://english.ey.gov.tw/iip/B0C195AE54832FAD
https://2030.tw/
https://ailabs.tw/
https://www.ndc.gov.tw/en/Content_List.aspx?n=BCDB1EECF95E18E2
https://www.ndc.gov.tw/en/Content_List.aspx?n=BCDB1EECF95E18E2
https://www.uvtep.org.tw/
https://www.uvtep.org.tw/
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UN
IT

ED
 A

RA
B 

EM
IR

AT
ES In 2017, the UAE became the first country to 

establish an AI ministry. The nation's Council 
for AI and Blockchain will oversee policies that 
promote an AI-friendly ecosystem, advance AI 
research and accelerate collaboration between 
public and private sectors. The UAE is poised 
to become a hub for AI research, collaboration, 
innovation and education per its National 
Strategy for AI. The following resources have 
been issued for policy guidance:  

 • National Program for AI.  

 • AI Ethics Principles and Guidelines.  

 • Generative AI guide.  

 • AI coding license.  

 • AI System Ethics Self-Assessment Tool. 

 • AI Adoption Guideline in Government Services. 

 • The Dubai International Financial Centre's 
Regulation 10 on Processing Personal Data 
Through Autonomous and Semi-Autonomous 
Systems [IN FORCE].

 → Minister of AI, Digital 
Economy and Remote 
Work Applications Office 

 → AI and Blockchain Council

 → Data Office

 → Council for Digital 
Wellbeing

 → Regulations Lab

 → Abu Dhabi Global Market's 
Office of Data Protection 

 → DIFC

 → Personal Data Protection Law  
[IN FORCE]

 → Central Bank Rulebook  
[IN FORCE]

 → Federal Decree Law on 
Combating Rumours and 
Cybercrimes [IN FORCE]

 → Penal Code [IN FORCE]

 → Federal Law concerning the 
Regulation of Competition  
[IN FORCE]

 → Federal Law on Consumer 
Protection [IN FORCE]

 → Federal Decree Law on 
Copyrights and Neighbouring 
Rights [IN FORCE]

 → Health Data Law [IN FORCE]

 → Federal Law on the Regulation 
and Protection of Industrial 
Property Rights [IN FORCE]

 → ADGM's Data Protection 
Regulations 2021 [IN FORCE]

 → Federal Law on the Civil 
Transactions Law of the United 
Arab Emirates State [IN FORCE]

 → Minister of AI, Digital 
Economy and Remote Work 
Applications Office's AI Ethics 
Principles and Guidelines 

 • The UAE is a party to the OECD's AI principles. 
See the OECD's Policy Observatory. 

 • The UAE participated in the 2023 U.K. AI 
Summit, which led to the Bletchley Declaration. 

 • The UAE also adopted UNESCO's 
Recommendation on the Ethics of AI. 

 • Abu Dhabi hosts a growing startup community, 
advanced machine-learning facilities and 
educational institutions, like Mohamed bin 
Zayed University which teamed up with 
IBM to open the AI Center of Excellence, in 
addition to a new supercomputing resource for 
complex algorithms and large datasets. With 
this infrastructure in place, the UAE hopes to 
deploy AI in priority sectors such as energy and 
transportation. 

 • The National Program for AI published a 
Deepfake Guide in 2021. 

 • The UAE AI and Robotics Award for Good aims 
to "encourage research and applications of 
innovative solutions in (AI) and robotics to meet 
existing challenges in the categories of health, 
education and social services." 

 • See the country's Guidelines for Financial 
Institutions adopting Enabling Technologies. 

 • See the AI Hardware Infrastructure Report.
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U.
K. The U.K. government proposed a context-based, 

proportionate approach to regulation and will rely 
on existing sectoral laws to impose guardrails on 
AI systems. The following resources are available 
for policy guidance:  

 • A pro-innovation approach to AI regulation.  

 • Algorithmic Transparency Recording 
Standard Hub. 

 • AI Standards Hub, a new U.K. initiative 
dedicated to the evolving and international 
field of standardization for AI technologies. 

 • Guide to using AI in the public sector by the 
U.K. government. 

 • The Government Digital Service and the Office for 
AI's guide on understanding AI ethics and safety. 

 • The Centre for Data Ethics and Innovation's 
AI Governance research report. 

 • Guidance on the AI auditing framework from 
the Information Commissioner's Office. 

 • ICO and Alan Turing Institute's Explaining 
decisions made with AI.

 → Office for AI

 → Information 
Commissioner's Office

 → Digital Regulation 
Cooperation Forum

 → Financial Conduct 
Authority

 → AI Council

 → Department for 
Science, Innovation 
and Technology

 → Equality Act [IN FORCE]

 → U.K. General Data Protection 
Regulations and Data 
Protection Act [IN FORCE]

 → Consumer Protection Act 
[IN FORCE]

 → Financial Services and Markets 
Act [IN FORCE]

 → Consumer Rights Act  
[IN FORCE]

 → National Security and 
Investment Act [IN FORCE]

 → Copyright, Designs and 
Patents Act [IN FORCE]

 → Advanced Research and 
Invention Agency Act  
[IN FORCE]

 → National Cyber Security 
Centre's Assessing intelligent 
tools for cyber security 
[IN FORCE]

 → AI (Regulation) Bill [DRAFT]

 • The U.K. is a party to the OECD's AI principles.  
See the OECD's Policy Observatory. 

 • In 2023, the country hosted the AI Summit, 
which led to the Bletchley Declaration. 

 • The U.K. also adopted UNESCO's 
Recommendation on the Ethics of AI. 

 • As part of the G7, the U.K. endorsed the 11 
Hiroshima Process International Guiding 
Principles for Advanced AI systems. 

 • Specific action items include launching a 
national AI research and insights program, 
developing a diverse AI workforce, enabling 
better data availability, creating a national 
strategy for AI in health and social care, 
applying AI systems to climate change 
mitigation, piloting an AI standards hub to 
coordinate with global AI standardization, and 
developing a cross-government standard for 
algorithmic transparency. 

 • The Centre for Data Ethics and Innovation 
published a Roadmap to an Effective AI 
Assurance Ecosystem, which is also part of the 
National AI Strategy. Further, the CDEI created 
an AI Assurance Guide as a companion to 
the roadmap. 

 • See the U.K. AI Safety Institute.
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U.
S.
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) The U.S. has released numerous frameworks 
and guidelines. Congress has passed legislation 
to preserve U.S. leadership in AI research and 
development, as well as control government 
use of AI. In May 2023, the Biden-Harris 
administration updated the National AI Research 
and Development Strategic Plan, emphasizing 
a principled and coordinated approach to 
international collaboration in AI research.  
The Office of Science and Technology Policy 
issued a request for information to obtain 
public input on AI's impact. The National 
Telecommunications and Information 
Administration sought feedback on what policies 
can create trust in AI systems through an AI 
Accountability Policy Request for Comment. 
Specific AI governance law and policy includes: 

 • Executive orders: 

 - Maintaining American Leadership in AI  

 - Promoting the Use of Trustworthy AI in the 
Federal Government 

 - The Safe, Secure, and Trustworthy 
Development and Use of AI 

 • Acts and bills: 

 - AI Training Act [IN FORCE]

 - National AI Initiative Act (Division E, Sec. 5001)  
[IN FORCE]

 - AI in Government Act (Division U, Sec. 101) 
[IN FORCE]

 - Algorithmic Accountability Act [DRAFT]

 - National AI Commission Act [DRAFT]

 → Office of Science and 
Technology Policy

 → National AI Initiative Office

 → Federal Trade Commission

 → Consumer Financial 
Protection Bureau

 → Department of Justice

 → Equal Employment 
Opportunity Commission

 → FTC Act, Section 5 [IN FORCE]

 → Fair Credit Reporting Act  
[IN FORCE]

 → Equal Credit Opportunity Act  
[IN FORCE]

 → Title VII of the Civil Rights Act  
[IN FORCE]

 → Americans with Disabilities Act  
[IN FORCE]

 → Age Discrimination in 
Employment Act [IN FORCE]

 → Fair Housing Act [IN FORCE]

 → Genetic Information and 
Nondiscrimination Act  
[IN FORCE]

 → American Data Privacy and 
Protection Act [DRAFT]

 → Health Equity and 
Accountability Act [DRAFT]

 • The US is a party to the OECD's AI principles. 
See the OECD's Policy Observatory. 

 • The U.S. participated in the 2023 U.K. AI 
Summit, which led to the Bletchley Declaration.  

 • The U.S. also adopted UNESCO's 
Recommendation on the Ethics of AI. 

 • As part of the G7, the U.S. endorsed the 11 
Hiroshima Process International Guiding 
Principles for Advanced AI systems. 

 • In general, the U.S. approach to AI governance 
has been slow and incremental, seeking to 
preserve civil and human rights for Americans 
throughout AI deployment, as well as mobilize 
international collaboration which upholds 
democratic values and mutual advancement. 

 • See the U.S. AI Safety Institute. 

 • U.S. Senate Committee on the Judiciary's 
Subcommittee on Privacy, Technology and the 
Law held a hearing on the legislation of AI.  

 • U.S. senators met for the first time with top 
technology industry executives in a closed-door 
session about AI regulation called the AI Insight 
Forum. Majority Leader Schumer made Floor 
Remarks on the first forum. 

 • The Singapore VerifyAI initiative known as 
"crosswalk" was unveiled at the inaugural  
U.S.-Singapore Dialogue on Critical and 
Emerging Technologies. The crosswalk links 
IMDA's AI Verify with the U.S. NIST's AI Risk 
Management Framework.

↓
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d  - Digital Platform Commission Act [DRAFT]

 - Global Technology Leadership Act [DRAFT]

 - Transparent Automated Governance Act 
[DRAFT]

 • Nonbinding frameworks: 

 - Blueprint for an AI Bill of Rights 

 - National Institute of Standards and 
Technology AI Risk Management Framework  

 - Guidance for Regulation of AI Applications 

 • Government initiatives: 

 - Voluntary Commitments from Leading AI 
Companies to Manage the Risks Posed by AI  

 - TTC Joint Roadmap on Evaluation and 
Measurement Tools for Trustworthy AI and 
Risk Management  

 - Congressional AI effort of Sen. Charles E. 
Schumer, D-N.Y.  

 - National Security Commission on AI 

 - Bipartisan legislative framework for AI 
announced by U.S. Senators Richard 
Blumenthal, D-Conn., and Josh Hawley, R-Mo.

https://iapp.org
https://www.congress.gov/bill/118th-congress/senate-bill/1671/text?s=1&r=6
https://www.bennet.senate.gov/public/index.cfm/2023/6/bennet-young-warner-introduce-bill-to-strengthen-u-s-technology-competitiveness
https://www.congress.gov/bill/118th-congress/senate-bill/1865/text
https://www.whitehouse.gov/ostp/ai-bill-of-rights/
https://nvlpubs.nist.gov/nistpubs/ai/NIST.AI.100-1.pdf
https://nvlpubs.nist.gov/nistpubs/ai/NIST.AI.100-1.pdf
https://www.whitehouse.gov/wp-content/uploads/2020/11/M-21-06.pdf
https://www.whitehouse.gov/briefing-room/statements-releases/2023/07/21/fact-sheet-biden-harris-administration-secures-voluntary-commitments-from-leading-artificial-intelligence-companies-to-manage-the-risks-posed-by-ai/
https://www.whitehouse.gov/briefing-room/statements-releases/2023/07/21/fact-sheet-biden-harris-administration-secures-voluntary-commitments-from-leading-artificial-intelligence-companies-to-manage-the-risks-posed-by-ai/
https://www.nist.gov/system/files/documents/2022/12/04/Joint_TTC_Roadmap_Dec2022_Final.pdf
https://www.nist.gov/system/files/documents/2022/12/04/Joint_TTC_Roadmap_Dec2022_Final.pdf
https://www.nist.gov/system/files/documents/2022/12/04/Joint_TTC_Roadmap_Dec2022_Final.pdf
https://www.democrats.senate.gov/newsroom/press-releases/schumer-launches-major-effort-to-get-ahead-of-artificial-intelligence
https://www.nscai.gov/
https://www.blumenthal.senate.gov/newsroom/press/release/blumenthal-and-hawley-announce-bipartisan-framework-on-artificial-intelligence-legislation
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For further inquiries, please reach out to research@iapp.org.
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