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Preface

J A sense of purpose and an underlying confidence that things long
tatked of were beginning to happen characterized the Ninth Annual
EDUCOM Fall Conference, Facrs and Futures. After sevetal decades of
experimentation with modes of delivering computing services to higher
education, volleges and universities now view computing resources in quite
a different light than when they were first introduced. The use of
computers for research is taken for granted and one now talks seriously
about resoutce shaiing, management and organization rather than solely
about the technical aspects of using the computer. Resource sharing can be
discussed only because resources which are worth sharing have been

- created. The related questions of management and organization must be

considered because computing is now used in all functions of the
university from instruction and research to administration. Although
computing in higher education is still in a state of transition, the use of
computers for educational purposes has in many ways conte of age.
Extending the theme of resource sharing for computing in higher
education which has run through previous EDUCOM meetings, the Fall
1973 Conference, Facts and Futures: What's Happening Now in Comput-
ing for Migher Education, developed this theme along four major lines:
Computing for Research; Comgputing for Instruction: Management Infor-
mation Systems. and the Altocation of Computing Resources. Spanning
the wide range of EDUCOM members, this conference brought together
representatives af many disciplines from universities, colleges, junior
colleges, and educational service organizations to share iheir experiences
and their views of what (s happening now in computing for higher
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education. The attendance of 340 surpassed that of all previous EDUCOM
meetings and included participants from ltaly, Africa, Canada and Puerto
Rico as well as both coasts of the continental USA.

Keynote addresses and papers presented in panels and workshops have
been edited and collected in the following pages. Further information
concemning any of the systems or applications described in these chapters
can best be obtained by writing directly to the author of the presentation,
The names and address of all conference participants are listed in the back
of this volume. :

On behalf of all the conferees, [ want to extend sincere thanks to the
Conferenve Chairman, Joe B. Wyatt, for the stimulating and comprehen-
sive program which he developed for the conference. Special thanks are
also due to Charles Mosmann and James Poage who assisted in arranging

_the panels on statewide computing planning, and to Julian Bigelow for

providing a most pleasant evening of reminiscence on the early days of
computing.

Henry Chauncey

O
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Introduction

While computing is in a state of transition for higher education, some
portents for the future are obvious. Networking as a technology and a
delivery mechanism for computing services is here to stay. The real
question is what role will networking play relative to colleges and
univessities in this country? In 1973, point-to-point digital communica.
tions facilities, star networks, and the ARPA prototype of packet-switched
networks, have become established forms of computer communication,
Institutions must now consider the appropriate balance between jnforma-
tion and computing services provided on campus and those obtained off
campus. Four sets of issues are prominent:

o Organizational considerations
Political considerations
{ntellectual Issues
Technological/Economic Issues

Papers in this volume address primarily the organizational considerations,
- political considerations, and technological/economic issues relevant to the
‘utilization of computing and networking in higher education, Following a
general review of these issues in relation to each of the main topic areas of
~ the conference, presentations in Parts I, HI, IV and V address the issues of
organizational considerations and political considerations for computing
and networking in higher education. '

In Chapter 8, Statewide Plans for Computing in three states are
presented and criticized. In order to elicit pointed and relevant ctitiques,
computer center directors and college and university administrators from
one state were invited to analyze the statewide computing plans of another

® & &
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state. Statewide plans are presented for New Jersey, Oregon, Ilinols and
. Florida by representatives of the central agency for higher education in
each state and critiques are glven by computer center directors and
administrators from other states. An overview of statewide activities for
academic computer planning in the American States and Canadian
Provinces is given in the closing paper for this chapter by Charles J,
Mosmann, .

Papers in Part 11, Chapters 9 through 11, focus on what appears to be a
new trend in management information systems for colleges and univer-
sities: The cost and effort required to develop custom management
information systems has become so great that many colleges and
universities are now consideéring importing MIS from other institutions or

- from information system companies. Examples of activities at both.
exporting and importing institutions outline for the reader the difficulties
~and some successful experiences.

The technological/feconomic issues are addressed in part VI. Each
author contributing to this section has been asked to discuss: the
transmission of information; how one interfaces with transmissions; and
how interfacing can be facilitated. In addition, Carl Stuerhk and Lee
Talbert outline plans for data transmission services of ATT and Packet
Communications, Inc. which have been developed in response to the
increasing availability of data transmission services through microwave and
packet switching techniques. ‘

Colleges and universities are considering the proper balance between
in-house development and outside purchase of software packages for
administration, instruction and research. The cost effectiveness of obtain-
ing specific computing services via networks or importation should become
more apparent as mote institutions follow this trend. -t

Joe B. Wyat
Conference Chairmarg

ERIC ;
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Chapter 1

Administration of
Computer Resources

by Gene F. Franklin
Stanford University

Pve been inspired to choose my text as biblical from the book of
Matthew, Fifth Chapter, Verses 11 and 11a. The first verse is for directors
of computer centers: *Blessed are ye when inen shall revile you falsely and
shall say all manner of evil against you falsely.” Verse 11a, for those
expected 1o be relieved of all their computer difficulties reads: “*Blessed is
he who expects nothing for he shall not be disappointed.” This paper will
describe briefly some of the background and recent decisions affecting
computing at Stanford and to note a few lessons that might be learned
from the Stanford experience.

COMPUTING SERVICES BEFORE 1973

A few years ago Stantord had three computer organizations and five
general computer facilities, in addition to the special facilities like the
Artificial Intelligence Laboratory that John McCarthy runs in the
Department of Computer Science. Stanford owns and operates a substan-
tial hospital in conjunction with the medical school. For patient billing,
general accounts and other administrative functions. the hospital had a
data processing department which has reported to the hospital financial
oftlcer. In the hospital data processing department an 1BM 40 was replaced
by an IBM 370/1235 operating under the disk operating system DAS witl: a



8 AOMINISTRATION OF COMPUTER RESOURCES

special monitor calted the Shared Hospital Accounting System, or SHAS.
In this facility a negligible systems programming stat®, a sizeable group of
applications” programmers and a data control section ran census updates
and posted chargeable items daily on a machine generally tuned for the
particulal tinancial support of a university hospital,

The university oflice of business and tinance uses an IBM 370/145 (also
a disk operating system) running COBOL programs in support of linance
and student services such as registration and student aid. In addition, this
facility supports the development office in 3 major campaign seeking $300
million tor Stanford University, provides accounting support for laculty
engaged in research under federal government contracts and privately
sponsored contracts, and supports academic planning. Finally, this facility
ran @ sizeable billing service for the physicians on the faculty of the
medical school who operate the Stanford University medical clinic. This
facility, like the hospital computer facility. was tuned to the requirements
of a particular group of users and rendered a particulur style of service.
Somewhat unusual for such u center was the Fact that a significant
advanced development program in computer support for University
administration (INFO) was being conducted in the Management Systems
Office under Michael Roberts, Director, and John Gwynn,

[ the arca of academic computing in support of research and
instruction. the Stanford Cemputation Center - which reported to the
provost who is the chiet academic officer at Stantord - operated three
computer tacilities. The miost specialized of these, ACME, used a 360/50
with substantial support from the NIH to provide computer support tor
medical research. Implemented by Gio Wiederhold and his statt, the single
language, terminal-otiented facility aimed to be so easy to use that the
physician-researcher would do most of his own programming and maintain
control over and have access to his own data and data Jiles. The facility
had extensive provision for data collection and plotting including a
centralized analog to digital conversion facility, and a graphic suppart
software for a variety of devices including plotters, CRT displays. and the
like. The specialized machine configuration for ACME included a
minimum of kigh speed memory, bul two million bytes of low speed core
which was rather unusual five years ago in a model 50, The language
processor, PL/ACME. was a re-entrant, core resonant, variant of PL.1
running under I1BM's operating system OS MVT. A small systems statl
which also ran a consultant service tor physicians and users, muaintained
the processor and the locally designed software.

Also managed by the Stanfurd Computation Center was the Stanford
Linear Accelerator Center (SLAC) computer facility operated by Stanford
for the Atomic Energy Commission as a national research tacility in
Q sics. The SLAC IBM 360/91 operated mainly FORTRAN as a number

ERIC eher ror a relatively small number of highly sophisticated users. A
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substantial systems programming stait, who were charged to be at the
forefront of scientitic computing, alse maintained an extensive tape library
of user data and wrote a text editor and remote job entry systen,
WYLBUR, which is now available at a number of compuling centers
around the country,

The last of Stanford’s five computer facilities was the Campus facifity
which provided computing (or anyone who did not quality tor service
from the other four. The charter for the campus facility was to provide the
greatest variely of services with the maximum flexibility, fast turnaround
while being reliable and cost effective. Serving about 5,000 users and
running between 10,000 and 12,500 jobs a week, the campus computer
center 300/67, operating under OS MFT, was dynamically switched
between real and virtual and back to real storage again, under systems
modifications designed at Stanford about six years ago when IBM's
announced timesharing system failed to be efticient enough for us to be
able to atford it.

The campus computer center staft’ also developed a “high speed” or
“quick partition” service primarily for short jobs like student projects and
hontework. Although the timesharing system was avaitable, the pricing
policy and machine effectiveness of timesharing was such that the majority
of jobs were, and still are, submitted through the card readers. This facility
has a large statt of systems programmers dedicated to system maintenance
and enhancement, and a large user services staft to provide a wide range of
courses and consulting to help an extremely diverse user community make
the best use of the system.

In summary, computing service at Stanford.two years ago included five
facilities: the hospital, university administration, medical school, SLAC
and general academic facilities. Four appealed to particular user comnw-
nities, and only one served a truly diverse group of users.

ORGANIZATIONAL CHANGE

The direction of change in organization of these facilities should be
noted. Forces influencing this change in organization of the computing -
facilities were technological, programniatic, financial and managerial.
While hospital data processing was doing patient billing, the university
administrative facility was giving computing support to the medical clinics.
There was a substantial amount of overlap in these functions. Many
hospital patients were also clinic patients and many physicians who ran the
clinics also had admitted patients, Consequently, the hospital systems staft
embarked on a program to design a unified patient accounting system to
handle all the bills and records, indicating that they needed to increase the
size and. to some extent, the character of their computing.

Q n the other hand, many of the physicians in the medicat school who

ERIC
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" 10 ADMINISTRATION OF COMPUTER RESOURCES

had developed systems on the ACME research computer, now sought
computing services in a production rather than research and development
mode. The hospital data processing department feft that many of these
production services should be part of the centralized computing services,
and viewed with some voncern the initiation of independent systems in
pathology where an XDS Sigma 3 was installed to run the pathology
laboratory and maintain laboratory records. It was apparent that a large
amount of data communication between the faboratory automation
system and the financial billing system would be necessary. Similatly, a
research program in the department of medicine on drug interaction
initiated by Dr. Stanley Cohen needed to build a data base dependent in
part upon drug adininistration data from all the patients at the Stantord
Medical Center. tle, too, had instituted an independent computer support
based upon a DEC PDP 11/45, and had begun to build a data base for his
drug interaction studies. Underlying alt of this was the concern at Stanford
medical center, as in many other centers, about a growing trend toward
on-line hospital information systems. And although it was far from clear
what kind of system Stanford would introduce, it was evident that a
360/40 or a 3707135 operaling under a financial ofticer was an unlikely
place for development of & university medical center and hospital system.
In any event, the data processing department in the hopsital which had
begun to design an on-ine admission system using an IBM product, CICS
{Customer Information Control System), to give on-line access to some of
_their data bases, foresaw the need to upgrade their computer facility from
a 370/135 to a 370/145 and to move from a completely batch oriented
*environment to an on-line data base management style of computing.
Many of the same pressures, of course, were in operation at the ACME

advanced computing in medicine, the ACME system was not a suitable
facility for production. The final ircesistible force was the fact that the
National Institute of Healil informed the principal investigator that
continuing support of the ACME facility as a service facility would be
impossible. :

Thus, the medical community, university hospital and medical school
began an intensive study of computing needs and opportunities in the
medical center. After studying the problem for some time, they proposed
a central facility o serve all the medical center so that patient care data
would be made aviilable to physicians interested i primary care, to those
interested in research questions and to those interested in the administra:
tion of the hospital and school. Administratively, these proporals were
accorded g receplive hearing by Dr. Clayton Rich, the new dean of the
O cal school and vice president of the university for medical affairs.

EMCever. there were some difticulties with the funding of the center and
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some coneern as to whether a tacility in the medicat center alone was the
right step to take at that tinte. However, the need was acknowledged for a
facility that would give top priority to reliability, provide on-line
interactive computing including the language PL/ACME, provide extensive
file management and data base support services and include provision for
entering and interacting with laboratory and other time oriented data both
in research and patient cate functions,

At the same time, at the linear accelerator, under an AEC major
computer procurement cycle, SLAC was scheduled (o receive two
370/168s during the fall of 1973 to augment the 360/91. [n the
procurement negotiations, SLAC had taken the position that computing
would be central 1o eftective physics. The required tacility was slated to
collect data directly from experiments, spool it directly into digital form,
and allow selected interactive analysis by the experimenter of the data in
sufficiently short time to modity the experiment while in progress. For
back up and reliability, SLAC ordered a dual syslem. The computer
system had to be up whenever the accelerator was up. Otherwise, SLAC
priorities seemed entirely like those of the medical school, Also, the SLAC
facility was moving out of the exclusive domain of physics. At the request
of the director, various administrative functions for SLAC, including
payroll and inventory control, were moved to the 360791, so that many
features of production schedules were being imposed on the 360/91,

On the university administration 370/145, the impact of Project INFO
development was being felt. The on-line administrative system, OASIS,
was being introduced for student services and alumni records (See Chapter
I1). The direction in university administrative computing was toward
reliable computing, with production scledules, but in a data base
management environment and with on-line services.

In the campus facility, the general purpose academic coniputer, the
trend was in much the same direction. A research program on information
retrieval under the direction of Professor Edwin B. Parker has led to a
product called SPIRES which had been used as a basis for Stantord library
autonmation. In 1972, project BALLOTS was undertaken to develop an
online, machine based library system using the MARC file and also
handling original cataloging in the university library. The assumption was
made that if the computer was down, the library catalog department
would be down.

The direction of motion in all five computing facilities was much the
same. The more conservative management requirements that one would
expect in business computing were evidenced i the academic centers, and
the administrative facilities were moving towards on-line. interactive
computing, : .

@  When these facts were comsidered, the university administration decided
FRIC take advantage of Grosch's law, or, *It's cheaper by the dozen.” For
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twice the investment, one can get four times the computing. If an
organization needs more than twice the compuling, the law seems still to
be valid.

- COMPUTING SERVICES 1973

In April of 1973, the universily established the Stantord Center for

Information Processing, or SCIP, to manage all five university service

facilities, under the directorship of Charles Dickens, former director of the
SLAC facility, with Mike Roberts, who continues as director of the
university administrative facility, as Deputy Director. SCIP has moved in
the direction of establishing two rather than five geographic locations for

computing. One is located at SLAC, which is son*~ miles removed from the

campus, and one at the central campus, interestingly enough in the
neighborhood of the university library. All computer operations have been
placed under unified management. Soon there will be only three
installations. The model SO has been returned. A 370/158 has been
established next to the 370/145 and the 370/135 will soon be released
from the hospital. The entire medical center will then be using remote job
entry and terminal oriented computing. The ACME system is installed on
the 370/158. There is a single management for systems programming from
all five facilities with a charter to use the temporarily excess hardware
resources at SLAC for system development to develop a common
environment (interactive services, data base management, real time
services, and operating system) for the university as a whole.

Of course, there was before and there - aow more to computing at
Stanford than these services. For example, in the Graduate School of
Business, an H-P 2000 runs BASIC for the MBA students with one
operator and a faculty director. The computer is left running unattended
nights and weekends, and is very cost effective. In the consolidation,
Stanford University has brought together general purpose service com-
puters white continuing to allow unique services. Between 40 and S0
minicomputers, particularly in laboratory support and real time service,
will continue iv represent the second law of econoniics in computing,
Professor Cox of Washington University has asserted that if one knows
what compuling one wants, it can be had wholesale. Grosch’s law and
Cox’s law are two ptimary forces at work at Stanford. The trick will be to
get our computing cheaper by the dozen, but also to get it wholesale.

O
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Chapter 2

Management Information Systems

by Donald C. Carroll
The University of Pennsyivania

Light years ago as an acadenic concerned with management inform-
ation systems, 1 could have elegantly demonstrated, practically proved
mathematically, the possibility of generatized MIS for university adminis-
tration. Four years ago, as general manager of a systems development firm,
1 would have been delighted to present any of you with a proposal for a
generalizable management information system but probably not at fixed
price. Now as an academic administrator, I am considerably less optimistic
but not totally without hope. It is difticult to say whether it is age, fiscal
responsibility, or conscience that has made a coward of me.

Today, I would like to outline briefly the purpose and nature of
academic MIS’s (I will neglect supporting operations), describe our
financial management system at the University of Pennsylvania, outline
some of the characteristics of data processing systems drawn from- this
example, and ofler some rather dreary conclusions about the transferabil-
ity of such systems among universities,

THE FURPOSE AND NATURE OF ACADEMIC MiS’S

Let us assume that the objective of o university is the creation and
dissemination of knowledge. Recognizing the current economic situation,
that objective might be better stated as the creation and dissemination of

Q 13
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14 MANAGEMENT INFORMATION SYSTEMS

knowledge within fiscal constraints, The objective of an information
system for managing a university ought theretore 1o be to provide for
efficient allocation of resources toward this end. {1 the MIS is computer
based, data bases and program aids for decision-making must be provided
for planning and for control of university operations. What kind of data
bases are appropriate particularly for the academic side of a university?
There should be an accounting data base that comprehends budgeting as
well as control, personnel data bases dealing with both faculty and stafi,
an admissions data base, a registrar data base, a development data base to
deal with alumni and friends of the institution, undoubtedly a research
and services data base. and perhaps others. Programs for retrieval and
reduction are also needed whether for routine reporting or ad hoc
retrieval. Extrapolation programs that help to look into the futuce and
simulation programs to deal with various “what would - happen if”
questions- that the managers must ask are also needed. Finally, one needs
programs to update and maintain these data bases,

The structure of management information systems must reflect the
hierarchy of university organization. Normally, the organization chart tor
a university begins with a top management typically consisting of a
president and provost, continues with division into schools or colleges, is
turther divided into departments, and ends with the combination of larger
departments into groups. In fhe altocation of resources, however, other
slightly difterent entitigs within universities such as independent research
centers are important withi} schools, departments, and groups. Some-
times, these are other acaden)ic organizations such as graduate groups that
may include faculty from several departmeats not otherwise related
organizationally. Many universities and schools now have matrix organiza-
tions, with research and, teuching program structures culting across
department and schools.

One can perceive differences between state universities and private
universities. In state universities, the flow of funds is from top to botton
in a very real sense; the allocation decisions are highly centralized. In the
private institutton. normaily less centralized, the model is generally
baronial and funds tlow in different directions. While some baronies are
capable of contributing to a central fund, other baronies only can exist by
drawing from the central fund. {In some private universities, but very few,
funds flow from bottom to top.)

Recently it has become fashionable, especially in private universities, to
form *“responsibility centers’ in order to decentralice allocation decisions
explicitly. A description of such a system undertaken at the University of
Pennsylvania illustrates some of the problens encountered in attempting
to generalize computer based information systems for universities,

ERIC
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RESPONSIBILITY CENTER BUDGETING -
ONE APPROACH TO MANAGEMENT

For a responsibility center manager, tor example a dean ol a school, the
fundamental set of intormation is the responsibility center report which is
really a profit and loss statement. 1t consists of various income items:
tuition less financial aid: fees; endowment income; gifts, geants and
research contracts; income from cales and services (very important in
medical schools that have hospitals): and an item called interest income.
On the expense side are salaries and wages (whether administrative,
academic, secretarial, or part time employees); fringe benelits; various
current expenses: equipment (especially important in the physical sci-
ences); computers: and interest expense. At Penn centers are asked to
adjust expenses to be less than income and, in fact in some case,
substantially less than income. 1t is hoped that the difference between
itcome and expense (the “target') is sulticient to cover indirect expenses:
libraries, building operation and maintenance, the President’s oftice and
the like. Parenthetically, centers vary greatly in their capability and
attitude toward contributing to indirect expenses. In the budgetary cycle,
the ceniral budgetary staft’ works out targets which are passed to
responsibility centers. These are expressed as a difference between direct
income and direct expense as a first step in a process of budget
negotiation. The responsibility center manager is expected to respond in
one of several ways. He can accept his target and produce a supporting
statement that shows how he will meet the target, or he can say, **[ cannot
make that target,”” and negotiation follows. At some point, approval is
obtained and a budget is established for the next tiscal year.

During the year, managers control to a “‘flexible budget.” That is, if
more tuition is earned, niore endowment is obtained, or more research
contracts brought in, it is possible to adjust the expense side of the budget,
typically, by acquiring research assistants, visiting facully, and teaching
assistants. At the end of the year, according to the rules of the game at
Penn, if the target is exceeded by the responsibility center, that additional
money accrues to that center. It is deposited in a “bank™ and draws
interest which is shown as interest income on ke profit-and-loss
statement. It the center fails to produce to the target, a deficit is carried to
the bank and interest is charged to the center yielding interest expense.

The responsibility centers system does not stop at the level of schools
but ix to be carried down to the level ‘of departments or research centers
which may. in turn, wish to set up subsidiary responsibility centers. It is
thus a tiscal control system. because the allocation ol resources is broken
down 1o subsidiary tevels, an acadenic administrator does not have to tun
o the provost to trade money from the academic salary account to the
O
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secretarial account, lor example,
IMPLICATIONS FOR DATA PROCESSING

Technically, the various line items on the profit and loss statenent are
derived trom many diverse data bases. For example. the line itent,
“tuition,” is derived by a very complicated process drawing on the
registrar’s data base and the student aid data base, classified by department
or group within schools. This type of system which is typical for muany
private universities has certain implications tor data processing. 1f
subsidiary responsibility centers are created, each transaction or each entry
into the data processing system has to be coded at a very low tevel. For
example, a tuition credit must be recorded for each particular group and
departient within a school. Multiple activitles of faculty have to be
carefully tracked and accounted for. An individual faculty member may
have afliliations with three groups, for example, One must have an
extremely adriot bean counting operation to code a transaction before
even considering processing the transaction,

Let me attempt some generalizations on the characteristics of systems
that can comprehend the complexity of a management schenme of this
type. Most of the time, time is not of the essence. **Real time” in an
academic organization probably can be defined with a response time of
several weeks, not milliseconds. However, the complexity does place a
tremendous premium on flexible retrieval from thg system. One would
want to search for information on many, many dimensions: the student;
the faculty; the research center; the department. the research project; the
research sponsor; the program; and probably by type of activity. Possible
inquiries are literally endless, and it is difticult, if not impossible, to cover
the needs of the academic manager with routine periodic reports. Flexible
retrieval requires realtively straightforward report generation or, in the
more elegant situation, on-line retrizval,

CHARACTE RISTICS OF ACADEMIC MANAGERS

One must also take into consideration the characteristics of the
managers of the academic community. The most notable characteristic of
academic managers is idosyncracy. Among academic departmental chair-
men, there is a diversity that would be astounding in a commercial
organization. It would be nearly impossible to change this or to regiment
the way that academics manage academics. A computer-based MIS must
provide for such a variety of managerial style. One must also understand
that academic managers are transient. The average half-life of a department
chairman and deans is now on the order of two to three years. Hence, a

]: les(em mst be easy to understand and operate.
RI
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CONCLUSIONS

Computerbased MIS systems designed to ‘serve these departmental
chairmen must deal with large and very carefully maintained data bases
with requirements tor an atomic level of data somewhat more detailed
than the typical commercial operation requires. The system also will have
to produce few routine reports relative to the ad hoc teports that are
required in the process of management, and it must consequently have a
variety of retrieval and reduction programs.

The system called “GIS™ by the IBM Corporation was an elegant design
that met many of these specitications. It was probably not a commercial
success because it cost too much, I fear that it is the appropriate example
to cite, that is, university MIS’s, if' done right, cost 100 much. Most of us
will have to settle for fess: Thus, | predict that each university will want to
make its own compiomises and respond to factors that are most important
to it and factors important to one university are unlikely (o be most
important to anuvther. Where teaching is the fundamental activity and
money is not particulatly tight, one kind of compromise will be made.
Where research is fundamental and budgets are tight, a totally different
type of system will result from the compromise between requirements and
money made there. Because of these different compromises, | suspect
“exportability” of academic MIS's will be difficult and limited. [ hope
am wrong, but 1 do believe that we should recognize the inherent problems
in our pursuit of management information systems that “‘can travel.””

O
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Chapter 3

Computers in Instruction

by Chartes H. Warlick
The University of Texas at Austin

The University ol Texas is probably better known in terms of football -

than it is in terms of instructional computing. However, there is a great
- deal of instructional computing at the University of Texas and it has been,
toa great extent, incorporated into the curriculum at the university.

“ For example, computer-assisted instruction is a real on-going practice
with hundreds of students in chemistry and geology spending thousands of
hours at console terminals interacting with instructional modules. To
provide this service, the systems staff at the University developed a
conversational language for instructional computing, whiclf is a superset of
Coursewriter {1 and FORTRAN IV, along with all of the supporting CAl
management software,

With a new computer-augniented lecture techaique, instructors sre
using the interactive system with large rear-screen projectors before large
classes, This permits instructors to carry out complex calculations before
the class, instead of leaving the difficult problems as class exercises.

The aggregate of instructional computing activities can be seen in the
statistics for undergraduate and graduate classroom use compared to the
total computing activit'es last year. Forty-tive ditfereni academic depart.
ments used the interactive computer systent in {972,

Academic computing has been centralized at the University of
Teéxas-Austin for many years. A seven-year-old Control Data 6600 and a

El{lC : 18
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younger 6400 are connected through a large core memory and through a
large mass storage system. The computers operate independenily but'share
a common file system. They are used exclusively for academic purposes
with all data processing being handled in a separate business office
“computer. The 6400 serves interactive users through 128 timesharing
ports, and the 6600 handles the batch load through 16 remote batch entry
terminals, There are also other computers serving special academic needs
on the campus, but nearly all are interconnected with the 6600 forming a
campus computer network, Like most institutions with Jarge computer
facilities, Texas has used its computers primarily for support of large
research projects, particularly in the natural sciences. However, in recent
years there has been a substantial up-swing in the use of computers in
instruction,

Figure 3.1 Computing Activities 1972.73

900,000 Programs
7,300 Hours of Computer Time
18,000 Undergraduate Students
600 Classes
330,000 Programs
32,000 Hours on Timesharing Terminats

1,200 Graduate Students
180,000 Programs
2,000 Hours of Compute,

and universities in one of ¢&
computer networks during
L3 institutions participatggf
\o self-sustaining baggl
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The really impoitant questions relating 1o the etfectiveness of the
academic computing in the instructionad process went unanswered for the
most part. Theretore, the NSF launched a separate project addressed to
these questions with the EDUCOM study of Factors Inhibiting the Use of
Computers in Instrection which was directed by Ernest Anastasio.

In the final report, Mr. Anastasio stated that the major question to be
answered was “how can evidence of effectiveness be provided?” The
following cireular sequence of answers evolved: To provide evidence of
ehectiveness, one must conduet a convineing high quality demonstration,
hul this requires good computer muterials, and good materials can only be
prepared by people who know theories and methods of instruction. To get
good people. one needs professional recognition and economic incentives,
whicls in turn require evidence of the value of the pursuit and a formal
production-distribution systent. These require a market. Ta get a market
one nieeds g demonstration of effectiveness. and the foop is closed,
Hopelully an infusion of tunds somewlere in the loop would help break
the cyele,

The National Science Foundation has joined the University of Texas in
an attempt to break this cyvele by producing quality computer materials
and demonstrating these materials. The Computer-Based Education Project
has been established, whicluis a fivesyvear curriculum developmient eftort

-~ with four primary goals: (1) 1o identify the common concepts among
disciplines: (2) to develop evaluation sehemis (33 to develop transferability
criteriu: and (4) to develop an implementation model. Directed by Dr. ], ).
Allanand Do 3L, Lagowski. Project C-BE is applying current techsiology
and currently available devices in concen with sound pedagogical practice.

Ultinately  Project C-BE will involve 75 professors and over 4,000
students in 44 ditferent curriculum development and demaonsteation
projects, The project is entering its third year and its impact is readily
apparesit, For exaw ple, during the Fall 1973 semester 25 of the
sub-projects will test computer-based instructional modules with 1,200
students averaging 2,000 console hours per week. A wide spectrum of
disciplines is represented including physics, LhCI“lS“’) psychology, engi-
necring, statistics, biometrics, linguistics and home cconomivs. Without
any question Project C-BE is helping to bring about changes in the
educational palicies of the university, including a change in the university
attitude toward the allocation of computer resources.

The Nationa} Science Foundation has also launched another project to
break the Anastasio cycle by attacking the problem of the formal
distribution system. The NSF brought together five of the successtul
regional computer networks, including Texas, to undertake a study of
transportsbility and disseriination of computer related curricolum mate-
C “le it project CONDUIT,

]: IC e tive mmpmc networks v.umprmng CONDUIT include thuse
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centered at Durtmouth College, the University of lowa, the North Carolina
Edueattonal Computing Service, Oregon State University, and the Unijver.
sity of Texus at Austin, Eacluinstitution offers a unique set ol resources;
no two have the same type of computer system, and together they provide
instructional computing services te 275,000 students at 100 institutions of
higher education. Representing almost $47 of the institutions of higher
education the CONDUIT networks provide an ideal experimental buse for
a study of the trapsportability and dissemination of computer-based
teaching materials.

CONDUIT OBJECTIVES

The visionary goal of CONDUIT is to use the computer to improve
undergraduate education in a cost-eftective manner by the exchange of
computer retated curriculum materials. This project was concerned with
the beliet that exchange can significantly multiply the benefit of
expenditures on curriculun: development. However, the project directors
realized that an attack on this problem required a study of the movement
and dissemination of curriculum “matertals which use computers in
undergraduate education, Movement and dissemination then became the
operationat goal. The curriculum materials being studied run the gamut
from simple computing exercises, to instructionat modules, fully inte-
grated curricula, computer-oriented texts and other adjunct materials. In
planning the research program to study the movement of curriculum
materials, the text book publishing industry was taken as an excellent
model.  Unfortunately, though, there have been numerous fatlures in
attempts to use this industry for the distribution of computes-related
materials.

CONDUIT’s primary objective was 1o look for the requisites for
achieving transferability by looking at difterent methods of transfer. This,
in ture, broke down into 10 sub-objectives: -

I. Creating dissemination strategies which difter in the manner in
which they perform their various functions,

Obtaining quantitative measures of “‘success” of dissemination.
Determining subjective aspects of computer based material dessmina-
tion such as acceptance and attitudes.

oty

4, Determining guidelines for technical transport,

5. Establishing a small. high-quality rescrvoir of materials based ou
experimentation with disciplinary review and technical verification
of the materisls.

6. Publicizing the availability of matertals.

7. Obtaining cost-eltectiveness data.
Determining the irreducible minimum of proceduces for dissem:
inatton,

&«
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9. Providing insight into the human interrelationships  that must
necessatily accompany distribution activities on a national scale.

10. Determining which CONDULT setvices could be made wholly or in
part selfsupporting and what the long-range role of CONDUIT
should be in seivicing the dissemination of computer-refated
curricnluny materials.

The intent of CONDUIT was to accomplish as many of the objectives as
possible during the study phase of the project.

The determination as to whether these objectives are met is a
responsibility which should not be done internally but rather should be
vested in a body outside of the project statt conducting the experiment,
The thuman Resources Research Organization (HumRRO) which has
undertaken the evaluation Tunctivn becante an import;ﬁ{l cantributor to
the design of the vehicles through which data could be collected for
evaluation,

CONDUIT ORGANIZATION

CONDUIT has developed a tormal structure to accomplish its goals.
{See Figure 3.2)

Figure 3.2 CONDUIT Organization Chart

{ Policy Board

HumRRO }\\ N S e

™~ CONDUIT Disciplinary
- Central =1 Committees

e i e e E e

Advisory |-
Council

ORI SR

. [ Curriculum Coordinators

The Policy Board consists of the directors of the live computer centers
El{‘Cmakc up the CONDUIT consortiuny: Latry C, Hunter of Oregon State,
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Thomas F. Kuity of Datmonth, Louis T, Parker of North Caroling LCS,
Gerard I Weeg of Towa, and Charles T Warlick of Texas, Atter & twosyear
pedied of rotating the chairmanship, Professor Weeg has been named the
“permanent” chairman of the Policy Board. As its name implies. the
Policy Board is the ultimate authority tor all actions in CONDUIT. As
such it sets or approves the long-tange goals and activities of the
organization,

CONDUIT Central is the executive branch of CONDUIT churged with
the direction of the activities of CONDUIT, the two-way liaison with all
constituencies of CONDUIT, the creation of good, new directions and
activities for CONDULT, and the liaison with the evaluation agency.
HumRRO. Dr. Jim Johnson of the University of lowa is the current
Director of CONDUIT and heads the CONDUIT central organization,
During the first phase Dr. Ronald Blum served as CONDUIT Director,

The Curriculum Coordinators located at cach of the five nodes of
CONDUIT are changed with implementing all local aspects of CONDUIT
activities, , '

These three components were envisioned in the original design of the
CONDUIT organization. - As the project progressed, it was recognized
attention sheuld be concentrated on a small number of disciplines, and
that help was needed tfrom the leading proponents of instructional
computing in those disviplines. Seven disciplines were selected for which
computer-based  curriculum matedals were known to exist: Biology,
Business, Chemistry, Economics, Mathematics, Physics, and the Social
Sciences.

Committees were then set up for each of the disciptines consisting of
four persons with experience in and a commitment to the use of
computers in the undergraduate teaching of the discipline, The disciplinary
committee members are not necessarily from CONDUIT schools. Each
conunittee has elected its own chairman, and the seven chairmen and Dr,
Karl Zinn of the University of Michigan constitute the Advisory Council.
This council provides the Board and CONDUIT Central with a panel which
reviews plans and activities and suggests new directions tor investigation,

"l fact, the establishment of the disciplinary commiittees is one of the
most important things the projeet has done, The committees have worked
wonders in locating existing computer-based curriculum materials in thei
disciplines. They have reviewed them and passed on to CONDUIT
recommendations of materials worthy of consideration in a program of
testing and evaluation,

The organization diagram does nol show the indirect but important
contributions of the NSE project Monitor, Dr, Andrew Molnar.
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CONDUIT ACTIVITIES

Speciflc activities carried oul by CONDUIT thus far include regional
workshops, nationa) classroom tests, hypothesis tests, video-tape seminars,
and independent transter of computer based curricutum materials.

Fach of these has the dual role of providing inlormation to identily
critical factors in the movement of computerbased curriculum materials,
and helping to determine the relationship between dissemination strategies
and user adoption.

Cenerally, the classroom tests have been preceded by wational
workshiops in which faculty from schools in the CONDUIT networks are
instructed in the pedagogical design and use of curriculum materials passed
on by the disciplinary commniittees. The CONDUIT nodes have assuimed
responsibility for activities in one or two disciplines and the workshops for
the different disciplines have been held at these sites. For example, the
chemistry materials are handled out of Texas. The attendees at the
workshops, however, come from alt of the CONDUIT networks.

The workshop falulties have usually included the authors of the’
computer-based curriculum materials which will be tested by the attendees
back in their respective classrooms. The authors have discussed their
approaches in the development of the materials, techniques of their use
and experiences with the materals,

The materials presented at the workshops have been installed at all of
the CONDUIT networks, and the workshop attendees have now conducted

- nany classronm tests of the materials, This national classroom test effort

has been carefully monitored by a series of 18 data collection instruments
ranging {rom a programmer transporl fog to a student evaluation of
materials. The collection and analysis of data are being performed by
CONDUIT with the results being evaluated and reported by HumRRO.

The national workshops have been lollowed-up with regional work-
shops conducted by participants in the national workshops. This second-
aty effort has been very important in spreading the classroom tesls
throughout each region,

Working with HumRRO CONDUIT has also developed a set of
hypotheses regarding the transportation ot curriculum materials, To test
the validity of the hypotheses data generated from the classroom tests is
used and specitic activity toward testing hypotheses has also been
undertaken, Three of the ten hypotheses are:

* A markel tor educational computer usage and program exchange

does, in fact, exist.

o Workshops are necessary to provide a unique combination of

molivational and informational factors for the user.

O
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o The greater the physical and psychological distance of the potential
user from a CONDUIT network, the less likely the chance of
adoption of the educational technotogy.

Specific activities undertaken to test hypotheses include design of
alternate dissemination systems tor materials in biology and social science.
These materials were put in selt-demonstrable form to compare this form
of introduction to workshops. Nolification to make faculty aware of the
self-demonstrable materials included brochure mailings and telephone
contact. As a control, workshops were held in two different regions.

Some independent transfer has occurred involving the movement of
materials that were not part of the formal CONDUIT classroom tests, This
activity has been initiated by CONDUIT personnel who have made use of
interpersonal relationships cemented by the CONDUIT study.

CONDUIT PRODUCTS

The entite evaluation effort of CONDUIT is directed toward producing
several final products that will be useful tor developers, for persons
involved in transporting materials, and for users of transported curricula.
User products are designed to provide the academic community with
information that will be valuable in facilitating curriculum innovation
using computer based materials.

Documentation guidelines will be prepared to provide a systematic set
of standards for documentation of computer-oriented materials,

Selection guidelines will establish standards to guide selection of
computer-based materials to be moved from one site to another.

Technical verification guidelines witl define procedures for determining

- the correciness of a computer-oriented package after it has been imported
and installed in a computer facitity, Such procedures will serve to ease the
process of testing and detecting errors that are either the result of
technical mistakes in translation or the result of machine dependent
characteristics of program operation.

Technical transport guidelines will contain a list of the common
problems ercountered in movement of computer-oriented materials.

An important by-product of the CONDUIT experiment will be the
libraties of tested and validated curriculum materials install~d and in use at
the CONDUIT networks and available to all who wish to acquire and use
them. These will be complete packages of programs backed up with all
appropriate textual materials.

An on-line catalog of available niaterials has already been established on
the Dartmouth computer for use, at present, by the CONDUIT.- partic-
ipanls.
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new teaching venters to be established in the various colleges of the
University of Texas-Austin. About $500,000 will go into the expansion ol
the interactive service, with particular attention to the support of students
iMeracting with instructional modutes, The balance will go into remote
bateh computer teeminals and equipment Tor special teaching projects.

The University of Texas is in o unique position today with regad to
instructional computing, This uniqueness derives fram the University’s
farge capital investnient in academic computing, from the administration’s
drive to incorporate this technology into the curricwlum, and from the
direct thrusts of Project C-BE and CONDUIT, which will turther
incorporate computers into the instructional program,

Texans do not undertake things in a small way. The University expects
large successes, and expects 1o share theas for the general benefit of higher
¢ducation,

O
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Chapter 4

Computing in Research

by Robert L. Ashenhurst
The University of Chicago

In developing my notes for this address, 1 decided that it would be
more appropriate to include the word “computing” in the title, instead of
“‘computers” as appears in the program. In this way we are led to
concentrate on fundamentals rather than equipment..lIt is a never-ending
source of surprise to me that any discussion which begins by addressing
what research objectives should be supported by computing still tends to
end up with a discussion of the latest hardware acquisitions of this-or-that
contputing center.,

It is appropriate to characterize the decade of the 1960°s as that in
which computing in research came inte its own. Earlier, in a time which
night be characterized as the Dark Ages, automatic computing facilities
were available to only a few researchers. At that time the potential of the
computer as a research tool, although obvious to some, was certainly not
widely appreciated. By the end of the decade, with the flowering of the
Renaissance, everybody was carrying around printouts and sitting at
terminals. The essential difference, although the expansion of physical
facilities was substantial, was the rise of the. notion that computing or
access to computing is an integral and indispensable part of research for a
broad variety of disciplines. The growth of physical facilities was
inextricably linked with the development of this notion, and the pattern
of that growth has given us a legacy for the future.

28
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But the situation v again chinging, as suggested recently by Martin
Greenberger: “The centralized operation that tried to be all things to its
broad spectrum of users within the insritution is giving way to extra-
institutional approaches to providing and receiving information and
computing services." ! 1y s becoming fashionable 1o declare the university
computing centers that grew up in the environment of the 1960 to be
outmoded, and to recommend that the resources supporting them be
turned 1o more up-to-date schemes like networking and  hierarchical
computing. ,

woains to be seen it in the decade of the 1970 there will be a
Reformation and a Counter-Reformuation, or whether all (hat can be
skipped in getting on with the Age of Enlightenment, The problem is to
effect a transition  without resorting to violent means toward  the
protectors of the old order. At the same time it must be recognized that
the apostles of the new way can lead us into a new set of systematic
rigidities, unless their doctrine is viewed in the context of the realities of
the fundamental nature and purpose of research computing,

Computing centers that grew up on university canipuses somelimes
started out with o certain confusion as to mission. characterized by a
difterent understanding on the part of those who woultd use the system lor
research from that of those whose budgets had to support the center.
Eventually a4 pattern emerged whereby the computing center was a
recognized source of g particular set of services to the research
community. These were well characterized as “computer systems services'
or “computing services™ rather than “applications services™ specific to
research in a discipline. Computing services involved keeping the hardware
amd the basic operating software up and running, and providing high
quality, fast turnground batch processing and later interactive access, using
a variety ol programming languages. The provision ol these services
became protessionalized in the customer type relationship of the research-

~er to the computing center, '

In the ideal case, this was an appropriate structure, We can think of the’
researcher as interacting formally with the center, expecting the comput-
ing services to be available reliably and reasonably. Although the
researcher grew quite dependent on those services, he still considered the
content of the programs and the data files that lte used to be basicatly his
own responsibility. He interacted informally  with his students and
colleagues to develop and exchange ideas and programs. It he wanted to
obtain programs from elsewhere, there was a problem getting them to run
at his home center. Sometimes it was necessary to go to another
installation, preterably in California, to run someone else’s programs in
their natural environment.

@ the situation described, both the dedicated group of peopte wha
EMC‘cd comptting services  (nunagers, systems  programmers  and
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operators) and. the dedicated group of researchers (research investigators,
co-investigators, tesearch assoctates, and students) were doing something in
which they believed. However, matters in practice did not always nieasure
up to the ideal. Disagreements over what constituted good computing
service often arose, Computing center managers were sometimes left
defending a not very defensible position due to idosyneracies of their statt
over which they had no control, and researchers lost no time in
incorporating these idosyneracies into their stote of anecdotes about the
frustrations of using centralized computing facilities, In addition, more
systematic pressures acted to increase the gap between what the user
thought he wanted und what the center was wont to provide. The
management ground rules under which the center operated usuatly placed
a premium on catering to 4 stabilized set of demands, Thus more routine
uses, often administrative data processing, were emphasized at the expense
of service to researchers who tended to have variable demand and financial
support for computer use. Management ground rules also acted to inhibit
innovation unless a very clear demand for a new service existed.

Even with these limitations, tunctioning in this mode was more
satistactory  than when the roles of the two dedicated groups were

“confused. Often attempts by a generaliced computing center to supply
servives that intimately tied into research applications tended to be even
harder to maintain and manage effectively to the satisfaction of users.
Such service programming for researchers was not terribly welcome. At the
same time, attempts by academic departments to run individual computing
facilities, although occasionally successfut, usually did not work. Because a
computer standing in the corner in a department is not évident to the
world, these failures were not as apparent as deficiencies in a computing
center used by the whole university. ‘ '

Today, the ambivalence that characterizes these contlicting trends in
the development of computational support of research is aggravated by
several new features which further complicate the picture, but which,
properly brought together, are capable of leading to enhanced capability
over a broader range of research needs, These features, naturally enough,
represent trends in opposing directions. Two paramount trends ate those
toward use ‘of minicomputers and wward nationwide discipline-oriented
computing packages and databases.

The most immediately evident new factor is the minicomputer.
Miniconsputers are frequently used for realtime data acquisition, in which
case they become part of the experimental instrumentation and cannot be
denied to the research investigator in the name of centralized computing.
A basic minisystem costs $5,000-510.,000, but more equipment is often
applied for when it becomes apparent that the basic system does not

Q ovide all the services that the investigator needs,

]:MC With such a minisystem, the notion of a departmental computing
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service becomes vighle, A research investigator who has his own computer
may say, "My computer is available. I'll let all of my group use it as they
want, Al my graduate students will learn how to use it. [t will be there
when they want it on a ftirst come, first served basis.” Most computing
center directors find such an arrangement ditficult to counter, especially
when the person who wants to acquire the computer has the funds to do
it. The researcher is thus able to go back to the style he knows so well,
that of the informal facility. OF course there is a problem if the original
investigator leaves the institution. Then what could be done easily

yesterday cannot, tor reasons not easily discernible, be done today. That,

however, does not seem particularty strange of people who like to do
computing systems research as an anciltary activity to their disciplinary
research.

- Additional factors, however, have produced a countertrend to the
minicomputer revolution: the availability of computing packages appli-
cable to a particular discipline; and the development and availability of
discipline-oriented databases. Researchers have put together systems of
programs and aggregations of data that are of use to a wide variety of
other workers in their discipline, and have committed themselves to
maintaining and disseminating these materials, Note that here a third type
of dedicated group has appeared, a group of people in a discipline who in
fact are spending their time on making research materials available rather
than continuing discipline-oriented research.  Although problems do
develop as to professional motivation, such packages and databases are
being brought torth in increasing numbers.

The emergence of discipline-oriented resources leads to the conclusion
that large computer networks are the way of the future, Because users can
fap into a remote system as ir' it were local, it is possible to access packages
and database$ that physically reside elsewhere and 1o avoid the ever.
present ditticulties of transporting them to one’s own installation. The
technical feasibility of such networks has been demonstrated by
ARPANET and other protstype developments.

As emphasized in Jhe recent EDUCOM-NSF sponsored seminars on
computer networking™, the problems of making networking a reality are
“political, organizational and economic.” As disciplinary centers such as
the NCAR facility -for geophysical and atmospheric sciences are estab.
tished, their existence will certainly be a political and economic factor that
will facilitate the evolution toward a network-type economy, despite the
substantial obstacles that still exist. 1t is also customary to consider
organizational problems as being formidable. When considering net-
working, research users often compare network use to local computing
center use saying, “Well, we have a certain amount of trouble vsing our
own computing center. How are we going to tap into a terminal
O uunicating with a remote computing center? We don’t know the

ERIC
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people there, we don't even know their phone nunmiber sometimes, and we
wonder where they are on this particular morning.” The solutlon to this
type of problem, while not primarily technological, can nevertheless be
approached through technology.

There naturally emerges the notion of a hierarchical computing system
wiiere one has access to an intermediatedevel locat computing facility,
backed up by a network of higherdevel computing services. It is frivolous
to give a researcher access to a myriad of remote systems without
mediation. He needs services that are more appropriate for his interests,
There has been a certain amount of talk about the wholesaler and the
retaiter of computing services. Many of the organizational difficulties of
providing computing services through networks can be dispelled it the
retailing function is organized as a dedicated group with the objective of
making those services avaitabte to local researchers.

This opens up the prospect of a variety of new system configurations,
both hardware and software, tor focal nodes of networks serving particular
communities of users. Under the rubric of “networking” and/or “hier-
archical computing.” many projects have come Into being in the past two -
or three years to exploit the possibilities. Some of these are supported by
government grants, others represent attempts by campus and other
computing centers to broaden the class of services they provide.
Unfortunately, but typically, the terminology of characterizing such
configurations has not yet matured to where the same words mean even
roughly the same thing to all parties. Programimatic efforts by the National
Science Foundation and the National Bureau of Standards and others,
including EDUCOM, should help to get the situation more sorted out in
the near future, _

A research group at the University of Chicago is attempting to
implement such a function for a system being developed as one of several
projects supported by the National Science Foundation. A detailed
discussion of the system is given in the final report of the EDUCOM-.NSF
sponsored Seminars. The Minicomputer Interfacing Support System
(MISS) is conceived as a specialized facilily tor serving researchers who
need minicomputers in their experiniental investigations, although it may
support minicomputers used in other ways. Often a researcher with a
minimal minicomputer system will find that he has temporary needs for all
sorts of additional facilities which can lead to unanticipated expense if he
has to acquire them for himself. A hierarchical system like MISS serves
such minicomputers that investigators acquire themselves and plug into the
system. The system supports a variety of minicomputer types, and permits
the investigator who has a minicomputer to have it online or to use it
standalone as his needs dictate. The system is designed to serve
‘O tigators who will use the system when they need its services, and not .

E MCrwise.
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At the highest level of this system there is a large central computing

‘facility. At the present this is the University Computation Center, which

has recently upgraded to the 1BM 3707168, but it is hoped that eventually
this will be expanded to a network. Access to the network is through an
intermediate level, which is a specialized aggregate of hardware and
software and an associated systems staff. This stafl is thus the link
between the researcher who has the oceasional use for a higher facility but
does not want to be bothered with a lot of intricacies, and the large
centralized facility or network, which is supplying the computing services.
Technologically, one could have all levels above the minicomputer be
served by one large ventralized facility, but a very important part of the
MISS design is the intermediate level in the three-level system, because of
the need to facilitate the interaction of minicomputer systems with higher
level computing services.

Thus hierarchical computing is more than accessing various levels of
computing power. Essentially it is provision for nuintaining specific
services at the various levels through specific organizational features as well
as communication lines. Hierarchical computing orgamzes, or helps to
organize, the groups of people so that the service purveyors can
concentrate on purveying services and the researchers can concentrate on
rescarch. In this way best use can be made of the new technological
developments that have emerged in the last few years, to permit their
claimed potential to be realized in benefits to users.

The University of Chicago MISS project embodies only one way of

~organizing a hierarchical computing system, and such systems represent

oniy one way of providing new types of computing services in support of
research. 1t is hoped, however, that the preserdxdiscussionhas indicated
the need for reevaluation of the traditifill attitude of researchers toward
computation facilities as viewed by many, and for keeping an open and
inquiring mind concerning the possible scope of “research computing” ings
lhe future. ;

REFERENCES
1. “Computing in Transition™ Science, 28 September 1973

2. Proceedings to appear as Networks for Research and Education, Greenberger,
et al (MLLT. Press, Cambridge, Mass,) 1973,

O

RIC

Aruitoxt provided by Eic:




PART I

ADMINISTRATION -
OF
COMPUTER
RESOURCES




Chapter 5

Administration of
Computer Resources:
An Overview

by James Poage
Princeton University

One theme which links together all the tatks on Computers in Research
is the fact that computing for higher education is in a period of change.

Basically, there were four ways that speakers looked at change. First,
some described what has been done with resource sharing. Another class of
talks reviewed plans for resource sharing or improvement of services. The
third class included statements like, “If you're golng to do it, consider
these following things.” People came up with a list of suggestions,
particularly for college and university administrators of things that ought
to be considered in the decision making processes. And finally, a fourth
class which focused on statewide plans came out with the warning, “If you
don’t do it first, somebody else is going to do it for you.”

John Skelton from the University of Denver has been looking at
networks. He is in the process of publishing a monograph, “Games
Universities Play.” His remarks may have sounded lighthearted, but he is
deadly serious (see Chapter 6 for a full version of his paper). Games such
as, “The Balance of Payments” game, the “High Society” game, the
“Welfare Versus the Proud/Poor” game and the “‘Godfather” game,
llustrate the ways in which faculty and admninistrators at universities often
interact. M one is going to get into any sQr| of change siluation, such as
moving into a resource sharing position. it is best to know how decisions
Elil‘c 37
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are being made and where they are being made, If one doesn’t know this,
decisions are not going to be made the way one wants them to be made.
Dennis Fife. frum the National Bureau of Standards, reported on an
investigation of network management and how it should change as
resource sharing moves through various phases. The study focused
particularly on the management of change. Dr. Fife isolated five phases or
steps that universities appear to go through as resource sharing networks
are developed. The first and most basic step is the mutoal service
arrangement where two or more centers act gs each other's facilities. This
is usually done on a straight vendor-customer relation, The next step is a
mutual support phase where, possibly through some agreement or
contract, one institution guarantees another a certain amount ol inconwe in
return for a reciprocal guarantee, In a third phase, operations coordination
begins. Things like catatoged procedures are standardized. The fourth step
is taken when a services alignment is arranged where various groups start to
specialize. One institution might' specialize in timesharing, another in batch
processing, and another in graphics. Finally, institutions reach the top level
of cooperation when joint ownership is developed. olten quite apart from
the usual university structure. The five-step process is interesting because it
is typical of many real situations. Rutgers University and Princeton
University had alot of trouble in the State of New Jersey a few years back
trying to cooperate. Lndless committee meetings were held trying to
achieve some degree of resource sharing, Looking back, it is obvious that
representatives were trying to establish a monster organization that fell
between the fourth and fifth categories of services alignment and joint
resource ownership. All this was tried without first having established a
basis for resource sharing by passing through the earlier phases. Because
the institutions tried to move too fast too soon, it just never worked,
Under the current arrangement, the EIS organization falls very low in the
hierarchy of resource sharing. The facilities management arrangement
beiween EIS, Princeton and Rutgers is a very simple one but will probably
be the basis from which more extensive cooperalion can be developed
within the state. ‘
Charles Mosmann, who is conducting a study of Academic Computer
Planning in the States for EDUCOM, classified networks into four
categories. In the empire model, which is based on the Dartmouth
experience, there is one large central university computing facility upon
which everyone builds. In the alliance model, which is based on the TUCC
experience, a cooperative kind of nelwork operates. The common market
niodel is typified by ARPA where colleges on the network conipete with
one another. Finally, the legislative net is achieved when people are forced
into a sharing environment by an agency of the state government.
Computing for higher education in the state of New Jersey matches closely
]:ltc legislative net. These models are most interesting in the context of
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change, It computing services tor higher education are changing in the
dirgction of resouree shuting, one really should be aware of the differences
that exist among these tour kinds of nets. I the differences are not
recognized, goals cannot be well spelled out.

In two sessions, various statewide plans were spelled out and critiqued
by members of other state organizations. For two of the states involved,
these were a ceremonial bloodtetting,

For conferees, the sessions were very profitable since they could look at
states with fairly well-established resource sharing networks that have gone
through a very rapid and drastic change. Ilinois for example, and New
Jersey have been in business a full year now. Oregon is in the planning
stage. Clearly state plans are very, very dependent upon the political
environment and on the people in those states. What is structured for one
state may be totally unrealistic for any othe) state for reasons that are not
always apparent. For examgle, in 18 months’ time, Illinois consolidated
. twenty-two data processing centers into five and will further consolidate
to bring the total number of centers to two. That is traumatic change!
Furthermore, the educational data processing budget has dropped from
$13 million to about $10 million in one year. That, too, is a trauma!
According to Paul Site, the situation in New Hampshire is very similar.
One might draw 4 moral from these experiences. **Do it for thysell, or the
state will do it tor thee.”

State plans are so dependent upon the individual state environment that
one can’t really pick up a plan from one place and put it down in another.
However, action must be taken by colleges and universities now to build
resource sharing arrangements. If universities don’t take the lead in cutting
budgets and sharing resources, the state agencies will do it for them.




Chapter 6

-~ Alternatives in
Computer Administration

The Games Universities Play

by John E. Skelton
University of Denver

In 1971 members of the Mathematics Department and the Industrial
Economics Division of the University of Denver were awarded an N.S.F.
grant to study alternative methods ot organizing, managing and financing
computing at the nation’s institutions of higher education.! Because of
several factors including the economic crunch, increased state involvement,
and decreased federal support, the investigators felt that the state of
computing at colleges and universities was at a turning point. In
computing, the gap between the haves and the have nots was widening. As
pointed out by Professor Greenberger in a recent issue of Science, “The
day of the large general-purpose, single facility computer center may be
ending...” Although flourising for a number of years, *...a sharp drop-off
in external support and funded usage compounded by some customer
telations and credibility problemis arrested its development. As deficits
began to appear like warts on soaring computer budgets, institutional
exectitives started searching for alternatives to the computer center.”

Many alternatives to the computer center including alternative organiza-
tions, management and financing either had been tried in the past or were
in used in an effort to solve the increasing problems. However, information
as to the attractiveness, inner-workings and relative success of these
alternatives on a campus was not being disseminated to the higher
education community at large.

ERIC x
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The Univensity of Denver study was conducted thirough teams site
visitations. A typical team was composed of a computer scientist, an
economiist and an outside consultant (usually someone recognized to be
knowledgeable to institutional computing). The team would typically
spend two or three days at an institution interviewing students, faculty,
administration und computing center stalt, Anonymity was guaranteed to
all interviewed and a free exchange of viewpoints was invited. In some
cases, where specilic intormatiop, was needed, shorter visits or telephone
interviews were used. Governmental units associated with computing on a
stalewide level were also interviewed. The overalt project used an advisory
board of recognized computing authorities with extensive institutional
computing experience. Sites were selected to be visited on the basis of
known or suspected employment of a particular alternative of compating
organization, management or financing and with the concurrence of the
advisory board.

The tinal report will be a pocketbook-sized docunent ofappmximately
80 pages wrilten to be read by college and university presidents.” This
repoit will not be written for the computer scientist or the computing
center manager and these specialists will probably disagree with much of
what is said. The report will summarize what is now going on in computing
at institutions of higher education. It will indicate how to recognize the
current state and future direction of computing at an institution, It will
analyze the various pressures and pressure groups involved, who really
deteemines what is offered, and more importantly not offered, and why.
Hopefully this report will give the beleaguered top administrators some
feel for what is going on around them and what questions to ask of their
own cpmputing specialists. It will not tell the administrator what is the
tight or wrong decision, for only the institution can determine that, What
“the report will give is a menu of alternatives and some ammunition, 1t will
give some indications of what is good about an entree and what is bad,
what the price is and what the benelits are. The report will close with
several scenarios taken rom real situations. The names, obviously, will be
changed in order to protect the guilty. ‘

At first blush the title “The Games Universities Play” may seem
facetious, but is in fact quite serious. There are many similarities between
what can be observed going on in institutional computing and the content
of the late Dr. Beme’s popular book. Colleges and universities have baen
faced. and are faced today, with various computing alternatives. Comput-
ing decisions are not usually based upon technologically oriented
argunients but rather are formed as a result’ of the dynamic human and
organizational processes within the institution itself, A game is being
played by the parties involved in the decision and the gane deals with the
inltetacﬁon of computing alternatives and established institutional decision

E ‘lCng processes, The games determine what computing alternatives are
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and are not considered, why they arose in the first place und how the issue
is resolved. The game is played quite seriously, cither knowingly or
unknowingly, both by administration, taculty and stall’ who are quite
intelligent and by those who are not so intelligent, It is played by those
who hove the best interests of the institwtion at heart and those who have
their own best interests at heart. The stakes are high and the outcome and
total eftect of the game at an institution may not be known for quite some
time. The outcome will impact not only upon computing but also upon
some of the most vital academic and administrative aspects of the
institution.

A few examples highlight the range of alternatives available for
providing computing in higher education: internal and external networks;
the emergence and ettect of the mini’s; the Chi Corporation; and TUCC,
various cooperative ventures; and the selfsutficient institution. These
alternatives will be described in the Denver Study final report. However,
the alternative does not alone determine the environment in which
computer decisions are made. The following games are generalizations of
games that have been observed in one form or unother at several
institutions, ‘

At the October, 1972 meeting of EDUCOM at Ann Arbor, Prolessor
Berg discussed networks in terms of economic trasle lheory.5 Our lirst
game is based heavily upon Professor Berg's paper and is called the
“Balance of Payments Game.” This game is played by several institutions
who decide to share their computer resources through a network, The
basic idea is that each institution will offer unique services to the network.
The individual user at an institution has a Iree choice of systems. The
institution guarantees to pick up the tab tor machine time used on other
participating systems and associated network costs. This seems like an
ideal situation. The idea behind this concept is that each institution can
develop its own specialized facilities and software-and let other institutions
develop other capabilities according to its own special talents and a free
exchange of trade will occur, However, the goal of the gawe that is being
played is to maximize income. Institutions really want to derive more
income from the selling of services to other institutions than they will
spend buying services from other institutions for their own faculty,

. sthdents and staff, In fact, every institution in the game is probably trying

1o maximize a positive balance and minimize the possibility of a negative
balance. Since there is a wide diversity in the pattern of outside support of
disciplines and the types and machine requirements of services used, a
balance ot payments problem may develop. Soft noney previously used to

pay for camputing done at an institution may well become hard money
leaving the institution. This may- result in imposition of tariffs and the
subversion of the educational process to produce marketable computing

E ‘llcfices rather than services of educational value. A game is often also
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being played even i one avoids the problems of taifts and subversion.
Often the institution must fundamentally change the way it allocates and
budgets money. For example. many institutions do not allow a depart-
ment to carry wdeticit or surplus torwand from year to year, In fact it is
pretty hard for an institution to carry such balances into future years.
Only it institutions change (o a long term budgeting pmu:sx tor computing
can they hope to achieve a balance of payments,

The “High Soctety Game™ also involves cooperative ventures but s
usually played by administrators in, the so-called, prestigious schools.
These administrators feel that they would rather do their computing with
schools of “similur academic and social standing” rather than join together
with less prestigious institutions even though the latter may have the
capability of providing better or lower cost service, but with fower prestige
value, Make no bones about it, the computer is @ rymbol of prestige. The
institwiions that play the high society game, more often than not, are
private and the mere thooght of a student running a program on a public
institution's computer conjures up visions ol the great unwashed, There is
no way for some large, diverse public institutions to understand why
certain small “high prestige™ colleges turn down their offers of help unless
they understand the game isn’t service, but high society.

The inverse of this game is the “*Wellare or Proud Pout Gante.” This
game is played by a Jarge public institution truly trying to serve the needs
of the state and making its services available to the other, poorer state

. institutions usvally including Tour and two year colleges. Of course the

time made available is excess time and the hope is that the meager income
derived will help pay for an overly large system. It is also hoped that the
services so generously rendered will be looked upon with favar at the next
legistative budgel hearing. This will enable the providing institution to buy
even more excess capacity and statf. The recipients of the largess react as
the proud poor saying, “If you don’t want to give me adequate services,
equal in quality to yours, then [ don’t want it. I will find my vwn services
and pay for them with my own resources, even i they are of a much lower
quality and quantity. At least the computing resources will be mine.” It
will also increase the receiving school's prestige value. Only when one
understands the “proud poor” can one understand the low usage of some -
wellare networks.

The “Faculty Power Game™ is an interesting one and is played at large
institwtions with a strong tradition of taculty governance. At one
institution where this game was being played, the administration was faced
with a proliferation of mini’s on campus (where a 360/50 may be
considered a mini). The institution also had faculty members capable of
obtaining outside support with hard money to buy computing equipment
fh{ their own research projects. The administration decided to appoint a

E lC:_v comniittee to oversee all computer operations and acquisitions.
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The intent was noble: get the faculty to channel the money into the main
systems which were serving a declining clientele because of the competi-
tion. However, the administration didn’t realize that the game belng
played was faculty power first and computing power second. The
committee ended up advising, and even re-writing, 3 faculty member’s
request for a system of his own so that it could be justified to the
institution. This game in the end, attempts to maximize taculty power and
minimize administrative power, regardless of the merit of the computing
decision, ‘

The “Godfather Game™ is played by the entire institution. The
Godtather is the key person on campus who really controls computing and
to whom all computing decisions are referred whether or not he shows up
on the organizational chart. The Godlather has been a faculty member
since [940. In the mid 1950's he was responsible for bringing the first
computer on cumpus. He programmed it, ran it and taught others to use it.
He was responsible for the institution's first {and also the second and
third) N.S.F. grant to buy a larger system. He may have moved on trom
computing center manager to start the new Computer Science Depart-
ment, He is now, in his words, “only a user of computers.” But, make no
mistake about it, he is the Godfather of computing at the institution, No

" decision is made without consulting him. 1f something is proposed to the
administration, the question is, *What does the Godfather think?" If one
wants something done, one doesn’t see the computing center director or
thie computer advisory committee, one sees the Godfather.

There are many other games that are played - the “Brokerage Game”
and the “Financial Boss Game” for those with a knack for handling
money, the “Colonial Expansion Game” and the “Fiefdom Game” for
those with an imperialistic bent and the “States Rights Game” which can
be summarized by the threat, “If you don’t go along, you !l get your
computing tfrom the state game and fish department.”

The issue of sefection and evaluation of compuling alternatives boils
down to how the institution really makes decisions about all matters of a
pressing nature. Decisions regarding computing and coniputing alternatives
involve an issue that many top administrators are unable to deal with,
They are forced to make decisions about something which, by-and-large,
they know little about. Because the real information is in tlie hands of
those who have vested interests, the game starts. Administrators are not
inept or ineftectual. By-and-large they understand the alternatives and the
implications of choosing a particular alternative. However, they look to
their specialists for technological information. Computer specialists must
often try to present a complex but technologically and financially sound
idea to the administrators in an institution. Many admiuistrators under-
stand even if they don't admit it, the viability of the plans. However, the

[MC 't of the matter is the particular character of institutional dynamics at
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work, It is these dynamics that really determine how the decision is made.
Most computer alternatives are proposed to the administration couched in
technological terms and jargon. However, computer decislons are made the
same way other major decisions are made and are subject to the same
constraints. Because selection of a computing alternative will often change
the institution, one must first understand the institutional dynamics
involved and then work within these parameters in order to play the game
and win.
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The Information Utility in
a University Environment

by Paul Stephan*
Case Western Reserve University

THE NATURE OF INFORMATION PROBLEMS

Why should one attempt to consider information. or to be more
precise, information systems, as a utility type of enterprise? Two reasons
are apparent. First, the nature of information problems existing at present

_and anticipated in the future requires solutions that are considerably more

user oriented than current approaches. Second, the precedent of successful
operations of public utilities as user oriented enterprises suggests that the
concepts developed in existing with utilities may be applied 1o operations
of some information systems. Let us first consider aspects of information
problems that invite a general reorientation of our thinking about possible
solutions.

The nature of modemn information problems can be perceived as a
quantity/quality paradox: overabundance of information at the source
(“information explosion”) and scarcity of relevant information for the
user at the destination. In an attempt to resolve these problems, many
types of information systems evolved each with its own specific use of

*Dr. Stephan presented this paper at the EDUCOM Fall Conference in place of
Dr. Wiltiam Gotfman, Dean of LiLiaty and Information Science, Case Western
Reserve University.
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information wehnotogy, However, judging from many user reactions, one
must convlude that the user’s problem of getting relevant information has
not been signiticantly alleviated. Even worse, it seems that nany solutions
based on the new information technology have resulted in new barriers,
imposing new levels of complexity and ditficulty for the user, There have
been successes as well, Certain technological advances have realized the
promise of reduced clerival efforts, decreased likelihood of clerical errors,
and rapid physical transport or retrieval of intormation. Concurrent with
these advances, however, is the realization that information problens are
by and farge not technologivally limited, Solutions to information
problems have simply not yet defined whidt it s that technology should
do.

As one looks to the future, certain problems stand out for attention,
First, the increasing complexity of social structures and problems places an
increasing need for information. However, the ability of information
systemis o satisfy complex requirements is nol increasing at a rate
sufficiént to Keep up. Second, in highly developed societies everyday life is
becoming more complicated and individuals, increasingly need al! kinds of
information to function. Furthermore, as one becomes more and more
assured of equality in poods and services, one starts to seek new services
related to quality of life and new moedes of participation in social
processes. For all this 4 new type of information system is needed that is
specilically oriented toward the general populace, not only toward the
intellectual elite. Third, the human social order is in a transition period
from the industrial to a postindustrial society: there is an increase,
almost to the point of dominance, in types of work requiring higher
education. Knowledge is becoming the most important sociat force and
knowers, professionals, techniciuns, and managers, the most important
social group. As a result, communication and managenient of knowledge
will be one of the most essential areas of the new post industrial soctety.
New concepts will be required for many types of information systems.
Finally, policy making and management related to environment nuy
hecome a most important {actor in the survival of our civilization. Since
rational policy making and maragement is based on information, one may
expect an incrpase in demands for special kinds of new infornmtion
systems related to policy making and management,

Obviously all ol these problems and demands will not be resolved
simply by approaching information systems as utilities, However, utilities
may provide a conceptual framework and general model around which
some information  systems nuay  be organized, and sowe  critical
information problems alleviated. A number of proposals to this effect have
been made.

In summary, the recommendation for considering information systems

Q@ “ormation utilities rests on two primary expectations. First, on the
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level ol psychological impact, the concept of a utility type of enterprise
evokes a positive response because it is associated with the elusive but
important Idea of operating for public good. It is hoped that this will
become the major orientation of information utilities as well. Second, on
the level of performance, the particular enterprises which are recognized as
public wutitities indeed are quite successful in dealing with problems of
regulated supply of commodities or services with unique characteristics. [t
is hoped that information utilities will achieve a similar success i
performance.

INFUT

This paper reports the progress of an investigation named INFUT*
(INFormation UTility) at Case Western Reserve University, which is
attempting to delermine the conditions under which a wide variety of
information sources and systems could be considered as a utility. The
Project INFUT addresses information problems at the organizational
system structure level. That is, the “software” needs revision, not the
“hardware”. The approach is to structure the information source/user
relationship as a utility; not unlike public utilities that appear for power,
natural gas, and the like. Such a structure offers a powerful new
philosophy to approach the complex informational problems we face
today. The specifics of the investigation are [imited to information systems
within a university. However, generalizations may be made to other
environments. Specific areas investigated include: 1) the nature of present
and expected information problems that invite consideration of informa.
tion utilities; 2) the characteristics and properties of public utilities from
which the characteristics and properties of information utifities can be
inferred; 3) the factors in the nature of.information and properties of
information systems that will affect development of information utilities;
and 4) the attempts to specify those properties of information utilities
that appear within the environment of a univessity. This paper concen-
trates only on two of the aspects investigated in Project INFUT: 1)
propertles of public utilities; and 2) implications for information systems.
Other aspects of the project are mentioned but are not elaborated.

The objectives of the research are o provide general answers to the
foliowing basic questions:

« What are the properties of public utilities that may be useful for the

design and operation of information systems as a utility?

+ How can the use of all information systems and sources in a
university be viewed in a unified way that will allow for isolation of
the elements and study of the interactions essential to the operation
of a utility?

G“"ork performed under the National Science Foundation Grant No. GN-3608S,
E lc‘:‘ko Saracevic, Paul Stephan, and Douglas H. Rothenberg principal investigators,
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»  What properties of information sources, users, and systems in a
university tend themselves to the ufility concept, and what
properties do not?

o How does one design an information utility from the ground up?

Two approaches were taken in relation to each of the preceding stated

tA,  objectives. First, a study of public utilities, including a review of the
literature and interviews with several levels of management, led to a
conceptualization of the generic properties of existing utilities. These
YeBiscussed later in some detail. Using these generic propertiés
asa g,%‘ L%: faral utility notion was construgted. It is this generalized ¥

utility> Mat serves as one facet of thekstarting point™ for the &
exploration of information as a utility. Second, a study of existing paths
of communication (written, media, and oral) within the university was
made using current theories and models of communication theory in order
to produce a somewhat general model of the utilization of information in
a university environment with a primaty orientation toward the user and,
.potential user. Additional work was intended to sharpéfit
notions into concrete deductions or inductions. A serlgs o
& studies were initiated in order to obtain.quagtitative evidence as {o: 1) the

validity of the general model mentiongg/above; and 2), the types offf
interactions that do or do not tend to characterize existing informat
components in the university as a utility, The ﬂnalgpart of the objcctitgH
yet to be done. Using the previous studies (above), Sractical melﬁodologies )
for the study, design, and development of information u
developed. %

THE GENERAL MODEL

Any university is a conglomerate of information systems, hoperlly‘
possessing primary functions of teaching (commgnicau%‘n of knowledge)
and research (search for new knowledge and organizatiolf o ‘knowledge)‘,} e
Elements of this conglomerate may be studied in is;%t on, but for a :
unified view {a common classification scheme, a general model) it is ;
necessary (o study interactions in a consistent manner, b?o'i'eover, a unified ?
approach may uncover sources and effects quite different from those
commonly assunied. The unified picture used for this work evolved from
considering the Shannon-Weaver model of communication process, ,
combined with Wiener's cybernetics and Goftman's epidemic theory.
However, these were first modified by placing the users as the central Q
element in the conglomerate of systems because users are the focus in the
establishment of a utility.

Four basic classes of interacting elements have been defined: users,
formal information sources, informal information sources, and manage-

El{llc Users and potential users include students, faculty, staff and
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adnunistration, and outside users. Formal information sources include
curricula, libraty collections, AV/TV and media collcctiongg‘and ‘computer
data, Informal information sources are invisible colleges, and personal
coltections. Management, including policy makigg and allocation of
resources, oceurs at the level of each individug[i®tce. at the tevel of
users, and al the university-wide level. Schch’i’u& lour classes
und their interactions aerlc represented in figure 6.1, T2

Figure 6.1 Schematic Structure of the System

)

Informal Users Formal
Sources B Sources
- /
Management

Empirical studies conducted during work on project INFUT have
assumed that the key for consideration of an information utility is the
interaction between and within the various elements (classes and sub-
classes) enumerated above. Thus, the empirical studies have been oriented
toward illuminating the various stages of inleractions. Inventories of
factors in possible interactions within each element have been made, and
interaction between elements trom two, three, or four difterent classes or
subclasses have been initiated. The following studies are in progress, and
others are planned: ‘ '

e Library use study: circulation-demands over time: demands by
users: characteristics of non-users; un-met demands; demands by
subjects in relation to cutricutun.

o Informal sources: private holdings of faculty as one type of
informal  source, extent, nature, investment, and availability;
relation to tormal sources.

« Computer use study: facilities; nature of use and users; demands
and un-met demands: relation to other tormal sources.

o  AV/TV use study: facilities; nature of use and users; demands and

lC un-met demands; relation to other formal sources,

ERI
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o Faculty research study: pattern of relations between faculty on t
basis of theit publications, as opposed to departmental organiza- 3
tion.

o Faculty teaching study: pattern of relations between the various o
faculty on the basis of the sharing of students,

o Curriculum study: pattern of relations between subjects in the
curriculum; demands on curricubum; access to curriculum.

o Management study: nature of regulations imposed; pattern of
policy making; information on the basis of which policy and
allocations are made. ‘

o Architecture and geometry of the general utility,

» Growth and decay of utilities.

» Historical perspective of utilities,

O

ERIC

R A v 7ext Provided by ERiC



The Future of
University Computing Centers

by William Kehl
UCLA

Some old saws persist today aboul the services offered by university
computer centers. Many campus computing centers were started by
faculty who were not skilled in management, who became entrepreneurs
and provided poor serv.ces coupled with financial irresponsibility. Unfor-
tunately, this worn-out image persists and, from this premise, the crystal
ball deduction is quickly made that the days of university computing
centers are numbered.

The trouble with this image is that it has not been velid for some time.
University administrators ought not to put reliance on this old story as a
way out of present fiscal problems. It was true that faculty who were
seduced into starting computing centers on their campuses around 1956
became enamored with their new status, but that era is long past. The
professor who doubled as a part-time computing center director has often
found a home in the new Computer Science Department. In many ways
that it what he really wanted all the tinle.

University computing centers have matured. Center directors today are
very conscious of services and of (iscal responsibility. Often campus
centers provide a variety of good services and unique capabilities to
respond to academic needs that no commercial service can match, Center
directors today carefully manage computing resources and are supported
by a close organization of policy committees with fiscal controls which

ERIC 2
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[§es. u.mfi? cnough, the tederal funding agencizs have not
gEEAd this evolution. Grant review committees are still stafted
Xclusively with the same entreprencurial taculty. The newer, responsible
computing center manager who is in tune with satistying academic needs
does not yet play a signiticant role in grant review commiittees or in
national plans tor support of computing needs in research.

Current problems in computing center operations are due not to
mismanagement, but to outside factors. By the late 1960s, most campus
center operations hed begun to take on an orderly pattern. Since then,
centers have been subject to the same cutbucks that other university
programs have suffered. In most cases. overexpansion beyond cu-pus
needs has not occurred, With the general cutbacks in university funds,
campus centers just are not able to meet the needs. In addition, they have
been plagued by inconsistencies in government practices and funding.

FEDERAL FUNDING POLICIES

Universities are subject to strict. government audit ot expenses for
provision of computing services on government contracts and grants.
Campus computing centers have to be cost effective and have to recover all
cosis in an equal and fair manner for both research and instructional use,
To conform with current audit regulations. records must accurately reflect
this balance., On the other hand, the government does not follow a full
cost recovery policy. Computing at the AEC Nationzl Laboratories, for
example, is artificially subsidized because equipment costs are capital
purchases that are not included in rates of charge. Thus, rates are half of
what they would be under a full cost-recovery system, Because the
National Laboratories do not have to recover full costs through rates
charged tor services, they can undercut any university computing center,
no matter how efficiently it is managed. Seventy percent of Lawrence
Berkeley Laboratory's computing in recent years has been from outside
work, However, the AEC is not the only government agency which writes
oft the capital cost of the equipment. Other federal agencies have been lax
in calling to acceunt computer services derived trom direct equipment
acquisition under grants and contracts, Under these policies, National
l aboratosies and agencies have ittle incentive to be cost effective. Under
the NSF Institutional Computing Services program between 1956 and
1969, grants for computer purchase helped many universities meet the
responsibility to provide computing services by reducing the risks to the
university. A grant represented an investment by the government in tne
university’s contribution to research. The I1CS program contributed more
than any other, before or since, to the advancement in the quality and
auantity of university computing service available for research. With

; ]: ‘leing!y few doliars it was able lo meet campus computing needs
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because university  programs for rescarch and instructional academic
computing were better courdinated and designed to be mutually rein.
foreing. The 1CS program was unfortunately discontinued in 1970.

The government must now take more imaginative steps to overcome
inconsistencies in funding policies and 1o help relieve the constant
thrashing that is going on due to the unstable funding levels. One step
might be to make a/f centers both in universities and government
faboratories 1otal cost-recovery operations, If all centers had to cover
capital acquisition costs, equipment purchased with tederal funds would
Be amortized and users would pay full charges for services. In this
énvitonment, computer networking could develop in a logical pattern.
Today it is often considered a panacea for those who wish to escape local
financial problems and commitments.
£ Another ares where an inmaginative approach on the part of the federal
'%ovcrmncnt is necessaty is in understanding the relationship between
esponsibility and financial risk in a university, A university takes
z%nnsrdmbh responsibility and, hence, risk for its faculty to provide the
genersl academic environment, inctuding laboratories, libraries, other
research fucilities, and computing capabilities. If these services are to be
provided through a coordinated plan, computing centers must evaluate
carefully responsibilities for instruction and research. As they try (o
prov:de facilities for the faculty as a whole, universities must consider the
ipcrease inrisk due to tederal grant policies. [t seems as if universities must
fake all the risk and the government takes none. Yet, if a campus cuts back
on computing rasources. and leaves to chance the possibility that the
funded researcher can find on his own the services he needs, risk is also
incurred. A responsibility is avoided.

New solutions are needed. However, of basic importance is the
necessity for the federal government and the universities to work more
closely together on these problems.

O
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Chapter 7

Considerations
of Networking

Network Management for
Expanded Resource Sharing*

by Dennis W. Fife
institute for Computer Sciences and Technology
National Bureau of Standards

Remote access coniputing via data communications facilities has grown
tremendously over the past decade, and is now established as an important
future growth area. The recent connotation of resource sharing has been
fostered by Government-funded projects emphasizing either computing
service distribution and user support, e.g., NS¥ regional networking
prowct!, or innovative communications facilities, e.g., ARPANET. The
futurs availability of communications capabilities for resource-sharing is
very promlsmg A vanety of techniques and systems have emerged
operationally successful?, and commercial development activity is high,
eg., the newly-announced ventures to commercially exploit the
ARPANET technology. On the other hand, the future is uncertain
regarding cooperation among autonomous insittutions and expanded
support for research computing capabilities that are not commercially
appealing. Significant cost: savings may not develop without large-scale
service aggregation and reorganization that normally are achievable only
under strong central management. Also, remole access tends to aggravate
the user’s operaticnal problems unless there is additional aid in documen-
tation, etc. Thus important issues and research problems exist in broad
areas of network management, remote user support, and associated

- software management practices. The new NSF research initiative in
nelworkmg addresses these unresolved problems through research studies

*Supported by the National Science Fourdation, Grant AG-350. (‘ontribution of
"\‘1 ' tional Bureau of Standards, not subject to copyright.
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and experimental network operations.

The early regional networks were dominated by one major institution
which naturally provided central management. A highly significant
distinction in nationally-oriented experiments will be the collaboration of
several major institutions, each with appreciable computing capability 1o
offer. Moreover, financial investments may be advisable to supplement
research grants in initiating an experimental network. Future networking
experiments must then involve highJdevel management initiative and
careful negotiation to form an acceptable management organization.

A carefully prepared network management plan is one of thé most
important elements of a networking experiment, helping to estimate the
potential success of the experiment and to guide other experimenters. To
encourage innovation and to accommodate the varying needs of partic-
ipants, it is not advisable to delineate one management structure as
uniformly desirable. Even so, the organization and characterization of
primary management issues as they might be addressed in a management
plan is the purpose of this report. This results in a preliminary evaluation
mechanism for network management, insamuch as it aids an initial review
of completeness and pertinence, prior to a detailed evaluanon of the
specitic considerations of an experiment.

NETWORK M,ANI-\GEMENT FUNCTIONS

Network management encompasses four general directive functions.
These may be identified by reviewing the management organizations of
existing network operalions“, and also by extending the traditional
features of complex teatures of complex service organizations.

Policy Direction.  Participating institutions will require continuing
review and directive authority to ensure that goals and policies in a
networking project are consistent with their objectives, phitosophies, and

. requirements. A common approach is to establish a policy committee ora
board of trustees composed of high-level officials (agency director, dean,
or provost) who represent institutional responsibility for the project. The
policymakers preserve control over the means to satisfy their institutions’s
computing requirements. :

Executive/Technical Direction. Translation of general goals and policy
into networking accomplishments requires leadership to formulate specific
objectives and approaches, to distribute resources, and to monitor progress
against required performance. Ideally, executive ditection would be
assigned to one individual, but co-equal directors and committees have
been accepted compromises. Having overali responsibility for the technical
facilities and objectives, the executive director is motivated to obitain

d"‘ﬁcient resources and support, and to meet participant requirements

EMC»ediiiously with}n the available support.
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Operations Direction, The technical complexity and workload usually
involved in the daily provision of remote access service demands a skilled
and responsible individual to manage the operations and maintenance
staff, Although each computer center will have an operations manager,
coordination problems and the interaction with data communications
operations may require a “network™ operations manager. The principal
objective would be to maintaln high reliability and service effectiveness
within assigned resource capacity. Also, operations should help identify
unfultilled requirements for future development ot resolution.

User Assistance/Marketing Direction, From both an administrative and
technical standpoint, remote users require a basic amount of assistance in
gaining access to a service and some continuing aid in solving operationat
problems. As a very limited and easily consumed resource, the available
time and skills of consultants, aids, and training specialists must be
judiciously assigned to scheduled and unscheduled activities. The objective
of the “marketing” group is to develop user awareness and dexterity
regarding basic operating procedures and available services, within their
capacity. '

PROGRESSIVE STAGES OF RESOURCE SHARING

When the scope of resource sharing being undertaken is described, the
above definitions can be extended to specific concerns for each function.
However, past identified types of resource .haring — e.g., load sharing,
data sharing, program sharing ~ are not particularly helpful since they
relite more to software than to managemeni. Five new categories are
proposed here, describing evolutionary stages that may help to understand
and evaluate network manageraent requirements. Each is a necessary stage
preceding its successors, although it is apparent that a network could be
implemented to pass over one or more stages concurrently.

Mutual service access. This initial phase of resource sharing merely
establishes possible access by individual users to multiple ;emote computer
systems. Institutions thus permit all cooperating external services to
compete with their local computer center to meet their user’s needs — but
perhaps rot in free competition. Policy modifications and management
action may be necessary to revise outside procurement rules and financial
procedures. The user would deal directly with each available service
regarding his needs. There would be minimal management interaction with
users or computer centers.

Mutual support. This phase develops when each organization establishes
formal assistance regarding accounts, documents, training, and usage
problemis, to aid its members in using all available computer systems. Some
mlutual support in financial transactions, e.g., billing and coltection, would
E ‘lepropriate also. The independence of computer centers would be

e TVEd-
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Operations coordination. This phase requires organizations to arrange
operational or management procedures and criteria in agreement with
other centers, to provide uniformily and ease of user access to various
systems. Common accounting criteria, protocol elements, and controlf
communications factots (e.g., prompting characters) would be typical
considerations. The resources offered by each computer center would be -
of its choice, but demand would change with easier access and use.
Explicit methods for load sharing and balancing might be introduced at
this stage, but each computer center would be expected to have
independent discretion in setting priorities with respective to the market.

" Service alignment. This stage arises when organizations mutually
recognize the resources each can best provide, and legally apportion their
overall market among themselves. As a result, computer centers would
speclatize in certain types of service, and organizations would become
mutually dependent in satistying their composite needs. Such dependence
would be significant financially, for an institution may require an assured
market to support its investment in offered services.

Joint resource ownership. This stage -evolves when organizations
mutually invest capital and personnel resources to develop a new
computing resource for their common use. An institution would thereby
acquire a vested interest in another organization’s computer center. As a
result, participants become most strongly committed to resource sharing
through joint ownership, and the operating independence of joint
computing centers is more constrained than in other forms of resource
sharing, ‘

NETWORK MANAGEMENT RESPONSIBILITIES

" The preceding definitions give a two-dimensional :2rspective on the
tasks and goals that should be addressed in a network management plan,
The following table briefly characterizes the principal developments or
products expected from management activity in each case. In evaluating
the proposed management for a networking experiment using this
guideline,” the basic questions become: What organizational entities are
responsible for each development? What specific form does each product
take? Are all objectives cons;dered and what secondary tasks are
identified? Other NBS analyses® would help in the detailed consideration
of these questions for technical tasks in Operations Direction and
Executive/ Techinical Direction.

University computer networks today seem largely to represent resource
sharing at the stages catled Mutual Service Access and Mutual Support,
although the Triangle Universities Computing Network® perhaps serves as
an example of the Joint Ownership stage. In the advanced stages, there are

[MC.mnnal technical and management problems to be solved, especially

Aruitoxt provided by Eic:



CONSIDERATIONS OF NETWORKING 69

ones affecting economic viability of networking and service quality for a
broad user market. The ueeded techniques for market research, quality
control, and economical service packaging, and the [easible scope of
standardization for software and operational procedures draw particular
altention to the Executive/Technical Direction function. In the present
evolution of resource sharing, networks may operate successfully without
distinct recognition of this role - technical direction may be distributed
amonyg various university officials and the end user. But as Operations
Coordination emerges, forcetul leadership seems essential in recommend-
ing and implementing unitorm operations, e.g., standard log-on sequences
or pricing algorithms. As cooperative networking progresses to the Service
Alignment or Joint Ownership phases, the need for a strong Network
Manager seems clear. As in a commercial enterprise, this executive must
evaluate the trade-offs perceived by different contributing organizations,
and present the policy group (probably a board of distinguished trustees)
with a balanced choice in quality services and associated development
projects. )

Figure 7.1 categorizing network management responsibililies, and a
forthcoming final report’ on the NBS neiwork management study, are
meant to draw attention to the critical importance of a carefully conceived
management plan. NBS is distributing this and other reports to partic-
ipants in the EDUCOM Working Seminars and recent conferences. Other
interested individuals may write Dennis Fife at NBS, to receive the recent
reports ‘and to be included in distribution of future reports whick will
emphasize service quality assurance and measurement.

O

ERIC

Aruitoxt provided by Eic:



bl

*SUOIIPUOD paubrsse

“JUAAOIIAID [{BIOAO

Japun voneiado pue }0 Wwawebeuew sy “s128foud

‘s199ds01d IVAWTDOIRAID ISNUIQIS pue je2uydd 510010i0 WAUCOIIAGD 3NOSI 3O

30INOSYS MIU MUH3D -uodsas 32unosa: pasod aepipued ;o uonepuaw uo112918s ‘ucnedionied
01 sisAjeug SPaaN -04d 0 uonERINULIOY WO pue uotienjeAy IUAUSIAUN 1O} BLIILID
“$804N0SA “senpqeded sdnd ‘uoneAouLt
Aqauawdid -ns jo uonenend pue AAINAAWOD YR IM

0D ‘pADQLASL P ~ALIGRIA 320N0SAI 3O *yoseasas Bunaxiew saoiAIes Alenb 10; “suend

}0 suoneddde
paesBain v piy

vouenieas !sbuueyjo
801AJ3% JO UONRINULIOY

$1080u0d uo1IEO} @
301AIES JO LONBINULIOH

-ans a2un0sas aeuudle
pue Aiewud j0 uONIIREg

"$SE00€ NAISS pue
SUONRIFCO UWIOHIUN

‘s@Inpaco.d
PUR S3004I3IUI WO}
-1UN O uonNUALBIdun

“spJepuels mx.-a sugd
SLUONEISCO WIoHIUN

“ALI{1QIS80) JHUOUOIO
YIM SPAJU 1SN 100w O

Yuam uonoeysies ‘suonesado petjtidusts o 30 uvoneIURUdIdUN ‘spiepuels SuonReIedo JO
pue 4Oy SPadU JasN sjesodosd aARNAAWoD Pue UONZPUNUIWOI0Y Awsoud pue Aliqeidasdy
i ‘puetuap ainIes

‘spie JIsn “sariijiqeded 'SOIANDE | (BULJIIXD SZIIGEIS 1INQ SPeaU

p:ewoIne Ut ucy
-eAQUUI Yitm SALIARDE
LOAAns U0l aA11D9;43

oddns 10USA JO U
-80ueyUd pue STUMWEA0Id
W LWEISAS JANNSAWOD

uoddns 8A1109)33
‘padcuejeq 10} adueping
Rduyoe pue Bunsbpng

193N 190W 0} ‘siudwdbuelie
uoddns 1utof 10j But
-puny pue adods 91qeIdeddy

“SRLUNW

~WOD JISN SIOWR)

01 Bunexsew pue
SOURISITSE RDILIOLOD]

@IS

NOWs) JO} STUSW
~BAOICRU (BUOIIBISCO
{enuessa pue Bunnpayds

"ANAIBS RIS

. -X@ undosd 0) Odesd
Butpuny j0 uoneidepe
pue ‘spasu Buyndwod

40 Bunuodes parepOsSUOD)

*Awou0d9 sand

“AJ0D (8301 9Y3 Lo 1dedw}
PIDAdxe Y pue ‘adAIIs jeu
-191X® 10} $peIU BIqQEIdedDY

60 ‘CONSIDERATIONS OF NETWORKING

JusweBeurRyy NIOMION O RUaCdORAS( jedduuy  L°Z aunBiy

dIHS
“H3INMO
ANIOf

IN3IW
“NOITY
3DIAH3S

NOiLlY

“NIGH00D

SNOWL
“vH3d40

140ddNS
AVALNN

SS300V
3JDIAHY3S
IVNLAN




E

=~

CONSIDERATIONS OF NETWORKING 61

REFERENCES

1. F. W, Weingarten, et.al,, "A Study of Regional Computer Networks®, Universily

of lowa, September 1972, *

2. R. P Blane and T. N, Pyke, Jr., “Computer Networking Technology - A State of

the Art Review”, Computer, August 1973,

3. See D. D. Aufenkamp, “NSF Activities Related to a National Science Computer

Network", Computer Communications: Impacts and Implications, Proceedings of
First International Conference on Computer Communications, Washington, D.C,,
October 1972 and, M. Greenberger, et.al. (Editors), Networks for Research anc:
Education: Sharing of Computer and Information Resources Nationwide, MI'
Press, Cambridge, 1973,

4. See 1. W. Cotton, "Network Managemeni Survey", NBS Technical Note 805,

February 1974, and A. J. Neumann, “Review of Network Management Problems
and Issues’’, NBS Technical Note 795, October 1973,

5. Several references are relevant: A. J, Neumann, “User Procedures Standardization

for Netwotk Access”, NBS Technical Note 799, October 1973; R. Stiltman,
“Computer Networking: Approaches to Quality Service Assurance”, NBS Tech-
ni.st Note 800, January *1974; R. Blanc, “Review of Computer Networking
Technology™ NBS Technical Note 804, January 1974; A. J. Neumann, “Network
User Information Supporl”, NBS Technical Note 802, December 19/3; and R,
Blan¢, “Cost Analyses for Computer Communications”, NBS Technical Note,
Expected publication May 1974,

6. See L. H. Williams, “A Functioning Computer Network for Higher Education in

North Carolina™, Proc. FICC, 1972,

D. Fife, “Research Considerations in Computer Networking to Expand Resource
Sharing", NBS Technical Note 801, Aprit 1974,

O

RIC

Aruitoxt provided by Eic:



~

An Information Dissemination
Network Model

by Glenn O. Ware

and

John H. Schuenemeyer
University of Georgia

Over the last tive to ten years a number of computer-based informatjon
centers have been developed which, along with the existing library
structure, have greatly increased user accessibility to available information
resources. These centers, many of which are university-based, have adapted
the use of computer resources and to some extent telecommunications
technology to the problems of providing access to the large bibliographic
and data resources which have traditionally been handled by libraries. The
developmental activities of these centers have been largely autononious
with each center attempting to solve the technical problems associated
with its own environment.

With the increasing pressure to continue to provide and expand the
delivery of information resources to the scientific comnwnity, a national
science network composed of the existing libraries and information
retrieval centers seems to offer the most logical and natural means of doing
so on an economical scale. Working relationships between various centers
have been established during the past couple of years. However, the
arrangements have been established on an experimental basis with no
permanent economic mechanism being created for resource sharing among
the centers,
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COMPONENTS OF THE INFORMAT{ON NETWORK MODEL

The information dissemination network model represents the integra-
tion of a set of information processing centers whereby users can interact
with the centers through a common communication system to retrieve
desired information from any number of data base files. The model divides
the various functions of the network into four basic components which
include: 1) users; 2) information resources, such as the bibliographic data
bases; 3) information processing centers; and 4) the communication
linkage of 1, 2, and 3 into the information transfer network.

USER POPULATION

Each information processing center has a varlety of user groups, and the
services provided by each center are structured around the needs of this
user population. The user communiiy may encompass not only the
faculty, staff, and graduate students at the university-based centers, but
also users from commercial organizations, governmental agencies, and
other institutions and universities lacking information retrieval resources.
Both the size of the potential user population and the geographic
distribution of this population are important factors when considering a
‘national science information network.

INFORMATION RESOURCES

) o . ) .
E ‘lChe intormation resources  consist  of the computer-readable
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'bging processed either for current awareness (SDI) or retTORgM
searches?. However, the majority (44) of the data bases were usé
lewer than ten centers; only four data bases were used by ten or more
centeis,

‘Tiie subject areas of the bibliogiaphic files cover a wide range of
disciplines and the contents of the files vary greatly, both in terms of the
types of documents covered and in the types of information occurring in
the files. The types of documents include periodicals and other forms of
serial publications, patents, government reports, books, and maps. The
information in the files includes various data elements such as titles of
publications, authors’ names, index terms and classification codes,
bibliographic citations for referenced documents, and often abstracts.

INFORMATION PROCESSING CENTERS

As of March, 1972 there were 25 full members of the Association of
Sdenuﬁg Information Dissemination Centers offering bibliographic search
services®, Most of the centers have either developed their own generalized
computer software system to support the search services or have adapted
software packages available from some other source, such as computer
hardware vendors or commercial software houses. The search systems of
these centers can be divided into two major types of processing. In batch
processing dll profiles coded for a particular data base are selected for
searching in batches. Online, interactive searching involves a direct
computer-user interaction with the user making queries against the data
base file. Several users may be interacting simultaneously with the data
base file.

Regardless of the processing philosophy, the operational functions of
the two types of processing centers are very sitnilar. Both centers acquire
computer-readable information files, convert them as necessary to formats
suitable for processing in their own environment, update their retrospect.
ive collections if the retrospective searching of files is provided, search the
user queries against the file, and disseminate information from the files to
individual users. Of primary importance in a national science network is
not only the functions which are to be performed by the member
:essing centers but also the resource requirements of these functional
- rities for meeting the anticipated demand.
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COMMUNICATION SYSTEM

the possibilities for the interconnection of the network nodes range
from mail service to sophisticated computer-based communication facils
tties. Several modes of communication can be emplayed in any given
network, with the choiee of mode being dependent on networtk size,
volume of information being processed and delivered to different nodes,
desired turnaround and response time, costs, and technical feasibility.

The communication system for lhe interconnection of the nodes is
evaluited in terms of the information flow requirements like estimates of
the amount of information needed to be transterred to where and at what - ~-
time, A njor goat in these evaluations is establishing how information
flow should be managed to achieve operational efficiency, stabillty, and
eonamy.,

The information flow in the information dissemination network is
usually considered  bidirectional, with search requests and associated
messages directed by the user to the processing venter and the search
results (bibliogriphje citations) directed from the processing center to the
user. The volume of information transmission in terms of the number of
characters transmitted from the center is significantly greater than the
number of ¢haracters transmitted by the user.

REPRESENTATION OF INFORMATION NETWORK ACTIVITIES

In order to provide an accurate determination and representation of the
network nodes and their interactions, data was gathered on the operational
activities of two typical information dissemination centers: the University

- of Georgia Information Dissemination Center and the LEADERMART
Information Service Center of Lehigh University. The search systems of
these centers are characteristic of the two major types of information
processing philosophies. The University ot Georgia bibliographic search
system features an on-line data entry and maintenance system for search
requests and user information with the retrieval portion of the system
operating in bateh mode?. The LEADERMART search system is an
on-line, interactive technical information retrieval syslems.

The University of Georgia Center has been in operation since 1968 and
data on the operational activities associated with the search services for 17
separate daty bases have been collected since the initiation of the service
on each data base. Data on the operational activities of the
LEADERMART system were collected for a 107 day period. From
statistical analysis of the data, quantitative measures and prediction
equations have heen derived and incorporated in the network model for
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estinvating varjoas parametess associated with user aceess demands, data
base holdings, computer processing requirenients, and communicition
needs, Listed below are examples of some of the network operational .
activities which can be accurately predicted: '
o The number of messages and corresponding characters associated
with user aceess requests.
o The central processing unit (CPUY time requiremends for ‘the
conversion of data base 1iles for computer processing,
o The CPU time and core memory requirements for processing varying
levels of user requests.
o The number of characters associated as output for the user reguests.
o The tratTie Now requirements between netwark nodes,

SIMULATION OF THE NETWORK MODEL

The actual simulation of the model projects the operational activities of
the network through a planning period of some given time period. A
vonsiderable number of input parameters are used by the model in
performing the required projection. For a complete description of the
input requirentents of the maodel, the interested reader is referred to the
report by Ware and Schuenemeycr6

The simulation model allows one to examine the effects of varying the
input parameters on the compuler processing requirements of the
information dissemination centers and the telecommunication require-
ments to handle the resultant transmission loads. The eftects of changing
anticipated usage levels and information resources growth levels can be
examined. Also, the effect of varying the distribution of the data bases
among the centers can be considered.

Several types of information processing centers can be examined
ranging from a single processing center providing a single type of
information service to multiple processing centers, each providing several
types of information services. Various network topologies tor the
interconnection of the nodes are evaluated with the information tlow in
the network being routed to achieve operational efficiency. stability, and
cosl-effectiveness.

CONCLUSIONS

The simulation model provides a means of exploring and evaluating
alternative approaches for implementing an information dissemination
center network. Network analysis performed using the model is strongly
depend";n upon the assumptions used when specifying the input para.
Q ers and input data for the various information processing centers,

]:MC jographic data bases, user communities, and the communication
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system for data transter. However, the information dissemination network
model s as realistic as possible since it is based upon the actual operational
activities of two dissemination centers, The design of the network model is
generaliced sufficiently to represent the operational activities of similar
types of information dissemination centers. It is hoped that the model can
be useful in planning for the development of & national science
information network,

Several areus which need additional investigation include: 1) procedures
for scheduling network activities in terms of traffic Now and processing
load requirements of the information network while maintaining adequate
user response time; 1) procedures for optimizing the allocation of daty
bases and/or partitioned subtiles among the information processing centers
based on user access demands: and 3) a user interface for a muliic

+ disciptinary bibliographic intormation network to enable users to interact
readily with heterogeneous retrieval systems.

It is of spectal interest ta see if, by using scheduling and aptimizing
procedures, large numbers of users may be serviced by an information
dissemination network using low speed communication lines like voice
grade lines. Such a specialized network may be appreciably cheaper to
operate for the partivipating information centers than functioning within a
general purpose nelwork. Preliminary investigations point toward this
conclusion, but additional investigation is needed.

As previously mentioned, the development activities of the bibliog-
raphic centers have been largely autonomous. As a result, each center'’s
search system and its approach to servicing its user community tend to be
different. The extent to which these differ, especially in terms of
translation among the various search systems, is an important considera-
tion for networking. Research efforts are beginning to be directed toward
the development of user interface procedures which will altow translation
to all individual systems and, thus, provide a realistic capabitity for
resource sharing among information dissemination centers.
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The Economics of
University Computer Networking*

by D. A. Dunn
Stanford University

Many university computing centers have begun to find that the facitities
they offer to users are not adequately matched to the demand for services
‘generated by on-campus users. Legal constraints ordinarily limit the sale
by universities of surplus time to commercial users and it is risky to invest
heavily in new facilities when the market for services is both conslrained
and made uncertain by variations in the federal funding of research.

Three major alternatives are open to universities in this situation.!
First, an attempt can be made to match supply und demand locally,
following a conservative policy which avoids excessive risk at the cost of
only being able 1o offer secand rate computer facilities to local users.

The second alternative is to go out of operation as a source of
large-scale computing and require users to go outside for all major needs.
Since many comniercial sources of computing are now available, this
alternative is not unreasonable, but it is often costly because it fails to
utilize the subsidies that are available to university computing and the low
cost pool of student labor. It also removes a source of student jobs and
student training from the university, but it may simply move this source of
jobs down the street to the local computer service firm.

Q ork for this paper was supported by the National Science Foundation under
ERJC 6138392
.
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The third alterative is to keep the local computer center alive and to
Join a computer network which allows local users access 1o new large
- computers both at home and elsewhere on the network. Centers with large
modern machines gain access to a market large enough to permit them to
pay for their machines and which allows them to reduce the risks
associated with the purchase of new equipment. This papet is concerned
with the economics of this third alternative.

NETWORKING COST SAVINGS

A aumber of university computer networks are now in operatlon and
many more age pkmned.2 The ARPA network s one of the largest and
a3t advanced of these networks and many of its major users are
universitics,’ However, networks based on the same basic packet-switching
concepi are also being designed with commercial users in mind, such as
banks, airlines, and hotels. Commercial networks of this type are likely to
have somewhat different objectives from those of a university network, In
all cases, however, the motivation eventually comes down to cost savings.

Some of the areas in which networking cost savings can be expected
are:

o Economies of scale in computation which result from the use of
larger computers than weild be possible in the absence of
networking.

¢ Economies of scale in data files.

» Economies associated with better use of transmission lines in
packet-switched networks as compared with timesharing systems
which use conventional dedicated telephone lines between the
central computer and Individual users.

All of these sources of cost savings are ways of allowing many users to

share common facilities and to share the costs.

There are three approaches to the design of networks that ai]ow
different degrees of sharing. For example, several user groups that
conceivably could share the use of the same network might be airlines,
banks, and universities. One approach to network design is to give each
user group its own separate network. This approach has the important
advantage that the design can be specialized (o the needs of the particular
user group. For example, the choice of the maximum delay under normal
traffic conditions might be quite, different for each user group. No
compromise is necessary if only one group uses the network.

A second approach is to share only the transmission network, but not
data storage facilities or compltational facilities. This approach is taken in
the ARPA network, and it has the advantage that multiple user groups can
ctfm transmission costs without requiring more than a very minimal level

F lCmmonali(y in message format.
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The thied approach is to shiare computers and/or data storage facilities,
as well as transmission tines. This approach could be the long-term trend,
because it olfers the greatest potential cost savings. It is an unlikely
approach because user groups hesitate, for security and reliability reasons,
to share data storage. It is also not clear that cost savings can be achieved
by such systems at the present time. - o

COMPETITION IN THE NETWORK MARKET

Once networking has been accomplished, users will find that they have
several alternatives for most types of computing service and computing
centers will find themselves in competition with other centers for the
business of users throughout the network. As in uany other market, price
and quality of service will become the determining factors in the user's
choice, unless obstacles are put in his way which limit his choice.
Computer centers may soon find it in their best interests to form castels,
set prices cooperatively, and divide up the market according to type of
service with only certain centers being authorized by the cartel to offer
certain classes of service. The pressures on inefficient centers to form
cartels or to restrict the freedom of their users will become intense, as
soon as services equivalent to their own are available at lower prices on the
network. This state of affairs cannol be far away and it is evident that
some hard choices will have to be made in the near future.

One aspect of this problen has arisen in recent years in the operation of
the Bell System. Although the Bell System has had a legal monopoly in
telephone service in much of the U.S. for many years, not unlike the
monopolies granted to computer centers by their university, administra-
tions, the Bell System has recently found itself tacing competition in the
long-haul portions of its data communications service. One of the major
difficulties it has faced is in connection with its pricing policies. This
example may suggest an important class of problems that computer
centers may face quite soon operating against competition on a network.,

When a firm or computer center is operating as a monopoly, its pricing
can be established almost without regard to cost. A monopoly with two
products such as residential and business telephone service can, il it
chooses, charge more than cost [or one service and less than cost for the
other, cross-subsidizing one service with excess revenues received from the
other. If competitors were to be allowed entry to such a business, it is
evident that they would preter to compete in the service area which is
priced well above cost. The area in which Bell is now experiencing
competition is exactly this type of service area. For many years Bell has
priced long-haul service between two points in proportion to the distance
(~*ween the points and without regard to the amount of traffic between

E lC two points.  Yet, due to econoxnig of scale, Bell’s costs were much
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lower on routes with high traftte densities, so these routes were subsidizing
the low density routes. Naturally, its competitors are choosing to compete
only on the high density routes.

The pricing rules that a university computer center may have used in {ts
monopoly period may have similar weaknesses which should be corrected
when the center goes on the network. For example, pricing computation
by the hour, without regard to the amount of core storage used, subsidizes
large users of core. Such a policy could tead to overuse by such users,
especially if large numbers of such users were suddenly to gain access tna
computer through a network.,

The simple pricing rule dictated by economic iheory Is to price each
service at marginal cost when faced with competition. With complex
services like computation, the detinition of a “service” may be rather
subtle and needs to be examined carefully. Not only is the overall price of
service important, but the detailed structure of pricing of different services
must be carefully attuned to the cost of providing each class of service.

LOOKING TO THE FUTURE

The principal economic function of networking is the creation of a
markel which allows larger numbers of users and providers of computer
service to get together. This market may or may not become a highly
competitive market, depending on the choices made by participating
centers over the next few years. Incentives will exist for the formation of
cartels which will both protect the inefficient producers and result in
higher prices and a lower output of computing service than if competition
were allowed. Pricing will eventually have to be closely related 1o cost, for
all services, if competition exists. If a cartel is formed, however, some
services may be subsidized by others.

Eventually the only reason for the continued existence of separate
university and commercial computer networks may be legal constraints
which limit the ability of university centers to sell computer servicesin the
open market. However, if the university network becomes cartelized and
maintains prices well above cost, incentives will be created for users to
seek to oblain services from what may then be lower cost commercial
sources.

These conclusions are not intended to be predictions of what will
happen, but are intended to suggest that university computing centers and
administrations will soon be confronted by choices which are not greatly
different from the choices that business firms face in meeting competition.
Perhaps some of the experience gained in these other areas will be useful in
making these choices.
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Chapter 8

Statewide Plans
for Computing

Introduction

by E. Rex Krueger
University of Colorado

Historically, we have seen quite a change in the management of
‘computing centers as represented by the computing center director. This
individual generally has assumed his position from the faculty, and more
oftent than not is a major computer user. He has been instrumental in the
development of computing within the institution. Often his interest has
also resulted in his assumption of the chairmanship of the computer
science department. He has been active in soliciting funds, specifically
until about 1970, representing the institution to the National Science
Foundation by proposal for a facility’s grant. The successful director has
exploited this opportunity to obtain cost sharing funds from the university
and has gone ahead to build a full scale computing resource which often is
referred to within the institution as an empire.

In the late 1960’s with education generally under critical review, the
computing center also found itself operating within an ever increasing set
of controls. One of the reasons for this situation was that within the tota)
assignable square footage of the university, the greatest wealth per square
foot is concentrated in the computing center. Because the capital
equipment represents a significant outlay, the computing center also draws
attention. Thus the computing center and its management, having built
and economized across the period of the 60’s, now finds itself dealing with
a new set of controls which undoubtedly have impact on the center'’s

O
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mode of operation,

In some ways this experienve is similar to the changes taking place in
the awtomobile technology and the controls on utilization. During the
1960%, cars were considerably improved in terms of the technology
involved. They prew in size and horsepower and, of course, gasoline
copsumption, In the 1970’ we began to see new antipollutton devices
installed. These environmental controfs have an impact on fuel consump-
tion which, across a relative short period, contributes to severe luel
shortages. Of course | haven't mentioned the safety controf which makes it
difticult to leave your ¢ar running while you open the garage door,

The increasing controls from the states, and changes in the admin.
istrative structures within institutions, have often led to statewide planning
for computing. Changes in technology which have enabled networking have
accelerated this trend. Plans have evolved which have been developed in
concert between the ADP personnel within the institutions, institutional
administration and state administrators. In some cases, implementation of
plans has included state officials being designated as ADP coordinators or
directors for the state,

- This session is intended to create an atmosphere in which there could
be external review of some of the individual state plans. State plans are
presented by individuals who have been involved in the development of
each, and critiqued by others not involved in that plan. We hope thus to
provide external plan review while initiating some free exchange among
the participants,

O
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Educational Information Services, Inc.

by Gilbert G, Moser
EIS, Inc.

I

What is EIS? Educatiénal Information Services, Inc. is a not-for-profit
corporation in the State of New Jersey providing ceatral computing
resource to educational institutions. EIS was incorporated August 1, 1972,
A number of the present EIS staft were with a predecessog corporation,
New Jersey Educational Computing Center, Inc. ECC existed for just over
two years and was funded primarily through a National Science Founda:
tion grant with some matching monies from New Jersey. Over that
two-year period, until August of 1972, ECC-grew toward a shared higher
educational computer resource. While some mistakes were inevitable, the
experiment was deemed successful, and a decision was made early in 1972
that the shared resource concept should continue. Educational Informa-.
tion Services was incorporated to provide that resource.

EIS provides both a batch and interactive computing resource from an
IBM 370/158 comiputing system which has been operational since October
1, 1973. Up to that time, during ECC days and through the first year of
EIS, computing resources were oftered from two centers: the Princeton
University 1BM 360/91 and the Rutgers University IBM 360/67. EIS has
20 high-speed RJE terminals coming into the system from various parts of
New Jersey to provide focal batch computing capability. The EIS 370/158
computer has 120 low-speed ports which are looking at approximately 180
terminals. Through them 6,000 validated 1D's, principally students

O
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throughout the state, are using low-speed interactive services. Our principal
interactive language, IB8M’s CALL/OS, supports BASIC, PL/! and

’ FORTRAN. In addition to CALL/OS, EIS offers APL, A Programming
Language: ATS, which is a text-editing system, and COURSEWRITER II1,
which provides a Computer Assisted Instruction capability.

There are 48 people at EIS organized into five functionsl areas:
compuler operations; administrative systems and services; academic
systems and services; corporate marketing: and community college services
development. With final plans approved in March for the delivery of our
new computer system in late July 1973, and with production scheduled
for the fall 1973 academic semester, it would have been extremely
difficult 10 build an operations capability within LIS. Consequently, EIS
staff explored with Princeton University the feasibility of a partial
facilities-management arrangement. At the present time Princeton, under
contract with EIS, has responsibility for the operations of the 1BM
370/158 system and for providing some systems suppori. On the EIS staff,
three systems people are responsible for the interactive systems. Princeton
has responsibility for the E1S batch systems. EIS has telecommunications
and production control responsibility.

EIS is in the administrative services business. 11 supports administrative
systems which are used by the state colleges and others. A student
information system, CUSTOM, provides student rfegistration, scheduling
and grade reporting tunctions, EIS also ofters a facilities-management
syste:n called EFIS. In addition to the CUSTOM and EFIS support
activity, EIS has a staff of ten working on the implementation and
modification of new financial and admissions systems. Much of what EIS
has done in the past and continues to do is under contract. principally to
the New Jersey State Department of Higher Education. EIS also acts as
project manager for the state with commercial vendors who are building
higher educational administrative systems.

A third group is involved in interfacing with academic customers. EIS
has the traditional “circuit riders”; teainers and builders of documentation
who communicate with the acadermic community. EIS’ successful activity
in this area over the past year has been demonstrated by the growth in use
of academic computer applications.

EIS has two other functional areas: Corporate marketing is responsible
for overall marketing coordination and customer services. When the
customer has a problem, it is the responsibility of customer services to
apply the appropriate EIS resource to solve that problem.

The final EIS function has responsibility for developing EIS service to
New Jersey's 17 two-year colleges. EIS has not done a great deal of
business in this area but expects to do so in the future. EIS also does some

kwnrk in the secondary-school community in New Jersey even though a
F lCrenl priority is to setrvice higher education. The secondary school
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market 1s a very promising one.

Educationsl Inforination Seivices’ annual report for the year ending
June 30, 1973, is available for those who may wish a copy. LIS is
currently earning at an annual rate of $2.2 million. Approximately
$1,200,000 is revenue from the sale of computing services with the
renwinder of income derived from conversion of major customers 1o the
central " system and  Trom  administrative systems development and
tmplementation, .

A ten-member board of directors, with constituancy representation
roughly proportional to EIS’ dollur business with the constituancy, directs
the corporation, Rulgers, The State University, has two members on our
board; the eight state coileges which are major customers have two sea's
on the board; and the independent schools, the county schools, the New
Jersey College of Medicine and Dentistry and Newark College of
Engineering, each have one member. The Board also includes a public

" representative and a4 member from the State Department of Higher

Education,

LIS enters into contractual service relationships with all customers,
Contracts are professional expressions of the services EIS will provide in
return for payment. ELS works from a nearly exact entrepreneurial model
with all of the plusses und problems that are inherent to any business.
Because it operates on user fees, EIS must be excruciatingly service
oricnted; we must do what we promise to do.

_ EIS provides a necessary educational resource to New Jersey students
and their faculties. The rapidly growing use of this resource is a measure of
the corpotation’s success,

O
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Critique of the New Jersey Plan

by Freeman Holmer
Oregon Department of Higher Education

It is ane of the virtues ofa Federal system that there is an opportunity
for a4 variety of experiments without the risks associated with national
commitment to 4 single gpproach to a felt need. The fact that EDUCOM is
devoting workshop séssioifs-to the subject of “Statewide Plans” is evidence
both of a widespread belief that there is virtue in interinstitutional
planning and of a variety ol responses to that belief.

In creating Educatiopat Information Services, Inc., the state institutions
of higher education and the New Jersey Department of Higher Education
have made a commitinent to long-range planning to provide a wide range
of computer-related services. The Educational Information Services (EIS)
approach is one of several options. It is characterized by three signiticant
characteristics: 1

+ Management by a separate public corporation.

o Acceptance of a competitive role.

+ Limited commitment to central systems development.

MANAGEMENT BY A SEPARATE PUBLIC CORPORATION

It is imperative to the success of a statewide computing consortium (or,
indeed, to any consortium) that the members feel that their individual
interests are fully protected. Establishment of a separate corporation is

O
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one means of providing a degree of assurance that this is the case, The real
test vomes, however, in institutional evaluation of the responsiveness of
the corporation to institution needs. The dominance of Rutgers University
in the corporate structure could be an eventual source of concern, but
New Jersey's second essumption provides a safety-valve,

THE COMPETITIVE ROLE

EIS is not the sole provider of computing services to public institutions
of higher education in New Jersey. In addition to its own computing
resources, FIS serves as a broker of surplus computer resources at Rutgers
University and Prinveton University. This multiplies the options available
to customer institutions, ‘

However, while EIS serves as a clearinghouse for planning as well as a
purveyor of services, the option for institutions to seek other computer-
related services poses a hazard to the ultimate viability of the corporation,
It is possible that the New Jersey State Department ‘of Higher Education
or the legislature may enforce economic sanctions, limiting institutional
autononiy, but LIS is in no position to impose any sanctions whatever.
The sanctions otherwise may run the other way.

The monopoly model is, of course, limited to public institulions. Such
a model is less appropriate in northeastern states than in many other states
because ot the prevalence of private institutions. However, the case can be
nmade for a monopoly role for centrally provided services to public
institutions perhaps with optional participation by private institutions,

A mixed model even for public institutions may be the preferred mode.
Such a mixed model might include central computing power and a
substantial central systems and programming staff, while allowing a range
of local decisionmaking and action in design, installation and operation of
academic or administrative systems.

On the continuum from the competitive role performed by EIS to a
complete monopoly {(not known anywhere, yet), each state nwst identify
the range of freedom in planning and operations that is appropriate to its
circumstance, In the determination of systems to be designed, one can see
a potentially uneconomic result of the EIS approach.

CENTRAL SYSTEMS DEVELOPMENT

EIS has a small administrative services and systems staff. It is also
comniitted to the acquisition of externally developed systems and modules
to be made available to EIS users. However, EIS does not have a fully
effective mechanism or authority to avert the repetitive invention of the
“@" pen at each participating institution, except for the willingness of

EMCinsiitution to use established EIS packages. While the virtue of
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systems lallored to the unique characteristics of the using institution
should not be minimized, redundancy in systems development can be a
major source of waste in the use of limited manpower resources.

Central review of systems needs and collaborative determination of
systems development priorities will, in many settings, result in more
effective use of manpower and greater response to the universe of need.
Such central software planning need not result in systems strait-jackets
since common systems can include options that satisfy unique fequire-
ments,

The chofces New Jersey has made in establishing EIS and the
predecessor consortium constitute a major step forward in the provision of
computer resources to the public institutions of higher education in New
Jersey. EIS would be well-advised, in my judgment, to reconsider from
time to time whether the corporate form, the competitive model, and
substantially decentralized systems planning should be modified in the
interest of a potentially mare effective service to the institutions and the
state.




Critique of the New Jersey Plan

by David Mcintyre
Iitinois Educational Consortium for Computer Services

Three questions can be addressed to those responsible tor the New
Jersey plan to gauge the eftectiveness of the EIS organization. First, what
is this plan doing 10 a very controlled economic system? Historically, the
academic computer center has operated in a captive customer relationship.,
One asked for money from the state, the university received money and
spent it on the inhouse computer. Occasionally some mavericks went out
and bought time from timesharing services and commercial vendors. Under
the New Jersey plan for computing for higher education the state is
developing a third force that is neither an inhouse computer center nor a
commercial organization. What assurances can one give 1o the inhouse
organization that meddling with this heretofore closed economy will not
do precipitous things to the inhouse capability? Extraordinary.events can
occur when one attempts to modity and control economic systens, at
least on a national scale. Extrapolation would tend to make one very wary
of what can happen to computing centers under similar circumstances.

Second, what is the formation of EIS doing to the morale and
motivation of the people in academic computing centers? The people who
surround the computer are often a university’s most scarce resource, and
are more sacred and more scarce than any machine. Think of what
happens when colleges change computing equipment. It is done all the
time. It is not, fun thing, but one lives through it. However, think of what

ERIC o
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would happen if a coltege kept that equipnient and changed all the people.
There would be an absolute disaster. By far the people are the most
important portion of the combination, The emergence of this third force
can have a bad effect on the morale and motivation of the inhouse people.
When the computer center director is faced with uncertainty, he passes
that uncertainty down to the systems programm:r who also passes it
down. Costs of this nature are nol yet apparent in New Jersey, but in
Ninois uncertainty ossociated with centralization of computing services
has cost between 10% and 207% of the eftectiveness of inhouse computer
people.

Third, where are the economies in EIS’ plan? Where are the
fundamental dynamic principles that indicate that this kind of specialized
organization Is more economical than the existing one? Typically, the
argument is in the economy of scale. A central large machine can provide
compuling services to people who can’t afford a big machine for a
considerably smaller price per unit of computation. College computer
center directors have to accept that argument because they've been making
the same argument to their administrations for several years. However, if
one really war’s to realize econoniies of scale, one should start with an
existing center, and spend money to increment the capability of that
existing center thus nmoving further up the economy of scale graph to a
point where prices per unit of computation delivered go down even
further. In that manner cheap computation can be delivered to people who
couldr’t afford it before.

The final argument about the economic$ of centralized statewide
computing must include counts of the number of people being paid to
operate computers. A statewide plan cannot claim economy when the
central organization employs a larger number of staff than would be
necessary it centralized service had been built using an existing computer
center,

O
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Computer Services in the:
Oregon Department of Higher Education

by Michael A. Jennings
Oregon Department of Higher Education

For the past decade the Department of Higher Education has
coordinated its  computing by an Interinstitutional Committee on
Computer Activities. This committee, as well as outside consultants,
advised the Departnwent to establish more explicit comprehensive planning
for computing to insure etfective utilization of all the Department’s
computing resources.

For the last two years, the Office of Administration of the Chancellor’s
Office has coordinated a cooperative planning approach to identify the
most eftective and productive ways ot utilizing the computing resources of
the Department of Higher Education.

Task forces looked at two major arcas of higher education computing:
academic computing including instruction and research; and administrative
computing including student, personnel, financial, facility, library, and
medical systems. A summary of the findings and needs found within the
two major areas were: -

Administrative Systems

o A lack of coordinated planning for administrative systems develop-

~ment in the Department. _ '

» A redundancy of expenditures in systems development.

o Limited attention to compatibility of data definitions.

o lLack of standards for systems documentatiow and computer

languages.

O
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L4

In some cases, evidence of poor utilization of existing computer
equipment for administrative data processing.

Acadentdc Systents

A lack of coordinated planning at the institution and statewide level
for proper use of computing devices.

An imablance among the institutions of computing resources for
instruction and research,

A scarcity of computing resources to support computer and system
science curriculums at the university level,

An inadequate computing resource and service mechanism to
support present level of outside academic computing ($150,000 for
1971-1973),

A potential redundancy of expenditures in the development of
academic' computing systenis.

© GOALS

In order to nieet the needs of the institutions and correct the
deficiencies, a Department plaoning effort established some assumptions
and goals that provided a foundation for a comprehensive long-range plan
for the Department of Higher Education.

L4

Provide a framework fer data processing planaing in alf institutions.
Provide a flexible and yet consistent budget plan utilizing, as
possible, current resources. _
1dentify a foundation for equitable for equitable data processing
growth, :

Produce a reasonable developmental plan for computing with
appropriate milestones of checks and balances.

Cause minimum disruption of current personnel functions.

To meet the overall planning goals, a concept of a computing
consortium among all nine of the public institutions was agreed upon. A
computer network for the Department of Higher Education is planned.
The overall goals of the computer network aze:

To })fpvide equitable access for students and staff at a/l institutions
of lhéfDepanment of Higher Education to the computing resources
of the Department.

To maintain and enhance the quality of computing resources and
services presently available to students and staff at all institutions of
the Department.

To naximize the efficiency of computing resources utilization in
both hardware and software development.

To strengthen the use of computers for administrative and academic
computing.

1 .
E TCYO help effectively meet the overall goals of the network, operational
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goals for each najor computing area, administrative and academic, were
identified. These oper. :ional goals were established to insure proper
attention to the respective needs and functions of each area. They are:
Administrative Computing

o Establish a Departmentwide organization to coordinate administra.
tive systems development,

o Develop and share statewide systems for common administrative
needs,

o Standardize administrative data elements using National Center for
Higher Education Management Systems (NCHEMS) standards and
definitions as a foundation,

o Designate project leaders for each functional systems area on each
campus,

o Enforce State Executive Department computer program language
standards.

o Adhere, in general, to the following priority in the development/
refinement of administrative systems priorities:

s Student Systems

« Financial Systems

o Personnel Systems

o Facility/Physical Plant Systems
+ Hospital Systems

o Library Systems

o Where feasible, buy administrative data processmg systems rather
than develop them within the Department.

o Involve executives and high level administrators in administrative
data processing planning.

Academic Computing

The goals for academic computing are similar to the administrative
computing goals, This similarity is due to many of the common problems
of the respective areas,

o Establish a Departmentwide organization to coordinate the service
and development of academic systems.

o Develop and share statewide systems for common academic system
needs.

o Designate project and discipline representatives on each campus.

¢ Involve executive and high level academic administrators in academic
compuling decisions.

o Provide an environment for all institutions in which computer.
related disciplines can develop and advance.

o Conduct research in computer and information system sciences so
that faculty can use computation directly in the teaching-learning
environment,
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ORGANIZATION

On September 26, 1972 the Board of Higher Education approved the
proposed network plan stating that the responsibility for effective
operation of the network rests with the Chancellor and the Vice
Chancellor for Administration.

Computer network services will be provided under the policy guidance
of a Computer Policy Council with a central staft and, in all instances,
institutional statfs. )

The Computer Policy Council, established pursuant to action of the
Board of Higher Education at its meeting on July 24, 1972, consists of the
Chancellor or his representative and a representative of each institution
(appointed on recommendation of the institution executive). The Council
is charged with policy-development in its broadest terms, including
recommendations relating to network operations and to employment of
operating personnel, It is understood, ol course, that the actions of the
Council are subject to the usual processes of budgelary review and to
review by the Chancellor and the Board,

It is expected that the Conmiputer Policy Council will be assisted in its
activities by user task groups and subgroups. Some major groups are: the
Administrative Systems Group: the Academic Systems Group; the Policy
Planning (Budget) Group; and the Technical Advisory Group. It is
understood that each institution and the Chancellor’s Office require one or
more full-time staft members to perform the following necessary services
related to the operation of a computer network? scheduling and operation
of terminal equipment; planning for and encouragement of computer
services utilization; development of unique software systems; operation of
local computer facilities. The central processing units (computers) of the.
computer network are operated by a staft responsible to the Computer
Policy Council. For the foreseeable future, the Council contracts for the
operation of the central network facility with Oregon Stale University.

The central staff’ performs a series ol crucial tunctions, whether by
coniract with Oregon State Universily or otherwise, Figures &.1 and 8.2
suggest the varieties of activities essential to operation of an effective
network,

POLICIES AND RESPONSIBILITIES

In"order to achieve the highest degree of success, the computer network
requires the cooperation and support ot all elements of the Department of
Higher Education. Each institution must participate not only in the use of
computing facilities, but must assist in the planning and the development

Gﬂf network policy and goals, . _ o ‘
F lC”ﬂle computer network tor the Department of Higher Education
'
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Figure 8.1 Administrative Staff — Centrat Network Facility
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Figure 8.2 Network Organization
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meludes centratized computing facilities, statt, and a variety of remote job
entry (RJIE) and interactive terminals. These tacilities will provide each
institution with a full range of computer services operated by institution
stalt. Ultimate computer netwotrk supervision and control will be the
responsibility of the Chancellor's Office, with policy recommendations
from the Computer Policy Council. Each institution will be responsible for
scheduling and operating its terminal equipment, for providing staff and
student assistance in the use of computer services, for developing unique
software systems, and tor operating local computer facilities.

The Chancellor’s Office is responsible for the policies, plans, budgets,
and  programs relating to data processing systems development and
implementation, for approving the acquisition and use of automatic data
processing equipment, and for the computer network operations,

The Computer Policy Council’'s chief responsibility is to recommend to
the Chancelior policies relating to the coordinated design and method of
operation of the computer network,

Each campus maintains its own computer center, computer services
director, or other appropriate service organization to coordinate
institution computing requirements. In this sense the network for higher
education operates in 4 decentralized fashion with each institution
responsible  for  meeting its needs in  instruction, research, and
administrauve computing using the network facilities. Each campus is
principally responsible for providing staff assistance, production output,
programming support, and, in cooperation with the network, assigning job
numbers, saved file space and computer terminals. Each institution is
responsible for administration of its data processing budget.

Oregon State Universily has the operational responsibility tor the
computer network for the Department of Higher Education,

In fulfilling this responsibility, the University: 1) manages all aspects of
the day-to-day operations of the central network facilities including
telecommunications: 2) administers the central network budgat; 3) gives
periodic reports and makes recommendations to the Computer Policy
Council and Chancellor’s Otfice concerning cutrent operations and future
network requirements: and, 4) undertakes special tasks and assignments
requested by the Chancellor’s Otfice or the Computer Policy Council.

Oregon State University statfs and maintains a Network Information
Office to provide continuing assistance to each institution. The functions
of this oftice incledes training, consulting services, publication of a
network newsletter. and the coordination and distribution of network
manuats and written taterials.

Training programs include cursicula for central network personnel and
institution computer center staff and selected short cousses for
Q wetign, research, and adwministrative users. These programs operate on

EMC](inining basis with classes held both at Oregon State University and at
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ADMINISTRATIVE SYSTEMS VIA THE NETWORK

One of the goals of the petwork is o implenment cominon sollware
systems 1o meet cojuman administrative needs.

The Computer Policy Council assisted by the Adminbtiative Systems
Users Group reviews administrative system requirements and reconmends
shated statewide systems and standardized administrative data elements in
several areas: Student Systems, Finuncial Systems, Personnel Systems,
Facilities/Physical Plant Systems, Hospitaf and Clinical Record Systems,
and Library Systems.

The ventral network  stalt coordinate  the  development  and
implementation of administrative systems which are implemeated under
guidelines and priorities recommended by the Computer Policy Council.

After working with network staft to implement systems, each
institution is responsible for the maintenance of its datas bases, scheduling
the running times of administrative programs and production output,

ACADEMIC COMPUTING VIA THE NETWORK

Fach institwtion is responsible tor meeting its instructional und research
computing requirements. The institution computer servive center is the
principal focal point to: 1) provide consolting and progranuning assistance
in the use of any of the neawork facilities: 2) assign job numbers: )
schedule the priorities and usage of remote terminals; 4) develop or adapt
programs to mwet the particular needs of the individual campus; and 5)
assuze that computing services are available on an equitable basis to all
CAMPUS Users.

" The ventral network staff coordinates the implementation of computer
packages that meet common requirements and will be widely used on the
network like simulation languages, statistical subroutines, instructional
programs of proven utility, and scientific subroutines which support
research computing applications.

IMPLEMENTATION AND EVENT SCHEQULE

Implementation of the computer network commenced on July 1, {973,
Because the project is a complex one, strivt task-oriented planning was
required including an allotied budget framework with proper check points
for progress review. The plan was categarized in tour major areas of
implementation: hardware systems, software systems. personnel and
training, and review and evaluation. initial implementation has followed

the plan.
E TCTM plan for network use of hardware systems focused on development

SN central network facility at Corvalis between 1973 and 1975 through
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upgrading ol the OSUowned CDC 3300 with a CDC 3500 tor academic
computing and instatlation of a larger succéssor to the Controliesleased
1BM 360/40 tor administrative and avademic computing. The PDP-10 and
IBM 30(/30 at the University of Oregon would be retained and RJE
terminals would be installed on a quartedy schiedule at pariicipating
institutions: Portland State University, Southern Oregon College, Eastern
Ocegon College, Oregon Coltege of Education, University of Oregon
Medival School, Oregon Technical tnstitute, University of Oregon Dental
School, and University of Oregon,

Subject to further teview by the Board of Higher Education, several
leased computers would be removed beginning with the UQJeased 1BM
360/20 by June 30, 1973 Figure 8.3 illustrates the schedule of
installations and removals proposed. Hardware decisions are subject not
only to further Board review and action but to refinement and
moditication in the light of competitive bidding. The implementation of
these decisions will permit time-sharing operation (serving instruction and
tesearch users) remote-batch processing, and bateh processing ( particularly
required by administrative users),

The objectives of software planning are to provide equitable aceess to
the needed variety of programming languages, packaged tools, and
coordinated systems  development.  Figure 8.4 gives u summary of
implementation start times for ditferent package and services at specific
institutions,

Pursuing the recommendations and goals of administrative systems
developnient that data elements shoutd be standardized where feasible and
administrative systems software should be purchased rather than
developed, a nationwide search was undertaken to find a vendor

“experienced and successful in’ Implementing student information systemis. =

Systems and Computer Technology, Inc., (SCT) was selected. During
1971.73, SCT has developed student information systems specifications
tor the Department at Portland State University, the University of Oregon
and Southern Oregon College. and has implemented an admission system
at the University of Oregon. As a result of these efforts, SCT’s ability to
develop an integrated Departmentwide system which retains appropriate
institutional differences in the operational areas of student information
systems seems assured.

For a fixed price of approximately $400.000 SCT has agreed to develop
and implement student information systems for participating institutions
in the areas of:

» Adnissions

» Student Information Systems Retrieval/Receiving

» Student Data Base
Q  Grade Reporting

MC Financial Aid

Course Request Processing
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o Course Schedule Mainteimanee

o Swdent Scheduhng

¢ Add/txop

o Student Billing

v AlunmifDevelopment Fund Raising.

Nix institutions would participate initially: BSU U0, OCE, SOC, OH and
EOC, Additosal institutions wauld be oligibde tor installation without
ficense fee after the six imstitution installations have been completed.
Devetopment and instattation will include: specitication assistance and
service: software (for a license fee): installation including debugging,
testing, and so on: training of computer and student area clerical staffs;
initial operation of each module or systam for the first school term
installed; complete detailed documentation of computer systems and S§S
procedures; and provision of an Oregon resident SCT stafl’ during
implementation,

When the SCT contract has been completed, the resulting
standardization of all data elements in student system areas will provide
compatibility among ali participating institutions tor student information
reporting requirements, both state and federal. Al systems will be fully
compatible with the NCHEMS data definitions and NCHEMS models and
ather procedures,

Because the administrative systems project wilf be implemented on a
large machine resource of the central network facility. all institutions will
have direct communication by RJE to their respective student systems for
operation and file nuintenance functions,

Anotheu application now planned is a central libtary ordering and
aceounting system based on the Library On-Line Information and Text
Access (LOLITA) system now operational at OSU and OCE. LOLITA can,

-

when extended to all institutions, provide improved accounting services

while creating a valuable central tile of purchases. This system will share
the same communivation lines, and, in some cases, tepminals as will be
used Yor other network compnuter applications. While implementation of
LOLITA is not dependent on the netwark, sharing of lacilities and
communivation lines should appreciably improve the cost effectiveness of
the LOLITA system.

Administrative systems at the U0 Dental School are next in priority,
Development is needed to imprave the quality, accuracy, availability and
utility of: clinival records. income and supplies accounting, and student
registration and scheduting. To do this a common data hase must be
established for all departments and divisions within the Dental Schoot and
a flexible data provessing and retsieval systeny must be instalted to
accommodate the Dental School's present and future needs as they refate
to currivutum. student-patient progress monitoring, tesearch efforts and

B ‘llc«limstrutive information Jdemands,
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As a means ol solving some of the Jdata processing problems which are
unique to the Dental School, a program improvement allocation has been
requested to permit the Department of Higher Education entering into a
contract with an established outside firm to obtain: previously tried and
tested computer programs designed specifically to meet the unique needs
of dental schools; and the professional help and guidance necessary for the
implementation of these programs on the network computing facilities of
the Department,

Other areas of administrative systems  development are under
investigation which are consistent with software development priorities,
and will be considered for action, after formal presentations have been
made.

- Based on s goal of a minimum disruption of people, the
implementation of the personnel and training portion of the computer
network plan calls for ten new positions in various data processing
classifications. Most new positions are at fnstitutions that do not presently
have data processing personnel. The remaining data processing personnel

© positions of the Department retain 1973 levels with some reosganization
but without refocation,

Personnel action begins' with the consolidation of ths data processing
statts at the OSU computer.facility and the Controller's Oftice to establish
the central network staft. Each institution not presently statfed for the
network data processing plan will acquire staft’ three months before first
equipment delivery. During these three months, the staf¥s of the respective
institutions will receive training from the central network staff and
appropriate suppliers of the equipment to be installed. Figure 8.5
ithustrates the comp!ete -personnel and naining schedule planned through

- 19758, o

In order to' nwintain an appmpnate evaluallon of progress the
Chancellor’s Office will continually review progress as well as coordinate
planning using the monitoring and change methods of the Program
Evaluation and Review Technique (PERT). An evaluation team of
institution computer service directors has also been designated that will
continue to meet with central network management to assist in the
implementation and review process. The Computer Policy Council will
meet on frequent occasions to review the overall progress of development
and implenentation and to ensure proper policy guidelines to meet the
needs of the participating users and institutions. Periodic reports will also
be made to the Data Systems Division, Executive Department, to indicate
the progress of the network and to coordinate activities with statewide
requirements. Figure 8.6 illustrates the schedule for all review and
evaluation activites up through 1975.

O
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FINANCIAL PLAN

One of the planning goals of seeKing an abternative solution for higher
education data provessing was to utitize, as much as possible, the current
level of data processing resources. The least costly solution over a five-year
period for the data processing needs of the Depmitment of Higher
Education is represemed by the proposed network. The resulting program
improvement request tepresents an inerease in the State budget for higher
eduation  computing activities approximately  12.7% for 1973.75,
approximately 9.5% for 1975.77, and less than 747 projected tor 1977.79.
These figures are compared with an average of 15-20% requested program
improvement tor each of the same periods without a coordinated and
shared network concept.

Figure 8.7 is a summary of the finangial plan related to the proposed
improvements and the budget request of 3588.3’6 for 197375,

e
b

Fogure 8 7 Computer Semces Summary Budget

FTF Fmployees are both academijc appointees and
State Civil Service Fmployees
FIE Employces Budget
19711973 173.7 $6,927.663
19731975 180.1 $8,268,443
Difference $1,290,780
Base Budget Adjustment (5.7%) $402,454
Program Improvement
{1} Network $483,832
(2) Student Intormation
Systems 285,000
(3) Centralized Library
Accounting 119,494
T $888,326
Total §1.290,780

The recommended Department data processing budget provides a
financial base on which the network can develop.

Institutions will be responsible tos their respective portions of the total
network budget. Any further stafting and technical improvenents at the
institutions under the network concept will be reviewed and approved by
the Computer Policy Council and Chancellor’s Office.

, The central network facility budget will be the consolidation of the
F lcxpective budgets of the Oregon State University computer facility and
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the Controller’s data processing Tacility, This consolidation holds the
potential of stafl cost savings after etfective network operations have been
established.

In order to effect orderly use and growth in computer usage for user
tustitutions of the network, computer services, both academic and
administrative computing, will be billed with charges based initially on
volume of usage and a tlat service fee. For all academic computing,
instruction and research, a billing algorithm reflecting usage on a per job
basis will be made which follows a traditional computer billing concept of
central processing unit cost per hour for each job run. For administrative
computing a fat service fee will be charged based on the administrative
application (student systems, financial systems, library systems, etc.) and
including other appropriate paranteters. Since each student record contains
approximately the same information and consequently the same computer
processing and storage requirements a flat service charge on a per sludem
basis would be appropriate.

- Institution resources presently devoted to computing requirements are
expected to continue to be used for the purchase of computing services
and systerns development either locally or through the central network
facility. Institutional and central facility plans will be reviewed and
coordinated through the Compuler Policy Council and the Chancellor's
Oftice to assure equitable access to the_com t'ng reSOun.es Since (here
are some systems which should be develoy
required to assure an equitable allocation of 1
the central facility and the tfunds alloc..ted to the institutidFi Tor specific
institution requirements.

O
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Critique of Oregon Network Plan

by Eugene Keenoy
Kean College

Comments in this paper reflect the opinions and experiences of a
remote network user. Kean College, formerly Newark State College, is one
of eight state colleges in New Jersey and has about 5,500 to 6,000
full-time students and about 7,000 part-time students with an FTE count
of approximately 8,000. Kean College operates with an I1BM 1130
computer with a 350 line per minute printer, allocating just over 50% of
prime computer time to the academics and utilizing the remaining time as

. an RJE station for administrative work. o
The spéctrum of network framework goes from one extreme where the

network is completely Chancellor-controlled such as Oregon, which has
certain advantages, to an environment in which they form and contribute
to the management of their own network. The latter framework is one in
which the user community exercises complete governance over the policies
of the network, one in which they satisfy their.needs to the best of their
responsibility within budget restraints. The New Jersey system probably
falls somewhere between these two extremes. Users do have some degree
of governance through representation on the Board of Directors. The
Oregon plan, however, is completely controlled by tke Chancellor. One has
to be skeptical that the Chancellor’s staff managing that network could be
as sensitive to the needs of the user community as it should be. It was
pointed out that there is a Policy Committee. The question before the
house is "“What clout does that Policy Committee have?”
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In the initial stages ol network formation Oregon State University will
take on additional load as the host computer. The comment relative to
“equal access” was interesting. Equal access is one of the most important
characteristics for a network to maintain. Judging from three years’
experience with an RJE work station, it is obvious that, without rigorous
policies regarding equal access, it will be very difficult for Oregon State to
not give priority to Oregon State jobs over the other users. If those
contemplating centralization or state networks take away from the remote
site the ability to do work locally and set priorities, then the least one can
do for those remote sites is 10 make them all equal and keep any and all
kinds ‘of priorities to a minimum. The managément and operation of the
host computer by the state university cannot provide the same sensitivity
to the user that a computer operated by a company such as EIS can
provide. In a sense the term *“‘equal access™ applies to sensitivity as well as
to job processing. User community requirements should carry the same
inftuence with the system's programming staff at the network installation
as the requirements of the state university. Judging from experience in
New Jersey this is not always so.

Another difficulty which will probably be encountered by the
Chancellor's staff operating the Oregon network is maintaining the quality
of personnel. The private company approach to network management,
such as New Jersey's EIS, has a better chance of success jn this area
because it does not have to adhere to the same salary guidelines as a state
civil service system, can provide more incentives to their employees, has
more freedom to hire and fire when necessary, and is not burdened by the
red tape inherent in the state bureaucratic processes.

One of the requirements for a successful network that is missing from .

“the ‘Oregon presentation was a plan for the education of the users. The
term “‘users” includes everyone at the remote site from the person
operating the work station to the president of that college, The education
of the users at the operational level will of necessity be technical; it will
include instruction in the Job Control Language, the HASP commands, OS
Utilities and file management concepts. At a higher level there is a
necessity for education concerning what a user can reasonably expect from
a network. Such training should define responsibilities, should make a
commitment to turnaround time and explain what turnaround time means
to demands of administrators for information, and should demonstrate to
administrators that the price paid for the turnaround time delays is indeed
less expensive than the total cost of running autonomous local installa-
tions. One of the big,est problems in managing a remote installation is the
lack of understanding among “customers” of why it takes so long to
process jobs. They have no understanding or priorities, no feeling for what

© ect of set-ups are on job turnaround and no concept that there may

FRIC be more than one hundred jobs awailing execution at the time their
- )
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jobv Is submitted, e netwark management or sponsor can do a great
service Lo the user communily it he can glve college administrators and
their stall” a basiv understanding of what network processing is all about,
While it is trite that this education could be done at the local level by the
focal director of computer servives, the explanations tend to seem more
like excuses than basic premises. ‘

White it may be premature in the present planning stages, documented
performanee criteria for the network ought to be included in the Oregon
Network Plan. How do they propose to evaluate whether the network ls
pectorming satistactority? The product that the network has to sell is
service. There should be a mutually agreed upon set ot turnaround criteria
as an acceptable standard for that service which must include the varfables -
of CPU time, core size and number of set-ups. In New Jersey institutions
have agreed upon a set of turnaround criteria with EIS with the
expectation that EIS will meet these criteria 8077 of the time over any one
month, There are financial penalties associated with failure to meet these
criteriu, :

One of the advantages to the Chancetlor-Controlled Oregon Systent is
the abilily to achieve a greater degree of standardization in daia usage and
coding than is possible with a group of colleges acting independently
without regard for the coordination of how data elements are coded or
how programs or processes are documented, Without such standardization
almost identical programs are written by each college solely because each
las coded data elements differently. This means more program libraries
take up disc space and program maintenance costs are exaggerated.

The Oregen proposal to provide fixed pricing for administrative
processing ought to be reconsidered. Glaring differences are apparent on
the manner in which eight New Jersey state colleges handle administrative
processing on the network, Some are very efficient and others are very
inefticient. A fixed price scheme which forces the efficient user to absorb
part of the costs of an ineflicient user s inacceptable.

One issue in network economics is monopoly and related incentive. |
contend that the private company {EIS) approach to networks provides
more incentive for provision ol user services than does the Chancellor-
controlted type of network. The private company has more flexibility.in
salary ranges and ways to reward people for proficiency or capability than
does the bureaucratic system, The incentive of EIS as a relatively small
company in the service bureau business trying to make a go of it is pure
and simple, a stake in their own luture. While for all practical purposes the
company may be a monopoly, it still cannot survive with a dissatisfied user
conuuuiiy. It is incumbent upon the company to aggressively market
their services and achieve the necessary revenues to support the systems
and staff on hand. While an organization like EIS is a “not-for-profit”
company it is also a “not.for-bigloss” company. Further, although
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technically “'independent,” the chancellor's offlce has more than a little to

~ say about EIS policles and future planning. Experience has also shown
that, whete the user colleges were very dissatisfied with some aspect of EIS
operation, the president of the college contacted the chancellor in addition

- 10 nuaking the dissatisfaction known to EIS. EIS then experlenced pressure
to perform from two sides. While the extent of the Chancellor’s office
control over the local network may not be appropriate, one has to admit
that twosided pressure has to keep network managenient and staff on
their toes, , ,

The Oregon proposal in comparison to the New Jersey environment
tends to make the network less compelitive. In New Jersey a billing
algorithm charges on-line storage at two cents per teack per day. With
nunkrous applications (n which on-ine storage would be advantageous,
the user colleges calculated what it would cost to maintain files on on-line
storage and reviewed those costs relative to each data processing budget.

- EIS will probably have a lot of unused on-line storage on hand for a long
time. EIS staff have already been told that, if they expect users to take
advantage of this capability, they are going to have to sharpen their pencils
in that portion of the billing algorithm. The network will have to weigh
the advantages of increased user activity against a lower charge for on-line
storage. In the Oregon environment in which the state controls not only
the funding but also the network, a difterent approach might be taken
toward resolving such cost problems.

Oregon and other states contemplating networks or even maintaining
existing networks ought also to consider career paths for the employees at

- the remote sites. At Kean College with a staff of three very competent
programmers one must ask “Where are these people going?”. If the state
decides to contract for a large student information syslem from an outside
vendor, acquires a financial system from Florida, and gets a library system
from someone else for all eight state colleges, when does the Kean College
programming stafl get an opportunity to work on any kind of challenging
programs? How do they become expert in the use of COBOL or PL/I?
How do they grow professionally? There is a lot of talent out there in the
boondocks. The next time a challenging job comes up, why not have some
of these people participate in its in1plementation°' If the network
maintained a central staff of highly competent expenenced people, and
the programmers from the remote-sites were given the proper experience,
then the career-path for the programmers might be to eventually assume
one of the more responsible positions on the network. At least added
experience would qualify local programmers for more adyanced titles and
salaries locally, even if they choose not to go to the network. With the
present arrangement it is inevitable that quality programming staff will

» the local sites. Any talented programmer will also have the ambition
EKC love out to an environment where he or she can participate in more




104 STATEWIDE PLANS FOR COMPUTING

advanced projects. This problem should be addressed in the proper
perspective with all of the other network and centralized problems.

The most significant comment one could niake on the Oregon plan is
that the key to the success of the Oregon Network is whether the policy
committee has enough authority, and whether it truly represents the user
community.

The Florida Regional
Computing Center Plan

. by James Moroan
Florida State Unimsity ‘System

Statewide plans for computing in Florida are exactly geated to the
environnent there. In a different environment, state and university
officials might have done many things differently. The State of Florida has
a rather odd shape and has public universities studded all around the edge
of it. In West Florida the University of West Florida in Pensacola with
around 3,000 to 3,500 students offers third and fourth year program
feading to the Bachelors degree and some Master’s Degree programs. In the
northern part of the state at Tallahassee Is Florida State University which
is a broad spectrum institution that covers baccalaureate and advanced
graduate programs and Florida A & M University which was the
predominantly black university in Florida. A new university in
Jacksonville, the University of North Florida, enrolls approximately 2,000
students in a third and fourth year and beginning graduate program.
Florida State University in Tallahassee and the University of Fiorida in
Gainesville, Florida enrolls students from the freshman to advanced
graduate level. At'the University of South Florida in Tampa baccalaureate
and graduate programs are offered but on a much smaller scale from that
at the University of Florida and Florida State. Florida Technological
University in Orlando which enrolls freshman through beginning graduate
O | students was built there and called technological because of the
]:KC centration of aerospace industries in the Orlando area. However, the
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establishment of Disneyworld, near Orlando has substantially changed the
character of the area and caused some problemis in adjustment for the
University.

In the Southern part of the state, Florida Atlantic Unlversity in Boca
Raton entolls approximately 7,000 students in its third and fourth year
baccalaureate and beginning graduate program, Having been established (n
1963, Florida Atlantic University is an older institution in Florida. Florida
International University in Miami is a new university which fast year
opened with 4,500 students enrolled in third-fourth year and beginning
graduate programs. Enroliment has increased substantially in 1973,

Because the State University System in Florida must serve all of these
Institutions, planners must talk about regional computing in the State of
Florida, Before any regional system was considered substantial computer

- power existed on many campuses. At University of West Florida an IBM
360/40 with 64K of core did everything that they needed o have done, At
Florida State University a CDC 6400 handled computing for instruction
and research and a Honeywell 1200 handled computing for administeation.
Florida A & M University had a 1401 with 12K. The University of North
Florida and Florida International were not open at the time. For
instruction and research the University of Florida had an IBM 360765 in
addition to an [BM 360/50 for administrative support and IBM 360/30 in
the teaching hospital. The Universily of South Florida had an IBM 360/65.
Florida Technological University had a Honeywell 1200, and Florida
Atlantic had an IBM 360/40,

When regional service was first considered, some problems had to be
solved fairly rapidly. First, one could see increasing pressure to provide the
full spectrum of computer services on all campuses, and It was obvious
that this would not be possible with the existing hardware on some of
them. Second all campuses exhibited a fantastic reluctance to enter into
any kind of computing arrangement with another university where they
had no voice in the operation of that computer activity,

At the time of the original plan, there were less than 100 interactive
terminals in the whole state and no remote job entry terminals. These
terminals were concentrated with approximately 80 at the University of
Florida and the remaining number at Florida State University.

The campus computer centers were marginally staffed, and there had
been very little opportunity for exchange of systems and programs
between the institutions. Although exchange of systems might have been
advantageous in some cases, there was no opportunity at all in others. For
example, there was nothing one could have moved to the IBM 1401 at
Florida A & M which could have solved the administrative computing
problems there.

Within the State of Florida the EDP Division of the Department of

EKCal Services is by law charged with total responsibility for the
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acquisition and operation of computers. If staff at public colleges or
univesities want to lease, purchase or otherwise acquire a keypunch, one
must go through this state agency. If the cost of the purchase were high,
the decislon would have to be considered by the cabinet which sits as the
EDP Control Board in Florida. Significant kinds of problems with
compuling in higher education in Flotida were not unique. As the EDP
Control Board of the GSA began to exercise more of its powers of review,
representatives of the colleges and universities found it hard to justify on a
rational basis some of the activities then going on in computing. For
example, how does one defend nine separate payroll systems? How does
one defend acquisition of an IBM 360/65 with a 256K core for a single
institution? It was necessary for the State University to develop a plan to
tegaln the initiative in computer planning for the university systen:,
‘Basically, the State University System plan got the attention of all the
universities in the system. The plan advocated using a smaller number of -
larger computers, 1o take advantage of economies of scale in computer
hardware, Economy was not stressed because, along with the economy
that came from the larger hardware, State university officials envisioned a
vast and substantial expansion of computer services in support of
instruction, To take advantages of economies of scale in hardware, to
eliminate the duplication of systems effort, and to expand instructional
support, the initial plan recommended the creation of: four regional
centers for administrative processing; one central center for {nstruction
and research support for the whole system; and consolidation of systems
staff. [n the recommended functional systems arrangement, a single system
staff would support statewide systems for student records, administration
and other functional areas.

#

AEGIONAL CENTERS

At the time the initial plan was released the University in Miami was
still without computer hardware and was dependent upon the 1BM 360/40
then at Florida Atlantic University. The administrative and academic vice
presidents and the computer center directors of the two institutions met
and began to consider how they could effect the kind of regionalization of
computing services and hardware sought by the plan without closing the
universities in the process. Within two months these institutions submitted
a plan for a regional center (location unspecified) which would provide the
complete spectrum of computing support for both institutions. After
approval by the Board of Regents, this plan became the implementation
plan for the first Florida regional center.

In this particular region, the regional computer center supports

l:lkcmmstralmn and instruction with only unusual kinds of computing
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servive provided by ecither Florida State University or the University of
Florida. For the first time all data processing personnel in that region
belonged to the regional center rather than o the participating univer.
sities. This worked out well because people were strongly in support of the
idea and realiced that they were getting some things from the regional
center that they would have been totally unable to get on an institution.
by-institution basis.

In the fail of 1971, a regional center plan was adopted first by the.
Florida Board of Regents and second by the State Cabinet which gave the
framework within which other regional centers could be developed. The
plan established that four regional data centers under the control of the
institutions would operate central hardware with remote job entry type
devices. Fach one of our regional centers is under the control of a Regional
Policy Board. The policy boards, in most cases, consist of the academic
and administrative vice president of each one of the institutions involved,
and a {ilth or seventh member from the chancellor’s office. Since one
member of each Policy Board represents the Chancellor’s office, that
office can coordinate activities of the reglonal centers while each center is
still controlled by tle insiitutions.

For six months following adoption of the one page plan for regionat
centers, the groups of institutions involved with each center worked
together to produce an implementing plan. The regional centers began to
becone operational in June or July ot 1972 and some of them have now
been operational 16 to 18 months.

Wherever possible, a regional center was built on existing hardware, If
this were not possible, the regional center staff in conjunction with the
EDP division of the state worked out a series of specifications for bid for a
computer, in July of 1972 the regional center staft in Miami installed a

“UNIVAC 1106 at Florida International University and began to phase out
the [BM 360/40 then located in the computing ceater in Boca Raton
which became a terminal data center. The UNIVAC came in on schedule,
the 360/40 was phased out on schedule, but all did not work beautifully,
There were six traumatic months from the time that UNIVAC system
came in until all systems were ready,

From June i972 to May 1973 the University of South Florida
upgraded an IBM 360/65 computer through the bid process from a 256K
to 512K core, and replaced all disks with plug compatible units. During
the year the center also phased out an [BM 1130 and a Honeywell 1200

© replacing both with Data 100 type terminals to a regional computing
center.

The regional data center in Tallahassee had more significant problems
because of the lack of availability of administrative hardware in that
Mrmular region. When the regional center plan was initiated, Florida
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State University in Taliahassee had a Honeywell 1200 and a CDC 6500.
The first decision that the regional policy board had to make was whether
to buy service for the CDC 6500 or to initiate separate procurement of an
administrative computer for that area. The decision that they made was
influenced to some extent by the availability of hardware. The North-West
Regional Center was implemented on the IBM 360/40 which was phased
out at Florida Atlantic University. When the 360/40 was moved In
September of 1972 to the Regional Center at Tallahassee, everyone clearly
understood that any production done in that year was pure bonus, The
machine was there to allow a long period of time for conversion of the
Honeywell 1200 at Tallahassee and the IBM 1401 at Florida A & M. In
August 1973, the 360/40 was replaced by a 360/50 which had been
putchased by the University of Florida, and the 360/50 became the
regional computer for the Northwest Regional Center. Although the
computer for the Regional Center is from IBM, the core, tapes, and disks
are from Ampex, and the terminals are from Data 100. The simultaneous
conversion at Florida A & M University from the IBM 1401 system to
systems on the 360/40 and 360/50 consisted of looking around the system
for operating student programs and financlal programs to augment the
basic Florida State University System accounting module. In September
1973, Florida A & M University began operation on a completely
borrowed set of systems.

In Gainesville, the University of Florida Computer Research Center
ordered an IBM 370/165 when the decision was made by the Regional
Policy Board to put all applications available on that computer, In March
1973 the 360/30 in the teaching hospital was phased out and in July the
360/50 in the administrative center was moved to Tallahassee. Remote
sites are without exception serviced by Data 100 type terminals with a
variety of devices on them, including tape drives. Since everything else has
changed, most of the institutions have eliminated keypunches and have
gone to Infrarex key to disk system. The little tape drive on the Data 100
terminal gives one a good way to get data into the computer.

Since the Regional Center Plan has begun to be implemented the
relationship between the Chancellor’s Office and the EDP division has
changed rematkably. At least some of the vulnerability of the State
Undversity System has been removed and relationships with the division
are much more pleasant, In addition EDP Division personnel have been of
substantial help to the State University System in 1973 in getting things
done. With the processing procedures of the state government, one must
recognize that great effort is required to go through the bid process to
upgrade a 360/65 like the one in Tampa by adding core, disks, and
communications control from other vendors. It takes a fantastic amount
of cooperation to go through the bid process to order all these devices and

© __State University System got it.
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Critique of Florida Computing Plan

by George Struble
University of Oregon

A regional center system like that of Florida is an intriguing idea, and is
offers several advantages over systenis that try to centralize everything.
There are advantages in asynchronous conversion; when the next steps .
have to come along, one does not have to convert everything, everywhere,
all at once. One can shift some of the workload from a computer to be
phased oul to another center. Personnel can concentrate on ¢onversion of
part of the computing workload at a time, even borrowing some staff from
other regional centers. Another advantage is that regional centers can offer
a richness and variety of instructional and research facilities. The richness
and variety are more a hindrance than a help in administrative applica-
tions, but van be quite a help in academic applications, because the
applications themselves are quite varied. Variety of hardware can
contribute toithe ability to serve a variety of academic needs, and variety
and richness of software are even more helpful.

In the Florida ‘plan, however, there appears to be some imbalance in
planning lor administration between the administrative and academic
needs. The original proposal. by which the administration hit the
institution over the head and got their attention, seemed to centralize
service of academic needs in about two or three sentences. Although the
proposal included a detailed stafting plan, that plan did not provide for
any academic support personnel, either at the center or at the institu-
tions! That spevilic problem has been remedied in subsequent planning,
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Computer Activities in lllinois

by Timothy Griffin
ilinois Department of Finance

A state agency such as the Department of Finance in llinois has many
problems in rusning a consolidated data center for all agencies reporting to
the Governor, The ditficulties lie in two primary areas: the inilial
consolidating of the individual agency’s hardware; and making the data
center responsive (o' the needs of its customers. In the initial consolidation,
there are the obvious prohlems of invasion of rights of the agencies’ data
center managers who naturally want to hold on to their own equipment
regardless of the economies. This is no small 1ask, It took the State of
Ninois 13 months to create a data conter with 32 agencies as customers,
The job is not complete in that 3 agencies still have independent data
centers, but 90% of the task is complete. Making the central data center
responsive to the valid and oftentimes demanding needs of its customers -
causes great difficulties. Right now, the major objective in [llinois is to
create a stable enviromment within the data center, While major strides
have been made in this area, the data center stifl does not have the
camplete confidence of all state agencies which are customers.

Problems encountered with the Hinois General Assembly are typical.
Often the Assembly acts on insufficient or inaccurate information,
sometimes leaving the data center with inadequate funds to provide central
data processing services called tor by statute.

In Illinois the public universities acted before the General Assembly
voted to include them in a central data processing facility under a State

El{lC : A4
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agency such as the Departimient of Finance. The problems which would
have been created by such centralization are obvious. Hllinc:s public
universities have created a private corporation called The Ihtois
Consortium for Computer Services which seeks to consolidate compuler
services among the state universities and colleges. 1CCS is described by
Dr. Brody in the following paper,

What is IECCS?

by Ronald Brady
University of Minols

EVENTS LEADING TO THE FORMATION OF THE IECCS

. In 1971 the executive branch and legislature of the state of lllinois

* endorsed “The lllinois Master Plan for Applying Computer Technology in
the 1970',” called “Impact 70’s.” The plan called for the consolidation
into a single organization of all computer activities in the state agencles
which report to the governor. Legislation was adopted which provided the
appropriate authorities and finances to accomplish this consolidation.
Education was not considered a state agency which reported to the
governor, and as such, was not included in the consolidation, but it was
clear that higher education as an “industry” would be expected to act ina
responsible and economic manner to avoid replicating capabilities,
systems, and mainframes.

Shortly after the adoption of Impact 70's, a private consulting firm was
employed by the lilinois hoard of Higher Education (IBHE) to access and
analyze the effectiveness with which the institutions were using their
computer resources, This firm conducted an “‘audit” of most of the state
universities. Their findings indicated significant inefticiencies in the way
the institutions were developing administrative systems and distributing
computer resources. Acting on this information, the IBHE dramatically

[KC :duced recommendations for support of computer personnel and
A
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hardware in the regular budget submitted to the Governor's office and the
Legislation.

Concurrently, the IB{IE and the Department of Finance assembled a
large task force of mose than 100 people representing community colleges,
private colleges, and the public institutions in [ilinols to study the
problems ol educational computation and make recommendations to the
board. The task force's deliberations and recommendations were Included
in a report, adopted by the IBHE, called The Statewide Plan for
Computing Resources in Hliinois. This report called for two significant
actions: formation of a public interest corporation to own and operate
most of the computers in the higher education systen; and consolidation
of all administrative system development activities.

- In response to verbal preliminary recommendations from the 1BHE, the
Joint Council On Education, composed of the presidents of the thirteen
~public institutions, formed two task forces to study different aspects of
computing in higher education in lilinois. One task force reviewed the then
current organization tor provision of computing services in the colleges
and universities. The second task force developed plans for unified
computer support tor public higher education in lilinois. As a result of the
recommendations of the task force concerned with organization IECCS
was formed in September 1972,

The llinois Educational Consortium for Computer Services (LECCS) is
a not-for-prolit corporation formed to:

» advance the development and use of computing technology informa.
tion systems in institutions of higher education as a means to
improved management and more effective education.

« envourage, promote, plan, develop, and provide increasing coopera-
tion, coSrdination and sharing between and among member institu:
tions, and all institutions of higher education in the state of [llinois,
in the utilization of computer equipment, facilities, systems, services
and personnel in_order to achieve improved cost efficiency and
strengthen and enrich computational capabilities for the perform-
ance and support of the respective educational missions, functions
and operations of the members.

In short IECCS has been designed to do good things for educational
computation,

In filinois the thirteen senior public colleges and universities are
administered by four boards and constitute four systems of public higher
education. The University of fllincis which includes the University of
Ilinois at Urbana-Champaign, University of {llinois at Chicago Circle, and
University of lllinois Medical Center is governed by a university board of
trustees. The Board of Regents oversees the operation of Illinois State
University, Northern lllinois University, and Sangamon State University, A
Q -ate Board of Governors oversees Eastern lllinois University, Western
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Ninois University, Chicago State University, Northeastern fllinois State
University, and Governors State University, Finally, under a tourth board
of trustees, Southern Ilinois University includes Southern 1llinois Univer
sity, Carbondale, and Southern Illinois University, Edwardsville. These
four systems or governing boards of higher educationa are the members
and owners ol the 1ECCS.

The TECCS s directed by a Board of Directors composed of
representatives from each of the four systems and representatives of two
cooperating groups, the lllinois Community College Board and the private
instilutions of higher education.!

PLANS AND ACTIVITIES

Long range and general plans of the corporation are:

o To act as the vehicle through which participants may jointly F'und,
jointly use, and jointly control resources, including software,
hardware, and other products

¢ To act as a forum through which the institutional planners have
some information to estimate costs for implementing plans in some
way other than entirely by themselves.

o To make available to the institutions the advantages of a corpora(e
entity which can offer flexible funding arrangements and rapid
response to implement decisions.

Immediate plans and activities include:

o Formation of the Mid-fllinois Computer Center to support five of
the smaller schools located near the middle of the state.

o Securing of financing to acquire and lease back to the public schools
new compuler equipment,

o Procurement and development of a library support system,

Intermediate range plans for the 1ECCS will be greatly influenced by
the actions of two other groups outside the purview of the corporation.
The University of lllinois is currently planning for the deployment of its
research and instructional computer facilities, and a unified statewide data
communications effort may be developed by the executive branch of the
state government,

REFERENCES .

{. Dr. John E. Corbally, Jr., President, Univetsity of lilinois {Chaltman): D1, Ben
Morton, Executive Director, Board of Governors (Vice Chairman); Dr. John T,
Bernhard, President, Western 1llinois University; Dr. Ronald W. Brady, Vice

O

RIC

Aruitoxt provided by Eic:



STATEWIDE PLANS FOR COMPUTING 116

Prestdent for Munning and Allocation (U of 1); Dr, James Brophy, Academbe Vice
President, [linols Institute of lechnology (Non-Voling): Dr. Gene Budig,
Presiden), inols State University: De. David R. Derge, President, Southern
llinols University, Carbondale; Dr. Richard Fox, Associate Secretary, lllinois
Junior College Board (Nom-Voting): Dr, Franklin E. Matster, Executive Ditector,
Board of Revents; Mr. David Nyman, Associate Director, llinols Boatd of Higher
Education (Non-Voting); and Dr. John 8. Rendteman, President, Southern lllineis
University, Fdwurdsville; were membets of the Board of Directors in Septembet
1973,

Statewide Networks for Computing

by Charles J. Mosmann
University of Californla, trvine

One can distinguish two kinds of computer networks in higher
education: those that emerge to serve a more limited set of purposes and
then attract more customers by means of high quality service and/or low
price; and those that are imposed on a system or set of users by some
agency responsible for providing resources, From the user's point of view,
these kinds of networks are very different. Networks that succeed in a free
environment miust adapt themselves to the needs and interests of the users.

~ When networks are enforced on the user, however, he or she has little

alternative but to adapt himself or herself to the system. In this case, the
system has little incentive to develop either to economy or responsiveness,
In today’s environment of multiple alternatives, the on-campus admin-
istrator’s principal job must be to understand the questions regaiding
computing resources in terms of educational realities. These questions are
not primarily technical, or economic, but have to do with the value of
compuling as a service, aniong other competing services, for the
instructional and research goals of an institution. The administrator must
understand what he is buying, in terms of the quality of the instruction
and research provided, when he makes computing decisions. He is then in a
position to defend the needs of his institution. When he understands the
needs, and the available altern:tives, he will be able iu select aniong them
the one (or ones) that represent the least cost, the least commitment, and
E T‘C«‘east risk. He will be pleased to let others, like the UCLA system
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described by Kehl, take the risks of long term hardware commitments.

If an institution decides to develap a computing service and allow its
on-campus computing facilities to become a resource available to other
institutions, it is important that those making the decision understand why
their institution should want to be in the position of providing
management and taking the management risks of developing a resource for
other institutlons to use.

The EDUCOM study of Avademic Conputer Planning i the American
States and Canadian Provinces presently underway, is investigating the role
of multi-campus governing boards and state systems of higher education in
creating and encouraging the development of computer networks or
statewide systems for computing. This project, funded by the Exxon
Education Foundation, s currently under way and only tentative
conclusions can be presented. llowever‘ a few poin!s for discusston are
apparent.

First, there ar¢ a wide range of models or forms of systems although the
influence of geography, economics, and the natute of the politics or
management is quite great. Some computer networks imposed on state

systems of higher education have created equality of access by limiting the - ‘

freedom of the members. In order to make the computing resources
available to all the students in all the institutions In the system, the
innovators and leaders in computing have been constrained to conformto
the same patterns of behavior as those with little or no experience in.
compuling. In fact excellence has been given up in favor of economy and

democracy. 1Insofar as this is a conscious decision based on the =

requirements of that system in that state, such a decision cannot be
“criticized. Otler networks reflect the need to market services and are
highly user oriented. Many networks reflect the political, financlal, and
instructional realities of the systems of education they serve and are bound
to be successful in that envitonment. Some plans for networks currently in
development, however, appear unrealistic and unlikely of ever coming into
being. ;

In the context of these dlvergent efforts one can propose the followmg :
hypothesis. Computing is not so unusual a rescurze that it does not follow
some rules imposed on the structure of an educational system by external
forces. The centralization of computing including the development of
networks or regional centers or “‘super-centers” is linked to the phenom-
enon of more centralized control of higher education generally. Over the
past decade, more and more states have reptaced coordinating boards of
education with governing boards.

Control of the computing resource is closely linked to control of the
functions computing supports. If administrative data processing functions
are moved to the state or provincial capitol or the board of higher

Emc'ation. so ultimately wili administrative decision making be moved.
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Fear of this centratization is the basis for much of the resistence to
centralized data processing on the part of campus administeators. [f,
further, institutions lose control of institutional academic resources,
including computing, then they lose control of academic decision making
as well. Those responsible for academic decision making on campus must
exhibit the same concern as that evidenced by administrators when faced
with centralization of computing resources, The decision to centralize
computing, has more than technical and economic camponents; it elfects
how a state and system institutions are going to do education in that
system,
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Chapter 9

An Overview

by Harold Wakefield
State University of New York

It's obvious that interest in that very elusive MIS monster hasn't
diminished and that the obvious problems in developing management
information systems haven’t changed. However, the major problems are
gradually being solved and there is much more optimism evident in the
development of management information systems now than one year ago.

Generally speaking, the panelists who are involved in serious MIS
development have completed about 50% of the development work.
However, with new demands being continuously added this work may
never be 100% completed. At the State University of New York over two
years of effort on 3 continuing basis has been employed in the
development of uniform information systems. [t is obvious that many
colleges have subsystems of an MIS that come close to satisfying their
information requirements. As can be expected, there is greater interest in
on-line systems including on-line data entry, and an accelerated effort is
being made to shortcut the old approach of batch processing first followed
by on-line and inquiry capabilities, -

The exchange of programs and transfer of systems has proven to be
more feasible and more successful than one would expect. Substantial
potential savings can be effected by importing programs even when
extensive re-programming is required. This was especially true with the
Stanford University OASIS system which has been transported to ten

O
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other focations. e ditTiculties expertenced in earlier attempts to
transport OASES hiave been resolved and, in some instances, the system has
been installed and up and running in a matter of days.

In New York State, SUNY recently was offered a very sophisticated
library clreutation control system developed by Ohio State University and
with minor revisions implemented it at the University in Albany. By so
doing it Is estimated that SUNY saved four to five hundred thousand
dollars. Furthermore, thanks to 0.5.U., SUNY obfained one of the best
library circulation programs in operalion,

Decision muking and organizational problems add to the difticultles in

“the development of MIS. One sometimes cannot identify the deciston
maker, especially when there are many levels of users and administrators.
George Weathersby structured the organizational picture by clting four
myths involved in planning management information systems. First, it is
usually -assumed that data is neutraf, but true“only to the extent that many
different people can use it many different ways. Second, {t is widely
believed that compatible sets of data are collected by institutions. The
National Commission on the Financing of Post-secondary Education has
encountered great ditficulty in attempting to design, identify, and develop
common sets o data. A third myth mamtamns that daa coliected by
colleges and universities Is accurate. This is not true for higher education at
farge. ‘the National Center for Educational Statisties is very sensitive to
certification of data or the accuracy of data. Information that hasn’t been
extensively tested, checked, reviewed and recertified is no longer accepted.
A fourth myth concerns samples of data used for national statistics.
Sampling procedures currently being used often yield extremely small data
sets, and where this is the case, the use of the data is almost immoral.

In the development and use of MIS in colleges and universities one of
the common problems is distinguishing between authority and responsibil-
ity. Computer people designing a system and planners and administrators
defining the management information requirements often work independ-
ently. It is therefore impottant to identify responsibility and the authority

* for the total program hy focusing the ¢ntire effort under one group or one
departiment. :

Communications ate always a problem in discussing and trying to
define users’ nceds and requirements. In the design of a university
management intormation system, as many as 200 or 300 people nay
become involved. In New York State this has been true. Although nearly
every aduinistratot is involved fron the focal campus to the state systénis
ont up to the central oftice, one can still question whether there has been

. enougl faculty involvement in the design.

At SUNY, one dozen or more task torces have worked on the statewide

MIS (student systems, personnel, financial, facilities, student accounting,
Emcmdards a general advisory committee, etc.). It is very difficult to keep
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task forces motivated. They have a sincete and a deep interest in
developing uniform systems but, when it takes two years and three years
instead of the one year that had been anticipated, interest wanes.

If SUNY had to do it over again, having listened to Mike Roberts and
the group on the transportability of programs, niore consideration would
be given to the use of anything and everything that could be obtained and
revised. In our case a student infornwation system in operation at a
university center was used as the base Instead of completely redesigning a
SUNY statewide student system. The university center student system was -
redesigned for the fouryear and two-year college use -eliminating at least
40% of systems development work. Forty percent of twelve to fourteen
man years resulted in substantial savings. Universities and cofleges now
starting from scratch should at least took around, and tind out where
programs are available and in use. There is always the pride of authorship
but one can design a unique MiS using many pieces or parts of existing
systems without trying to do the total job,

The most time consuning but Important step in the design or redesign
of an MIS is the definitions of the data elements that are required. A
positive aid should be the use of a very detailed checklist to make sure all
the appropriate bases are covered. One instance, that occurred at Stanford
illustrates the need for such a list. According to Cheryl Traver, the system
staff at Stanlord had nearly completed one system of OASIS when it was
decided that no one would be willing to use social security numbers as
identifiers. Obviously the incorporation of a multiplicity of personal codes
into a half-finished system can create an interesting problem,

One of the most serious problems, even when committed to WICHE
Standards, is the usual lack of uniformity and standardization by codes.
For that reason the responsibility in this area should be given to a full time
standards commitiee,

Development time and costs for MIS developnent are still being

- underestimated. Original estimates of four years of development have now
been revised to eight years. Estimates of ten man years development time
have often beconw the squaie of that time. An original estimate of ten
man years to develop the basic system was revised, two years la‘er, at the
halfway point. to be at feast 40 man years for the administrative effort in
New York State. As time increases, motivation becomes an increasingly
important factor. Keeping a group of people motivated over a period of
years in developing tatal systems is difficult,

Despite problems of developmient tinie and financing, there is extreme
optimism, especially about transportabiiity of MIS programs and based on
the reports presented at this conference this optimism appears (o be
justified,

O
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- Chapter 10
MIS Case Studies

The Effects of

Management Information Systems

in Colleges & Universities:

A Parspactive from the Statewide Level

by W. K. Boutwaell
State Unlversity System of Florida -

Most institutions of higher education in this country have been involved
in the creation of Management Information Systems for almost a decade
now, with the most serious efforts coming within the last five years. it is
probably safe to say, however, that most systems are less than half
complete at this point in time and several man years of effort must still be
expended before such systems will be complete; If, indeed, they will ever
be complete. It is time, however, that the administrators in higher
education took a serious look at the effectiveness of the large amount of
expenditures that have already been and will continue to be utilized to
construct automated data information systems. | predict that few, if any,
administrators will decide to abandon their efforts to create good
Management Information Systems; going back to the old way of doing
things is simply unthinkable. “You can’t keep them on the farra once they
.have been to Paris.” Nevertheless, it is good to stand off at a distance once
in a while and take another look at the system one is creating.

One's evaluation of the effect of 2 Management Information System is
directly dependent upon the perspective from which the system is viewed.
You will agree, | am sure,. that faculty members, deans, university
presidents, chancellors of state university systems, and legistators all have a
different view of the importance of Management Information Systems.
Let’s face it: Information is power. Normally the one who possesses the
information is in a much superior position for influencing resource

~ 124
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allocation and other policy decisions. For years, universities were in a
powerful positlon because they possessed most of the informatlon and
state boards and legislatures were left guessing. Thus, it is not surprising lo
find different views about Management Information Systems and the
wisdom of giving dats to the “unlearned” at state and federal levels.

In this paper the effectiveness of Management Information Systems is
addressed from a stajewide standpoint. As the reader through these
evaluations, however, he may want to think of how these evaluations
might differ if they were being addressed by someone with a different
perspective,

To objectively evaluate a Management Information System, one must
understand the enviromment which necessitated the creation of the system
in the first place. Thus, it is appropriate to brielly review the history of
higher education in this country during the last ten years. The decade of
the 60's was characterized by: 1) rapidly increasing enrollments, which
placed extreme pressures on limited resources available for higher
education; 2) the creation of many new institutions of highcr education as
many states adopted the objective of carrying education to the people; 3)
general dissatisfaction on the part of the general public with the guality of
outputs of many institutions (e.g., lack of relevance); and a demand for
accountability in the use of public funds in all areas including education,
which, in most states, accounts for about 50% of state expenditures.

Florida lypifies what was occurring in most states during the 60’s. In
the state’s universities alone, enroliments grew from 27,000 to 88,000 and
the number of universities trom four to nine. In addition, the community
college enroliments increased from 17,000 to 122,000 and the number of
community colleges grew trom nineteen to twenty-eight. It was during this
period of rapid and almost uncontrolled growth that the Florida
Legislature reatized that some overall control and planning had to be
brought to higher education in the state in order to avoid vast duplications
of programs and facilities. The Legislature was simply unable to cope with
the competing demands of vast numbers of community colleges and
universities. Thus, in 1965 the old coordinating board for the universities
was replaced by a governing board and the office of chancellor as chief
executive officer of a central staff of the governing board was created. The
community colleges were placed in a separate division of the Department
of Education. The new governing board was given total responsibility for
all of the state’s public universities. Thus, the chancellor, as the executive
officer of the board, became, in effect, the chief executive officer of a
unitary higher education system in Florida. Needless to say, the years since
1965 have been exciting ones, Universities do not voluntarily submit
themselves to a system and, in most cases, do not hesitate to speak out,
’"‘Q{' sublicly and privately, when the decisions of a central stall are

ERIC te be in error. Thus came the big question, how does a chancellor's
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office go about the job of creating an effective and etficient state
university systent out of previously independent universities, each with its
own political power base. Obviously, a good, reliable source of informa.
tioiv was a prerequisite, The problent, of course, was further complicated
by the fact that it was intpossibde tor the chancellor's oftice to be tocated
o all compuses. Thus, the knowledge and familiarity of programs,
problems, and opportunities that come about because one is lovated
on-campus had 1o be foregone, Almost all information utitized in decision
making at the statewide level had 1o he gained throngh some type of a
nonpersonal communication system between the local campuses and the
central state offices This is the context in which Management Information
Systems must be evaluated at the statewide level,

Uncontrolled growth of both enrollments and institutions of higher
¢ducation coupled with an inereasing demand for accountability in the use
of public funds ceeated the need for more central planning and
administrative control for higher education.. Obviously, central planning
and governance ot institutions of higher education could not take place
without the benetit of a constant flow of information concerning the
attributes of students, faculty, academic programs, financing, and so on.
Management [Information  Systems, thus, were created to supply the
needed information at the statewide level, The forces leading to more
centralized planning and governance came before the creation of central
Management” Information Systems. Some colleagies in higher education
around the conntry argue that Manugement Information Systems are
creating centralized deciston making. However, in Florida, centralization,
or at Jeast the forces leading to centralization, came first and Management
Information Systems were created to make decision makiug at the central
level more effective,

MIS IN FLORIDA

During the latter 1960's, the Management Information System in the
State University System of Florida consisted primarily of written reports,
both routine and ad hoe, supplied by the universities, There was very little
standardization of data items and the system, as one might guess, was a
very rigid one. 1t was almost impossible to get comparable data from the
different universities to meet the demands of the central system office as
well as the demands of the governing board and the Legislature. Almost all
requests for data were miet with responses like “this would take two years
to derive”, or “we do not collect data in that form’. In an effort to
anticipate as many data needs as possibte, the chanceilor’s staff gradually,
over a period of four years, drastically expanded the number of written
renorts to be submitted by the universities until, in 1972, we were getting

E lC 1 2,000 different written reports per year. There was a written report
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on almost every conceivable topic. Unfortunately, however, very few of
these reports ever supplied the data in the exact Yormat in which it was
needed for a particutar policy decision, The chancellor, the governing
board, the governor’s office, and the Legistature all became hopelessly
frustrated with the inability of the unjversities and the chancelfor's staft' to
supply the types of data and supporting analyses needed to perctorm their
decision making responsibilites. During this time period nuany people
began to question whether an effective State University System would ever
be created and whether some other form of organization was needed to
accomplish the state’s objective of a well coordinated and governed State
University System.. It was in this context that the chancellor, in 1969,
directed that an automated Management [nformation System be created
tor the State University System of Florida. In 1973, after four years of
development the information system is approximately 607 complete,

Very briefly, the Florida State University Systenmy Management Informa-
tion System is composed of two parts, The fitst part involves the creation
of common data gathering and recording systems at all universities, Named
UNIFTRAN (Uniform Transaction Systems) this part of the MIS has been
designed prinwrify by the users of management information, The second
part of the system involves extraction of subsets of information from each
university’s Management Information System to create a single statewide
Management Information System. Both parts of the system have been
most carefully designed so that data in any tile can be matched with
corresponding data in any other file. In addition, all users of management
information have access to a single data bank thereby successtully avoiding
the problem of having different organizations create individual Manage-
ment [nformation Systems.

Currently at the state level, the following data files are received from
each vniversity:

o Student Data Course File

» Student Admissions File

 Instructional Activity File

¢ Space File

o Authorized Position File

¢ Faculty Activity File

These files provide the Chancellor’s office with 60-65% of the
information needed at the state level. There is stilt a vold in the area of
financial data where the chancellor’s affice continnes ta rely on written
reports. Hopetully, however, the written reports will soon be replaced with
data tapes,

EFFECTS OF MIS
O

EMCat have been the effects of this Management Information System?
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First the number of written reports submitted to the chancellor’s office by
the universities has been drastically reduced. This, of course, has allowed
the universities to significantly reduce the man years dedicated to writing
the reports. These resources have been reallocated to other functions
within the universities and, in many cases, have been dedicated to
improving planning and analysis activities in support of university
administrative decislons. The second effect, and probably the most
important one, is that the credibility of the Stale University System,
including the individual universities, before the legislature has been
greatly strengthened. For the first time, the chancellor's oftice has the
ability to respond to most of the Legistative requests for information
needed to analyze alternative legislative policies regarding higher educa-
tion. Three years ago the central system oftice could not: produce a class
size analysis for all of the public universities, furnish information
concerning the number of tenured and non-tenured faculty, produce space
utilization data, nor provide information concerning the rank of the
faculty members teaching freshman coutses. Examples are plentiful. Today
the chancellor’s staff can respond to almost all data requests with only a
couple of weeks’ notice. The Legislature is now able to reach many policy
decisions based upon full sets of data and, more importantly, Legislators
have gained confidence in the decision making ability of both the
chancellor and the university presidents. A third major impact of the
Management Information System has been a significant improvement in
the availability of data for decision making within the universities. [t is not
uncommon for vice presidents and deans to rely upon computer printouts
of faculty productivities, average class sizes, projected enrollments based
upon induced course load matrices, and costs per student credit hour as a
base for determining the allocation of resources among colleges. Nor is it
uncommon to find deans and department chairmen doing the same thing.

These indicators should not be misteading. There are still problems:
data voids in the data banks; coding errors; and keypunch errors. Often
data in the Management Information System is still not availabie in the
form in which it is requested or needed by adnunistrators. However, life is
far less frustrating these days than it, was two and thtee years ago.
Resource altocation and other policy decisions can now be recommended
to the chancellor and the Board of Regents based upon objective analyses
of detailed data. Most staft’ time now is spent in analyzing data for the
purpose of reaching policy decisions, instead of hunting some small set of
data somewhere that might possibly be used to support a deusnon that has
already becn made.

Management Information Systems have drastically Improved the level
of decision making at the statewide level in Florida during the past four or
O years, This improvement should continue as staff refine and further

EKC»mate the Management Information System. Similar improvements
eaieersin e already occurred at the university level.




MIS: The Ugly Duckling

by John W. Gwynn
University of Wyoming

HISTORICAL SETTING

The concept of MIS came a few years ago when management realized
that data being used for daily operations could substantially aid in
decision-making, planning, and analysis. i{owever, it soon became apparent
that needed information known to be in machine readable files was not
readily available and that which was available usually came too late to be
of any use. Administrators found that existing systems could not respopgm
to an ever-changing variety of inquiries. To obtain information it was
necessary to comniunicate with a programmer and then wait for a program
to be coded, debugged, and submitted for production processing. Besides
being late, the information finally received was low in quality and utility,
Little could be done to improve the situation because existing application
systems were difficult to modify and required high maintenance just to
keep them in operation. Data needs in the management environment were
found to change fasier than traditional programniing methods could
accommodate.

With high anticipation the first generation management information
systems were born. The attack on the problems was very direct as systems
were designed to put the managgr in direct contact with his data base. One
of the first problems encounteréd during the early development was that
existing files were inconsistent and contradictory. Similardy titled data

O :
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elements in differing svstems were found to have contlicting definitions
and formats. Soon, liles were integrated. put on-line and time-shared
systems began to respond to inquiries,

Although possessing many useful and desirable features these systems
introduced about as many problems as they solved, Those with sufficient
sophistivation to do the job required large, powerful, and expensive
hardware. Though addressed to solve a new breed of problems, they were
programmed using old techniques and methods. As a resutt they required a
large maintenance staft, they were slow to repair, and modifications were
lime-consuming and costly. The software was so complex that error -
producing conditions could not be recreated to allow repair. First
generation systems were found to consume vast resources and were
expensive to develop and install. Because they required a large volume of
on-line data storage and consumed significant amounts of computer time,
production batch work was seriously degraded and there was no way to
reschedule. peak loading. File integration and data base development has
brought out new dimensions o concerns for file security and data
integrity. As the visibility of errors and malfunctions has broadened to
include a community of non-technical on-line users, personnel problems in
the computer center have grown,

Perhaps the final blow to the first attempts to build MIS systems was
the fact that they were not transferable and could not be easily moved 1o
the newest and latest hardware. Installed late, over budget, below e xpected
performance, exhibiting low computer utilization, difficult to expand, and
tightly marcied to particular hardware, these systems have become
software's ugly duckling.

Although the summary of events discussed in the preceeding paragraphs
describes experience with management information systems, it closely
parallels early computer hardware development and the development of
compilers and applications programs. thistory has seen both hardware and
software move from the very particular to the over-generalized and finally
to the “tailored” (See Figure 10.1). If MIS systems development follows
this pattern it should be valid to conctude that one can learn enough from
the first and sceond generations of MIS soltware to develop a greatly
improved and viable third generation.

Figure 10.1 Computer Software Development
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PLANS AT WYOMING

The University of Wyoming is committed to the devetopment of a
nunagement information system which is currehtly being designed, How
well the new system is able to solve the problems mentioned above
reaaing to be seen. However, much discussion has preceeded the direction
of current thought and concepts and methodology are being specifically
applied toward particulst goals, The new system is going to be a synthesis
of many new developments in an attempt to apply the results of
experience and research in a practical way,

Encouraged by the recent explosive success of turnkey data processing
applications on minicomputers !, the University of Wyoming will be using
minicomputer hardware. In addition. the pioneering work at University of
Calitornia-drvine by Professor Tfarber and his associates confirms the
viability et a ne:work of smalt computers 23456 The Wyoming
network will enip'oy off-the.shelf hardware which is modularly expand-
able fiom ¢ single minicomputer to many. Such low cost, high power
hardware vomrosed of independently connected processing nodes offers
high reliabilicy, true modularity, modest programming requirements. low
overhead, and improved response.

Features to be included are derived from Stanford University’s OASIS?,
Dartmouth College’s Project FINDB, MR Systems, Inc. System 2000°.
Cincom Systems, Inc. TOTALIO, IRV IMSH!, and Software Ag’s
ADABAS! 2,

The software will be written in an intermediate language! ? as was done
at Dattmouth on Project FIND. In this manner it becomes essentially
hardware independent and makes it possible o rapidly take advantage of
the newest, fastest, and cheapest technological developments as they
oceur. By programming well designed modules the software features
becore buitding blocks which may be assembled into a variety of actual
systems. Thus, ditfering needs may be satistied by selecting only the
features required. This building-block approach will make it possible to
begin with a very snall hardware contiguration and expand as the situation
demands, For example, an initial installation might be a single mini.
computer system  with software offering generalized inquiry, report
generation, and file maintenance!¥. The next step could be the adoption
of software to support taitored applications where the generalized services
are available part of each day and the tailored applications are avaitable
part of the time.

A third increment could be to add more hardware which would allow
some network nodes to be dedicated to generalized services and some to
be dedicated to tallored applications. The tinal addition would be to
‘@ de full software support to permit completely generalized resource

EMCnion tor distributed computing and multi-processing,
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Experience has shown that maintenance of traditional application
systenis consumes a signifivant portion of staff time and resources. Most
generally it will be found that these high-mainienance systems were
designed to be installed and left alone. Yet the actual environment is one
of constant change. Although inflexible programs may be modified, the
cost is high and the results are often unsatisfactory. New systems design
and programming techniques utilicing both hardware and sofiwate
modularization concepts are urgently needed. Systems design to anticipate
change are part of the new breed of MIS. The University of Wyoming will
employ as many of these methods as are presently known to work. All
software from the basic operating system to the applications will be
modular! 5161718 and srogramming techniques will be used which
allow on-ine interactive programs to be run in batch using the same
program code. By design the systems will use a language which makes it
possible to obtain new hardware without disrupting operations. Files will
be disengaged from the applications software making it easier to reorganize
the data or change the structure and peak loading will be distributed
among independently operating nodes of the network.,

Large, centralized data processing facilities suffer from the fact that
when the system goes down everybody and everything is stopped. Because
delayed production backs up into later work, it is often some time before
normal operations are resumed. A distributed system, on the other hand,
makes it virtually impossible to completely stop operations!?9, {n a fully

- distributed system component failure raay degrade service bus rarely stops

it entirely. A partially distributed system may be designed such that
conponent failure stops a single user or a single service to all users. The
first version of the Wyoming MIS will be designed to insure if one node of -
the network fails only a single user will be down. In other words, control
and files will be distributed whereas the traffic on the network will be
limited to data retrieval. This simplification reduces both hardwate and
software complexity for the *phase one" implementation, ’

This systemy will probably be of value to other institutions. The
emphasis on hardware independence and turnkey generality will make
portability an additional benefit.

COST BENEFITS

Aside from the technical details of the hardware and software, one of
the main considerations when pondering an MIS is the cost. Although
much of the advantage of a good MIS is in quality improvement, rot
enough attention has been given to savings. Although difficult to measure,
some very real savings may be realized. Included in the list are:

¢ Lower total hardware cost

Q :
EMC' Lower cost hardware maintenance
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o Lower costdevelopment and maintenance of softwate
o Displacement of muhtiple programs with a single system
+ Lower cost modifications
Less critical and less damaging personnel turnover
More relevant data
Peak-load distribution
Shorter application program lead-time
Increased staft productivity

Because software is simpler, one realizes lower cost for software
develdfimentind maintenance. At the University of Wyoming the new
MIS will direcily displace aver 400 batch inquiry and report generation
programs. With that displacement will go the attendant resource expense
for maintenance, modification, documentation and scheduling. Personnel
turnover is less critical because a well-modularized system is more easily
maintained by someone other than the original author. Much of the data
which is presented on report from traditional systems is not used or must
be re-worked by hand to be useable. An on-line interactive MIS permits
direct access to exactly the information required and eliminates the
expense of producing almost correct or never used data. Although peak
load distribution is 4 problem with first generation MIS systems it need
not be in a new system. Emergency or little-used over-capacity hardware
is not needed. Finally, shorter application program lead-time can be
achieved. An MIS lacilitates new applications work by providing many of
the needed services directly.

REQUIREMENTS FOR A SUCCESSFUL MIS

There are ten requirements which a successful MIS should include. This
list will serve as a puide during the design of the University of Wyoming
MIS and could be a set of criteria against which any system purported to
be an MIS could be compared or measured.

1. Easy to implenwent and use

e Automatic take over of all existing files and data and integration
into the data base
Transparent data structure, ordering, and format
Various hardware and terminal types
2. Easy to change and designed to change
Modular sottware
Transterable: written in an intermediate language
Transportable: able to move system to a variety of locations
Data field expansion or cancellation at any time
Data disengage ment

o Data base growth'without rearganization
Elillcncrementu[ hardware expension
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o Incremental software feature expansion

Broad performance range

o Automatie file information coupling {indirection)

o Simultaneous on-line and batch

o Automatic storage device administration

o “Forgiving” (probability retrieval, phonetic searching, ete.)
High system availability

o Modular hardware: not everybody down al once, easy nuaintenance
o Multi-tasking, time-shariog

o Reliable hardware and software

Maximum syslem and data integrity

o Lfficient backup/restart

» Multitevel data security

Optimum performance and efficiency

« Retrieval speed independent of data volume (randons access)
o Sequential processing speed comparable to stand-atone applications
o Search strategy optimized Irom data base semantic content
Complete information system support

o Generalized inquiry

o Generalized report generation

o Generalized update

o Tailored applications suppori

o Application system debugging aids

o Utitities

. Low Cost .

o Hardware acquisition and maintenance

« Software acquisition and maintenance

Responsive and Adaptive

o Responds to unforescen requests

o Hasy to modity or add new features

o Increases stafl productivity

Low Maintenance as a Turnkey system

By employing new techniques, new technology, and new design

principles it should be possible to implement a management intornation
systemt which has all the features and power of former systems but with
fewer problems and about one order of magnitude reduction in cost.
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Project FIND*

by John 8. McGeachie

Donzld L, Krelder
Dartmouth College

Project FIND (Forecasting Institutional Needs at Dartmouth) has been
established at Dartmouth to make institutional data readily accessidle to
administrative ofticers and faculty members through the facilities of the
Dartmouth  Time-Sharing System (DTSS). A concomitant goal is to
develop models of the operation of the institution to facilitate long-range
planning by providing quantitative estimates of the effects of policy
changes.

Thus Project FIND has a three-fold purpose: 1) to provide a tool,
requiring minimal computer expertise, through which administrators and
faculty members can obtain current information on the college’s finances, '
students, stafl, and physical facilities; 2) to provide a universal format and
language through which members of the college community can manage
their own private data; and 3) to provide a capability for making
projections of expense revenue trends, tenure ratios. student choices
regarding major fields of study. requirements for academic space and
studeni housing, and so forth,

By October 1973 the first and second objectives had been met, An
easy-to-use interactive information retrieval and analysis systen, also

*Much of this paper has been taken from the Project FIND Interim Report, by D. L.
Kreider und J. S, McGeachie, October 1973,
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called FIND, is available through teeminads connected 1o 1the Dartmouth
Time-Sharing System. The FIND system hay been operstional for a year
and s used by personned in the offives of the President, the Budget
Officer, Personnel Administration, Alumni Alfairs, and Student AtTairs,

Signiticant progress has been made toward the third goal, o capabitity
tor developing institutional models, amd the FIND system can now also
operate s a program-driven data retrieval and anadysis system, controliable
through programs written by the user in the BASIC language. Programs
catt be written which use the tull power of the FIND systewm as well as the
full computing tacifities ot the Dartmouth Time-Sharing System,

The purpose of this report is to discuss some ol these applications of
the FIND system and to indicute directions that turther development will
be taking.

THE FIND SYSTEM

Project FIND was officially faunched in March 1972, when Dartmiouth
College President John Kemeny gathered a group of college ofticers and
consultants at Dartmouth’s Minary Conference Center fo discuss the
purposes, a timetable, and a tentative design for an information retrieval

- and modeling system,

The tirst version of the information retreival system was completed by
June 1972, with the butk of the programming having been done by a
group of undergraduate students in a course taught by President Kemeny.,
Two of these students continued (o work on e project during the
summer as members of the FIND staft, and by September 1972, the
ariginal programs had been refined, new programs had been added to allow
simple statistical analyses and cross-tabulations. several data bases covering
taculty and administrative officers had been brought into existence in a
format specifically designed for Project FIND, and the first modifications
in the FIND system that would make it Juewh!e to users’ programs (For
modeling purposes} were completed.

One of the fortuftous aspects of the modeling capability was that users
across the campus were able to write programs in BASIC to manipulate
their own data available through FIND. Some of these user programs were
subsequently studied by the Project FIND stat? and incorporated into the
official FIND systenmt for everyone to use. Thus any member of the
Dartmoutih comununity is & potential contributor to the FIND system, and
the evolution of the system in directions needed by its users is ensured,

A great deat of effort was devoted to making the FIND system easy to
use, and a beginning user needs to know only a few commands in order to
access FIND., The most important of these commands is RETRIEVE,
(3"h specifies the general atea of the user’s inquiry. For example, the

Emc‘mand “RETRIEVE FACULTY, SURNAME, DEPT, RANK, SEX.”

A 7o rovided by ERIC
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indlvates that the user iy interested ta the Svulty data base and wishes to
cexamine the surmame, departmental offiliation, rank and sex of s
members. These four qualifiers are called attributes; a typical data base
may have over one hundred attributes for almost a thousand members.
The attributes associated with the RETRIEVE command are callectively
known as the working data base. A user’s working duta base is usually very
much smatler than the full data buse,

I the user wishes to focus Bis inguiry on g subset of the faculty, he
may use the SELECT command, whichs restricts the system’s attention to
members who meet the user’s specilied criteria, Yor example, the
command, "SELECT DEPT = "S5 would nastow the seope of the
inquiry to include only members of the History depariment.

The SORT conmuand may be used 1o reorder the working data base
elements in either ascending or descending alphabetical sequence based on
specified attnibutes. For example, the command, “SORT RANK.” will sont
the proviousty retrieved data elements in ascending order by academie
fank, To obtain s descending sequence, ane merely precedes the sitribute
wame by a hyphen, as in, "SORT -RANK. SURNAME.”" which sorts the
working data base in reverse alphabeticat sequence within descending order
of rank. '

The PRINT comnund is used to display the working data base sfter it
has been reduced and rearranged by SELECT, SORT and other commands.
The example in Figure 10.2 shows how ta obtain 2 list of Admissions
Oftice administeative personnel, in descending order by agpointment date,
By using a FORMAT command one obtains a printout which fits on that
page.

Statistival functions are avaitable through commands such as XTAB
which performs cross-tabulations. (See Figure 10.3) For example, to
obtain a breakdown of rank versus sex for the previously selected members
of the faculty, the command, “XTAB RANK, PTS, SEX, STD, %" where
“PTS” means starting points and “*STD" means standard groupings, would
enable the user to specity up to eight ranges for the attribute rank, after
which FIND would disptay peccentage tigures for eacht sex within the
specitied ranges. Appendix A contains a list of the available FIND
conunands, and Appendix B lists data bases available in December 1973,

INSTITUTIONALIZATION OF FIND

The first data bases that were accessible to the FIND system were
constructed on an ad hoc basis for experimentation. Thus, although they
served this purpose well, they could not be depended upon for up-to-date
accuracy, They were not yet the “official” data bases of the college.

@ oughout the academic year 1972.73 a major elfort was directed to
FR]JCroblems that required solution before the institution could “turn
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Figure 10.2 FIND Lists Parsonnel by Appolntment Date

DARTMOUTH TIME.SHARING

LINE 231, ON AT 12:34 12 DEC 73, 119 USERS
USER NUMBER .- 123456, MMMMMMMM

NEW OR OLO-OLD DPCLIB***:FIND

READY

RUN

FIND (COMPILED) 12 DEC 73 12:38

FIND HERE!

? RET ADMIN, SURNAME, INITIALS, GRADE, SEX, DEPT, HIREDATE
"RET: 6 ATTRIBUTES RETRIEVED FOR 271 ENTITIES
LAST MODIFIED 12/07/73

OONE

? SELECT DEPT = ADM

*SEL: ' 14 ENTITIES SELECTED
DONE

? SOART . HIREDATE
DONE

? FORMAT w51
DONE

? PRINT INITIALS, GRADE, SEX, DEPT, HIREDATE

INITIALS GRADE  SEX DEPT HIREDATE

P 1 M ADM 730906
J 1 F ADM 730901
G 1 F ADM 730821
w 1 M ADM 730814
J ) M ADM 730430
P 1 F ADM 120901
L 4 F ADM 720201
L 2 F ADM 710819
w 5 M ADM 690701
T 3 M ADM 680901
G 5 M ADM 640935
T 6 M ADM 631001
J 4 M ADM 620901
T 7 M ADM 360701
QO DONE

ERIC
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Figure 10.3 FIND Generates Frequency Tables

F. RETRIEVE FACULTY, SURNAME, SEX, RANK

"* RET: 3 ATTRIBUTES RETRIEVED FOR 6582 ENTITIES,

LAST MOOIFIED 9/16/73

— XTAB RANK, PTS, SEX, STD, %

* XTA: SPECIFY INITIAL POINTS FOR RANK

> 2 1,2,3,4
SEX M E
RANK
’
1 99.1%  09%
2 95.1% 4.9%
3 86.4% 14.6%
4 77.5% 22.5%

682 IN SAMPLE, 244 EXCLUDED.
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aver” its data kee ping Fanctions to Project FIND,

Updating of files. An eftective and simple capability tor cresting new
data files and tor keeping old ones up-to-date had to be developed.
Ultiately s the accurdcy of FIND's data could be guaranteed only if the
naay ofticers of the college responsible for generating such data could also
be assigned the responsibility tor updating the FIND files, Project FIND's
data bases had to become the primary and “otficial™ repository ot the
institution’s data, not merely copies of it.

By the summer of 1973 the required capability for updating files was in
existenice, From any computer tenminal of the Datmouth Tiwe-Sharing
System, o user can enter the FIND system and issue the command
“UPDATE"™, He can then elfect a succession of changes in any data files
under his control by merely typing the additions, deletions, and
modifications directly to the computer, Alternatively he or she can
accunwlate a log within the computer of changes to be made to an official
institutional data base, and can have such changes effected automatically
by making an authorizing call to the Data Progessing Center.

Given the existence of the UPDATE system,- Dartmouth assigned
oflicial respawsibility and accountability to the Office of Personnel
Administratton for the maintenance of all FIND data bases relating to
employees of the college. As of Octaber 1, 1973, the FIND personne! fites
are the official files of the college and are kept up-to-date on a day-to-day
basis. The FIND fifes supercede all of the previous ad hog files that were
often inaceutate, _

Selection of date elements. 11 was necessary to make a major study of
what data is needed by each office or part of the college to détermine who
generates and uses such data, and to fearn how data flows from one part of
the college to another. The Office of Institutional Research and Analysis
made such studies in the areas of students and personnel which produced
an inventory of all data needs, identified the redundancies {n the collection
of data, and pointed out inconsistencies in the definition and use of duta
by different offices. The recently established Personmel Data Base was
made possible as a result of these studies. And the Student Data Base,,
cnrrently under construction, relies heavily on the inventory study.

Protection of iformation (confidentialine). Tt was necessary to develop
the technical capability tor protecting confidential and sensitive data from
unauthoriced and unintended use. By the late fall of 1972, a highty
ingenious  security  system was  implemented, using g technique of
encyphering sensitive data. The user effects the encyphering through a
password that he himsell gives and which is retained nowhere in the
computer system, So effective is this technique, that even g minute
differenve in the password given will result in totally unrecognizable
ub berish, 11 2 user loses his own password, not even the FIND staft can

him out. The only possibility would be to recreate the data base,
[KC} the technical uspects of security have been solved.

Aruiext providea by enc
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Data Base Accessibitity, 1t has become necessary to address the
question of who is entitled to avcess data in the FIND files, This is, of
course, a natter of college policy, and it s being resolved through
extensive consultation with college otticers responsible for collecting data,
The final policies adopted must accomntodate the rights of individuals
who voluntarily provide information to the institution, yet the purposes of
Project FIND as a planning too! must not be unduly restricted.

An institution-wide advisory committee for Project FIND has worked
on such matters thecughowt the 197273 year under the chairmanship of
Vice President Donald Kreider. This group approved in principle last May a
set of recommendations from the Office of Institutional Research and
Analysis on which data should be considered institutional data (as opposed
to private data refevant only to one office). The committee also approved
in principle a set of guidelines on confidentiality, accessibility, and
accounfability. Documents on all such matters considered by the FIND
staff and the several, advisory: committees are kept on file and should be
useful (o other institutions working their way through the maze of
technical, political, and organizational problems entailed in the develop-
ment of management information systems. This aspect of the Project
FIND organization is shown in Figure 10.4.

Project FIND Organizational Structure Figure 10.4

President

VP VP VP VP
Student Affairs Faculty Administration Development

LT T [

JROY SR

FIND Policy Advisory Committee

Recommendations On:

1) Institutional Data Base Etements
2) Accountabihty
3) Contidentiality

Q 41 Priorities

RIC
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REPRESENTATIVE DATA BASES

The Budget Data Base. The budget of the institution will constitute a
najor data base under FIND that will tie together all the other Jdata bases
including pe'rsonnel, students, space, in the modeling process. Substantial
progress has been made towards creating this data base,

Appropriate identiflers for the more than 20,000 college budget
acvounts have been agreed upon. Attributes that provide both current and
historical information about each account have been recast into FIND
format. Attributes that relate each account to the coltege’s administrative
structure and 1o other data bases like personnel and space have been
included, and an attribute has been included that achieves a crossover from
Dartmouth’s organizational budget format to the functional categories
proposed by NCHEMS (National Center for Righer Educational
Management). Dartmouth is a participating member of the NCHEMS
project.

A test budget data base has been loaded into the FIND System, and
FIND system programs have been used to manipulate this data and to
identify and correct unanticipated problems, such as difficulties with the
method . of  encoding the data. Programs for producing the variety of
budget reports needed by operating managers were written and debugged,
and additional software requirements of the FIND system needed for
efficient handling of very large data bases were spelled out and
recommended to the FIND staff; these are currently being developed.

The full institutional budget has now been recast in FIND format and
has been successfully loaded experimentally. Declaring it to be the
“official” budget data base awaits only the required addition to the FIND
system of two technical features: 1) a capability of retrieving efficlently a
part of a data base as opposed to the entire data base; and 2) a catalog
feature that will enable each college ofiicer to retrieve just his part of the
budget without access to the full budget. The development of these lwo
features has the highest priority of the FIND staff in 1973.74, ‘

The inclusion of an NCHEMS attribute in the budget data base makes it
immediately possible, under the FIND system, to recast the Dartmouth
budget in a form suitable for comparison with other institutions that
cooperate with NCHEMS, The next crucial step in the longrange
development of FIND is 1o produce furthes attributes that permit the
reformulation of the budget along functional lines defined especially for
Dartmouth. A major eftort has begun on the development of alternative
budget models which are expectcd to be operational by late 1974,

Several uses of Project FIND have developed spontaneously. Three
examples serve to illustrate how the accessibility of the system lends itself
to innovation through use by the college community. The Dartmouth
sllege Art Gallery mamtams an inventory and monitors the distribution
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of its approxintately 14,000 art objects theough the FIND system. The file
of att objects is updated by the Art Gallery staff rather than by the Data
Processing Center.

A complete inventory of facully lnvolvement in committee and student
advisory capacities is maintained In a FIND data file and is updated
continuously by secretarial staff in the Dean of Faculty’s Office. When this
information was kept by the Registrar’s Office for several years utilizing
computer prograrhs, it was accessible to only one person on the campus. In
September 1973, the information was translated into the FIND system
and became {immediately available to all facully committees and depart-
ment chairmen through individual computer terminals.

Duting the summer of 1973, a request from the President for historical
information on college investments resulted in the creation of a FIND data
base as the best vehicle for transmitting the required information (o the
President. Although a small data base, containing 2) different attributes
for 62 different entities, the true value of the new system lay in not
restricting the President’s knowledge to answers to exelicitly formulated
questions. He is now in a position to experiment with the investments data
base and to quickly answer original questions,

BUDGET AND TECHNICAL STAFF

Project FIND has been awarded $275,000 for the petiod March 1972,
through December 1974, These funds liave been provided by the
Rockefeller Brothers Fund ($100,000), an anonymous alunmus gift
($100,000), a geant from the Exxon Education Foundation ($60,000) and
a grant from the Mobil Foundation, Inc. ($15,000). Dartmouth College is
* additionally contributing $140,000 of its own resources during the period
covered by the pmJed

The project’s technical statf consists of six people: a director; three
full-time specialists in the areas of software development, data base
management and user sérvices; and two student programmers. Project
FIND reports to the Vice President and Dean for Student Affairs, Donald
L. Kreider, who is also chairman of the FIND technical advisory and
policy committee. :




Evolutionary Tendencies of MIS
at the University of Houston

by Ralph C. McKay
University of Houston

The term “Munagement Information System™ or MIS is very nebulous,
As it relates to computing, any system that provides information to
management can qualily ‘as a MIS. The real concerat is to what degree such
a system becomes a tool to accomplish management objectives.

It has been the experience at the University of Houston that a MISis a
product of evolution as opposed to revolution. Considerable planning must
go into the initial implementation of the process, but a true MIS is not
achieved until the base of information is generally available to manage-
ment and has been accepted by maragement as an intrinsic part of the
decision making processes, A MIS is a state of the mind, especially of the
mind of management. This fact is too often overlooked in discussions on
Management Information Systems.

This paper discusses the experience ol the University of Houston in
evolving to its present stage of implementing a MIS and in patticular, how
the university is atfecting the transition from integrated data systems to a
MIS, For purposes of this discussion the term ‘system’ means a given
collection of programs, working with a base of information to accomplish
fairty specitic objectives. Examples are a payroll system. an accounting
system, o student records systemt, and so on. The term MIS nicans a
number of ‘systems’, integrated with each other for the purpose of
furtherance of the end product.

El{lC | 146
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UNIVERSITY OF HOUSTON MIS

The University of Houston has implemented systems to performi most
of its accounting, personnel, payroll, faculty service, student aid, and
similar personnel/fiscal functlons. The present systems are anywhere from
one o six years old. All of these applications are on-line, randomly
accessed bases of information, with updating being performed sinulta-
neously by multible users, located in multiple offices. At the same time
data may be accessed via batch programs and the timesharing applications.
There are twenty-seven data lies within the present fiscal/personnel/aid
system plus six system files that serve to describe the data files, provide
security, and so on. The vendor package used to maintain these systems
includes routines ton security, recovery, an interactive processor, and a
teport writer. The interactive processor is the primary update tool tfor the
user offices with the exception of the accounting system, where
tocally-coded processors are more useful. The current size of the data base
is approximately 30,000,000 characters.

The Financial Information Systems Department is part of the
University Computing Center. Although technically located in the
Academic Affairs organization, the department serves the entire University
community. The Computing Center facility is utitized in a mmiti-campus
environment as the prinary source of computer support for the
instructional programs and research efforts, as well as administrative data
provessing. The center operates an open shop insofar as academic support
is concerned but a closed shop for most administrative data processing.
Both focat and remote batch service is rendered as well as timesharing.

Three different phases are apparent in the evolution to a MIS at the
University of Houston: 1) system implementation: 2) system enhance-
ments; and 3} attaining MIS status. However, none of these phases have a
definite beginning and end, but tend to blend together and are cyclical in
nature.

INITIAL IMPLEMENTATION

During the initial implementation of a given system, conversion is made
from tape systems, vard systems, manual svstems, and in sonye instances,
no defined system at all. The approaches utilized by the University in
designing various systems range from University-wide committees, fiscal
offices committees, ofte office  direction, one person direction, to
computing staft direction, There has been no set pattern. Approximately
six years ago, the Vice President tor Management Services was instru.
mental in the formation of a University-wide commitlee to act upon the
information requirements of the University. This committee, composed of

Q and middle management from all segments of the University,
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appointed sub-committes to review more specitic requirements, normally
based on old system lines. This process did not result in system
specitications, but did prove invaluable as a point of reference for mose
detailed analysis and design.

The privcary concern of management at this early stage was to insure
timeliness and adequacy of existing batch-generated reports, The need was
expressed for new products but invariably no serious consideration was
given to on-line products with any degree of Rexibility in the hands of the
user. Although such possibilities were recognized, they were relegated to
the furure,

Several changes in the attitude could be recognized during this stage.
First, lower management and, to a lesser degree, middle management
started taking more interest in what informatton was available. Sougce
documents, containing a multitude of data, much of which was never
captured into the system, were often re-discovered by the users who
became more aware of potentials. On the negative side, managers became
frustrated because they recognized the availability of new products, but
the programming statf couldn’t move fast enough for them.

Some of the functional reorganizations in this phase were very healthy.
Because inputting was decentralized by system approach, purchasing
agents did their own encumbering, the Budget Office implemented
appropriation decisions, and Personnel entered biographic data in a
systenl. Ealier, one office had acted as the data entry point for several
offices. Although data entry functions were decentralized in the new
systems, tittle, it any actual reorganization occurred.

SYSTEM ENHANCEMENTS

The enhancement phase often coincides with the final stages of
implementation. Usually systent enliancements involved improvements
within a given system. Eventually, however, the desire for improvement
brought about a need to cross systems boundaries either to iiipiove data
wollection  mechanisms  andjor {0 improve the adequacy of the
information. .

During the enhancement phase individuals often start changing their
atlitudes toward the system. For the first time the system was reaching
beyond its original bounds. This often means more than one organization
is affected and new exposure brings difficulties. When a system is fairly
self-contained, the status of the information is controllable by a single
person or organization. When expansion involves more persons and
organizations, new working relationships must evolve with the pro-
gramming staft acting as consultants to all parties.

y At the University of Houston middle management continued to be
F lC’.whai frustrated during the enhancement phase. One common
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difficutty was the lack of standardization of classifying items. For
instance, in the new accounting system, classilication of expenditures -
could be guite detailed it one so elected. The preceding classification,
scheme provided for only six divisions for control purposes. Expenditure
classification for control purposes was reduced to two, personnel services
and non-personnel services, Up to 2,000 categoties were avialable for
report purposes only. The administration elected to group these along the
original six diviston lines with the departments having the option to choose
their own refinements if they so desired. Although the departments like
this, tor they could classify as they desired, the administration could not
perform any more analyses on their expenditures than they could earlier.
Middle and upper management who wanted to perform new analyses,
knew they had the mechanism for it, but couldn’t get meaningful results.
Certain types of standardization have been imposed upon the departments
as a result. It now appears that more standardization will be installed in
the near future.

Similar problems occurred with other classification schemes. The
capability was there, For some reason, management failed to appreciate or
foresee the need for more refinement. Later, when the more basie
problems were reduced, they came to desire the more detaited classifica-
tion, ‘

Another type of enhancement that fook place in phase two is
integration of new modules into the system to enlarge the base of
infortation, One of the prime driving torces during this phase of evolution
at the University of Houston was the managar in the fiscal offices who.
wanted new information for his own functional area. As upper manage-
ment desired more information and mote refinement of such information,
middle management started placing a new, more sophisticated type of
requirement upon the computing personnel. This *desire-for-information
explosion” normally excetded the programming staft’s ability to stay up
with demand. The system was now maturing into it’s final phase and
becoming a MIS,

ATTAINING MIS STATUS

A database is not qualitied to be calied an MIS until the mechanism can
be available for responsiveness to the user, pethaps to the entire University
community. Stored information is of no value if it cannot be made easily
available and is wanted by the user, The University of Houston is reaching
the status of a true MIS in 1973.

In 1972 the University embarked on a program to place in the hands of
users as fast as practical, sufficient tools to enable him to **do his own

“© 7 with data in the management information systems. The integrity of
FRJ(C ta has been, and wili most likely continue to be, secured by
ez led, predictable methnds of data maintenance.



150 MIS CASE STUDIES N

THE HOUSTON DATA MANAGEMENT PACKAGE

Fhe primary fiscal svstems of the University are maintained via the
sme data negement package. Secarity by wser is nuintained along lile
tines, Read-onty permission may be given or read-wiite capability may be
extended. Noomechanism is present for security at the tecord level, With
these capahilivies and fimitations, vatious cemtral administrative offices
have already been given three important tools for securing information:
interactive query processors interpretive report writer; and 1ead only
capability via a gher fevel fangauge,

In high Trequency instatives of query needs, w number of specialized
progrioms have been developed to be executed by the user in the
tinesharing mode to aseertain the status of given reconds, These programs
are directed primarily at specific inquiry stich as o request to print the
records of a given employee. print the status of i given account, or print a
skeleton ol a given account’s activity since the start of the current month,
These progranms are utilized as an aid in the production flow and as a
means of responding to specific questions as to status. Quite often,
however, the yuestion is being asked by an individual outside the fiscal
office, Consequently expansion of this library approach is continuing.

In early 1973, computer center stalf conducted training seminars on
euach of three hasic information systems and on the use of a report writer,
Although some middle management attended, the lower management and
clerical employees comprised the majority of thirty individuals attending -
caclt series. Fach series 1aught the use of this tool with a piven systeny with
some explanation of use across system lines. The report writer package had
been devetoped to the point that the user did not need to be aware of all
of the job contro} language of the system, It the user knew how to log-on
and execute a given program, his or her hand was held from that pomt on.
Furthermore, the basic package is simple enough that a non-technical
person can feel comfortable with it. All of those attending, had on-going
lt‘b}mual‘ui:iiic‘a Wit e sysic i vh witich ihicy weie being trained.

The intzrpretive report writer has been a well received tool, Currently
the center averages about tour jobs a day through this process and the fevel
of activity nay multiply by several factors within the next few months
due to configuration enhancements. Al present the system permits job
entry from the terminal, but the job must be executed in the batch mode
with overnight turnaround. As soon as the configuration permits, the
center will atlow the option of immediate execution in batch mode and
the option of printing the output on a terminal or on the printers within
the Compaling Center. When the tumaround gets down to a matter of
minutes, the tratfic should significantly increase,

@  In several instances, a particular administrative office has the personnel

: ]:MC house to develop programs in a higher level language such as FORTRAN
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ot COBOL. The center has provided these ofttces with read-only capabilily
into selected flles and individuals are now programming to extract their
own data. The r~ason for this action is primarily due to the limitations of
the report writer. Even if you can accomplish a deslred goal, it is
inelficient when compared to a program in a higher level language,
specifically written for a given task. Al such time as other central oftlces
have such capabllity, this tool will be extended to them,

The above three tools are already in the hands of the non-programming
staff, and are being used and well recelved. If no canned report meets the
information requirements of a user, and if the first two tools are not
adequate, and the user does not have the ability to program, the request is
made to the centralized programming staff. Although the Computer
Center still gets many requests, the number has dropped, and staff is able
to consult, design and develop the more complicated aspects of the MIS,
yet not deny the user access to the information. More time is being
devoted to training and documentation,

The above tools have been made available to selected offices in all
instances only when a possible “‘nced to know" encompasses all records
within a given file, What about becoming a MIS to a broader community
of user?

Looking into the future one can only address the capability and
teasibility of such action from the computing standpoint. Whether or not
the management of the University of Houston will extend the MIS further,
has yet to be determined. Comments on these possibilities have been
made, however no specific proposals have been presented. Again, present
configuration prevents such implementation. Because this is being over-
come, Center stalt is now conceptualizing these extensions,

, Security at the record level, and the element level becomes a more
critical matter in a community MIS. The Computer Center staff has
developed a workable record-level security system for its accounting
system and can permit any given department, college or vice-presidential
office to inquire into this system with a rather comprehensive processor
already in use by the fiscal offices. This processor evena crosses over into
the payroll system to secure data. The entily must be iegistered for such
processing, and must know his or her password. This being accomplished,
the user may inquire into the records of his or her accounts and all those
cataloged to lower echelons. This same module could be (elatively easily
incorporated in the appropriate packages in the user 1'brary. If this
capability were extended to each college, they would be setter able to
monitor internal fiscal affairs.

The feasibility of interfacing this record-level security module into the
report writer program is also being investigated. Initia} findings have been
@ uraging. §f such is implemented, the authorized users would be able to

EMC"““ individualized management reports. Whether or not it will be
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feasible to package this record-security module into programs written by
users has not been resolved. Complexities are greater, but more important,
the dangers of circumventing this security appears quite great.

SUMMARY

A Managenient Inforhiation System is not a bank of information or a
programmet's property, but is a tool for the management of an
organization. 1t must be responsive to and available for management. One
of the biggest challenges coming from a MIS is not how valuable the
information to be retrieved may be, but how extensively one can make it
availztie to a large group of users. The University of Houston is very close
to having an MIS for fiscal affairs. In the coming months inore capability
will be available to more peopte. Only then will such systems mature into a
Management Information System.




Chapter 11

Exporting and
Importing MIS

§

Exportability and the In-House MIS

by Cheryl M. Traver
Stanford University

The subject of exporting an in-house Management Information System
has not received much attention since nost universities are more interested
in tmporting such a vehicle. Stanford University is one of the few
educational institutions which has designed and developed such a systent.
Called OASIS (Online Administrative Information System), this data base
management system was designed to serve the administrative needs of
Stanford’s alumni, student, personnel, and budgeting areas.

Because the decision to export the system was made too late,
insufficient manpower was devoted to that end during the development
phase. Consequently, the documentation was poor, and installation-

‘dependent characteristics were not parameterized or even localized. The

software was not designed for packaging, shipping, or maintenance, and
flexibility in hardware was not facilitated. Much retrofitting and software
modification had 1o be done in order to export the system.

Experience with OASIS offers a number of guidelines for those
contemplating exportation. First, it is necessary to decide who comes first
- the seller or the buyer. If a customer has a question, a problem, or a
suggestion, someone must respor.. It is difficult to place a priority on
such demands, especially when a user does not promise any benefit for the
home site. Secondly, one must decide on a monetary strategy. A software
package will be distributed *‘fc- free”, “for cost”, or “for profit”, The free
system normally received outside funding during the development phase

El{lC 152
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and therefore is distributed at the cost of instaliation. Unfortunately, the
outside funding does nof usually continue as long as the user demands.
Thus, some sort of monetary agreement is normally needed to defray
support costs. 1T no outside funding was used, a charge may be made to
each new user to help defray the cost of developing the produu! as well as
the cost of support, For software packages which ar: being expanded and
extended, fees for updates or extensions can be charged and these
“profits” then used for further enhancements to the package. Third are
the distribution consideratlons. Does the developer want to actively
market the system? Marketing is an expensive endeavor and increases the
cost of developing the product. In addition, good salesmen may not have
any other suitable role in the computer center.

Devcloping a software package to the point where it is ready for
installation requires a good deal of effort. It must be a self-contained
system, complete with installation instructions and provisions for training
the user to tailor the software for specific applications. In addition, the
system must be usable on a variety of machine configurations, some of
which cannot be tested at the home site.

Updates to the distributed versions of snftware packages are more
trouble to export than the original installation package primarily because
the user wants to make updates with a minimum of effort and without
harming the status of the system. Furthermore, one cannot overestimate
the problems of maintaining muitiple update versions for several installa-
tions. Difficulties of remembering who has which set are the least of the
originator’s troubles. The largest time consumer {s the user who Is bug
hunting via the telephone. Errors are hard enough to isolate at home with
a full complement of memory dumps and hardware traces, but debugging
with no printed output at one’s disposal and with an expensive
comntunication device is extremely frustrating. Matters become worse if
the production schedule at home begins to cause prionly conflicts with .
outside users.

The first recommendation to anyone contemplating exponanon should
be DON'T. However, if one must export, one should plan for exportation
during the development of the software. One must decide on a distribution
strategy eacly and document the software well. If these steps ase not taken
during the development phase, it will be necessary later to devote six
months and 2% people (a software programmer, an applications-oriented
training person, and a part-time editor/secretary) to produce a stable
version of the software, good documentation, a method for exporting the
systemy, and a basic training package.

[t is most important to establish a set of marketing rules. One should
not distribute for free. People do not trust a free product and the seller
@' have a constant priority struggle when outside users need help. One

]:MCd not plan to gain enough money to pay for extensions desired at
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home. Such a serious matketing elfort is risky and may not generate
enough income to offset the cost of the sales effort, One should also not
try to recover development costs for a software package which was
developed for a single (nstallation anyway. Instead, a software package
should be provided for a charge great enough to offset the cost of realistic
calculation of the manpower required for Installation, training, and
consultation. If possible, the seller should provide the user with a variety
of cost options like a monthly maintenance (ee, a one-time instailation
charge and a “don’t call us™ clause, or a fixed rate for new versions. Above
all, one should keep expectations low and not expect to “scll* an MIS to
anyone except oneself.




On-Line Administrativa Information
Systems: A Case Study

by Paul W. Sire
University of Vermont

The approach taken in this paper is that of case study. Its purpose is to
display administrative systems capability at the Univessity of Verniont and
what it took in time and resources to aftain this capability.

The University of Vermont is a fair sized institution with an entoliment
of approximately 10,000 students, full and part-time. There are two
computing centers on campus, one academic and one administrative. The
Academic Computation Center makes available to faculty and students
time-sharing servicés via a Xerox Sigma 6 System. The Office of
Management Information and Computing (OMIC) is the administrative
compuling arm of the University.

The overall structure and organization of the University is shown in
Figure 11.1. All academiv colleges and departments report ditectly to an
Academic Vice-President whereas all administrative departments and
offices report; at a like level, to an Executive Vice-President, The fact that
the Office of Management Information and Computing teports at the
Vice-Presidential level has assisted greatly in the accomplishments that
have been brought to bear in the past two years and has been extremely
helpful in the transition from manual to administrative computer
processing. ’

Prior to 1971, the track record of data provessing at the University of
Vermont in the generic sense was at best fair to good. Data was invariably
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inaccurate, incomplete and untiniely. At this point in time, one computer

systeim, an 1BM 360/44, was shared by the academic and administrative

community. In the spring of 1971, it was devided that two centers, each

distinet from the other, would be established. Furthermore, the admin.

- strative center would pursue the implementation of, and be dedicated to,

' a data management systeny and a data base upproach to integrated liles and
applications development. Toward this end, IBM's IMS/GIS package was
examined, but found inadequate. Limilations of the 1BM 370/145 256K
memory environment, inability to handle a design requirement ot 10-20
CRT terminals, and a $20,000 per annum rental price rendered IBM’s data
management entry beyond the realm of further serious consideration,
OASIS, Stanford University’s Project INFO On.Line Administrative
Information System, proved to be a viable alternative. Following upon an
examination of OASIS services and hardware requirements in the fall of
1971, an {nitial version of the system was acquired in December of that
year. In March 1972, the first two Sanders 720 video display terminals
were installed and were made operational against a test version of a
Personnel file. The ability to rapidly demonstrate OASIS services (Query
and Report Writer) against an actual file went a long way toward creating a
measure of acceptance and enthusiasm, on the part of administrators, of
on-ine files. terminals, data management software and the like.

Figure 11.2 makes reference to the staft capability of the Office. In the
systems development area there are ten people who are involved heavily in
maintenance as are most administralive computing groups. A major
problem is maintenance of existing systems, while simultaneously creating
a data base design in priority areas of concern. Priority areas at the
University of Vermont have been: Personnel/Payroll/Salary, Distribution;

_ Facilities; and Student Records encompassing Admissions and Financial
Aid data. Overall, the Office has a staff of thirty: ten engaged in
development; supervisory and clerical personnel; and the remainder in data
center operations and data prepatation, The budgel of the Office is some
$565,000 for fiscal year 1974 which is approximately evenly distributed
between staff salaries and operating expenses.

OMIC uses an 1BM 370/145 with a memory of 256K, seven disk
spindles, three tape drives, and related equipnment. (See Figure 11.3) The

~on-line data bases reside on 3.5 spindles. Currently eleven CRT terminals
installed throughout the institution are located in the Registrar’s Office,
Financial Aid, Admissions, Personnel/Payrolt and within OMIC. Growth to
more than fifteen to eighteen administrative lerminals on campus is
projected for the foreseeable future.

OMIC computer applications are, for the most part, traditional (See
Figure 11.3) and many of them existed prior to the establishiment of

o™ IC. In Figure 1.4, those systems noted with an asterisk are on-line

E lC\SIS Systems that allow for inquiry, generation of reports and file
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Figure 11.3 OMIC Hardware, 1973
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Figure 11.4 Univenity of Vermont Systems 1973
Office of Managemant information and Computing
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Figure 11.6 OASIS File Structure
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updating via terminals. The systenis listed include $50 computet programs,

Inquiry Is accomplished through s data management OASIS service
called QUERY. This service need not be predetermined but Is open-ended.
It allows for response to questions on the spot, on demand, as formulated
at the moment. There is essentially no constraint as to what may be
tetrieved. Sonme examples of QUERY ure ofTered in Appendix D. Under
these circumstances, it might be said that OMIC has provided distributed
data through a centralized computation center.

~ Figure 11,8 illustrates the OASIS file structure, The QOASIS tile is made
up of traditional records which are composed of segments. Segnients can
occur rom zero to many times, so it a plece ol the data is not required at
a particular point In time, It is not resident on the system. Because
segmentalion permits one to modify the fite fulely easily, records within
the OASIS file vary in length, As experience is gained with the sundry data
bases, OMIC staft’ have found that some of the elements which are not
used, are no tonger required and other elements must be defined. 1t is a
fairly simple task to modify the record and OMIC statt have already done
this numerous times. The data bases have been changed many times over
since their initial definition and continue to be changed. Appendix C,
which 1s intended for the readers’ general perusal, illustrates the magnitude
of those primary and secondary files resident on 3.5 spindles. Appendix D
illustrates a sample query and computer response using OMIC files.

In summary, on-line files development at the University of Vermont has
occurred only over the past two years, This work has inctuded basic data
deflinitions, programming, testing, training, including all required aspects
Jeading to systemis implementation.

O

ERIC

Aruitoxt provided by Eic:



Importing MIS Components:
A Practitioner-Nanager Perspective

by Henry Q. Vaughan
Cornell University

To most administrators or computer users in higher education MIS (or
Management Information Systems) is a bad term. The reason is two-fold.
First, the meaning of MIS in higher education Is particululy obscure and
varies from institution to institution depending upon whether one is
talking to top management or to a technician. Secondly, and more
seriously, to many less informed members of the academic community,
the term MIS implies the imposition of a dictatorial type of government
on the institution. For these reasons, and in the hope that a rational
discussion can be possible, this paper will discuss “Information Systems"
rather than “Management Information Systems” because the difference is
more than semantics in most academic communitles.

For purposes of simplifying the discussion to a reasonable length, an
[initial assumption must be made that there is agreement with, or at least
toleration of the decision to acquire an information system for the
university. Even with this assumption, it is worth noting that the
acquisition is viewed differently by various members of the university
communily. Essentially the user is facing the classic black box situation.
As shown in Figure 11.6, typically a “‘compuling utility” operates a *‘black
box" in support of the data processing needs of the institution, At larger
institutions the “black box" is in reality a complex mix of sophisticated
computer hardware and accompanying software operated by a large staff

IToxt Provided by ERI
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of “techniciang™, The users are external to the “*black box" and are often
even one step lurther removed. Historleally a bufter group, the Operations
Control Group has existed between the users and the “black box™, People
in the Group calted Production Controllers have had the very important
function of serving as a translator that instructs the computer on behalf of
novice users and obtain results for then. This functional departure point is
now changing quite drastically due to changes in techinology developed at
the insistence of others, One of the questions that must be asked s “Will
the traditional mode exist in the future?”

In order to design the Information System and define its contents, it is
necessary to know how the user wants to interface with the black box
{Le., what is the desired mode of user interaction?). s the institution going
to assign Production Controllers as intermediaries or is the experienced
user expected to directly interact with the system through a terminal
device? What kind of response considerations is wanted: instantaneous
esponse or a response time of several days? Does one want information
that is an abstraction of the data designed to convey meaning, or does one
want a pretty report? Information ¢an of course be obtained faster than a
pretty report, The answer, of course, depends upon the sophistication of
the user. Are integrated files in that black box necessary or not? There are
certain advantages of integrated files but there are also disadvantages
including the time and expense associated with constructing the system. Is
a separate Data Base Management System (DBMS) necessary as a distinet
piece of software, or should that function be defined through the way
application solutions are ¢oded?

If a university decides to import a data manage ment system package, it
must define before importation the desired characteristics and sequence of
operations desired and appropriale to the University's normal rmodus
operandi. One possible technical description of appropriate characteristics
is shown in Figure 11.7. Although the subject of data base management
systems is very complex technically, it shoutd be emphasized that no
standards exist in this area. Some Data Base Management Systems do
certain tasks and others perform somewhat different roles. Whether a
DBMS should be oriented to batch or teleprocessing is only one of the
characteristics that must be defined by the institution. Many of the
functions shown can and should be done by the host computer’s operating
system although early data base management systems did not do it that
way. :

DATA BASE MANAGEMENT SYSTEMS

e .

Three distinctly different types of Data Base Minagement Systems
(5o to exist. The fiest group, file management systems, is characterized
Emc‘;oﬂware such as the Informatics’ original MARK IV package. These
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Figure 11.7 Simplitied Total Functional Flow Necossary
for s DBMS Application
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168 EXPORTING AND IMPORTING MIS

packages perform enly a limited subset of the appropriate cited functions.
Some degree of security is provided through password protection schemes
for restricting access to the data base, simple arithmetic calculations ¢an be
directly performed, and a faltly extensive report writer usually exlsts.

A second type of Data Base Management System Is that class best
described as user language systems. Examples are 1BM's G1IS or TRW's GIM
system. Again, only a limited subset of the approprlate cited functions are

" petformed, but the emphasis Is on a difterent set of characteristics.

Typically the user of such a system {nteracts, often through teleprocessing,
with a system that translates his or her English-like statements into
computer-processable code. Sophisticated application programs and high.
level languages such as COBOL, PL/1 or FORTRAN are not typically used
or permitied.

The third type of generic Data Base Management System are those best
characterized as an extension of the host computer’s operating system.
Examples are 1BM’s IMS and the “Exec” portion of Stanford University's
OASIS. These systems similarly do not attack the total scenario of
appropriate cited functlons previously described, but limit themselves to
handling the very complex technical subjects such as message switching,
file definition, and data base accessing. Omitted functions include
selection criteria for reports, definition of report formats, and some of the
more complex arithmetic calculations. Special user-prepared applications
programs must be written to cover the functions omitted.

INSTITUTIONAL SELF-STUDY

An institution that is going to import a Data Base Management System
must- define a desired scenario of operation before a system can be
selected. One type of system will manipulate simple files for novice batch
users, while anqther will provide complex file manipulation capabilities to
users who know how to use sophisticated data bases and who want to
access them from remote terminals. In the latter instance, a system
oriented to the efficient processing of a large volume of transactions would
be required. In such instances very little use is made of Boolean-logic fite
searches for management information, or of report formatting capabilities
that the DBMS might possess. In contrast, a small college without its own
computer, but with access to a nearby computer, may wanl an
administrative data processing environment with essentially the opposite
characteristics. Thus, one of the largest administrative decisions facing
institutions of higher education is to determine the general characteristics
they individually want in an imported Data Base Management System.
That single answer will determine, in large part, the responsiveness and
efficiency of data processing vperations, and to an increasing degree, the
QO acteristics of the institution’s administration.

Jalille
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As shown in Figure }1.8, the Inside of the préviously described “*black
box" is complex and often chaotic, but an ordering is rapldly oceurrirg as
the use of Data Base Management Systems become more widespre:d. In
the future the information system software components of the larger
universities will be organized as shown in that chart, Fiest, although all
accesses to the computing hardware will continue to oceur through the
operating system, the Interaction by users will be more direct and not
through intermediaries. The data base management system will manage the
input of data into the data bases and determines how it is retrieved. A vast
library of application programs will exist which witl match and be taitored
to the individual Institution’s functional data processing requirements. A
gencralized query langauge program wlll also be widely used to supplement
the other software packages and to provide better capabilities for
Boolean-logic file searches and report-formatting. At Cornell University,
IBM's Version 2 is currently used for data base management and
Informatics’ MARK IV package is currently used tor the generalized query
language program. Since administrative data processing is in transition at
Cornell, as elsewhere, the MARK IV package (with an IMS interface) is
used to process against both the IMS data bases, where they exist, or
agalnst regular liles. Stanford and some other institutions are using OASIS.
In that case a Query Module, which Is a supplied application program
handled under the data base management system, serves as the generalized
query language program. Conceptually, these admmlstrauve data proc.
essing environments are very siniilar.

THE NEED FOR SELF-STUDY

Before embarking on the acquisition of an information system, the
institution shoutd do a detaifed seit-study of its needs, envitonment, and
tinances. A crucial part of the study shouid be an overail conceptual plan
defining the objective of the undertaking. In this plan it is necessary to be
quite specific. One must decide, for example, whether it is desirable and
practical to integrate files of records on students, applicants and alumni.
At a large institution like Comelt University, it becomes prohibitively
expensive to process all of that data in one integrated file. Therefore,
separate data bases are typically used but which are capable of being
linked, if desired for special purposes, through a common element such as
a Social Security Number. Many times data processing application systems
must undergo extensive revisions to approach the ideal of the institution’s
plan. For example, at Cornell, the old student records system uses a
unique student identifier number in licu of the Social Security Number, In
contrast, the new system that we are developing will use the common
linking element of Social Security Number in order to enable better

Q@ atching of data elentents in several separate data bases when
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For each component of the institution’s information system, the
Institution must define the specific requirements that must be met, The
appropriate statement of requirements must also specify any constraints
on solutions. For example, one of the fundamental constraints is usually
money. How many dollars can the institution risk to lease or purchase a
plece of software? This very fundamental frst consideration may eliminate
half of the alternatives. What, if any, is the role of the Data Base
Management System? Is the desired solution to do very complex things, or
something very simplistic? Is the application 1o be transaction-oriented,
batch-oriented, teleprocessing-oriented, or management Boolean-logic file
search orlented? Most importantly, what are the user's office functions? Is
the system being acquired for the personnel administration function, for
the Payroll Oftice, or for an integrated payroll/personnel system? Is the
system to be used primarily for registering students, or to provide
information on students directly to the registrar and the academic deans?
The answers are important since the data processing solution will oniy be
as good as the detinition of the problem that undergirds the design of the
solution.

THE BIDDING PACKAGE

If one continues this sort of self analysis of its information system
contponent needs to what may be an extreme, the importing institution
will prepare a specific set of formal requirements against which candidate
solutions can be evaluated. The bidding package is a formal statenent of
the problem and of constraints upon solutions that would be useful, if
appropriate, to soliciting competitive bids to procure the software
solution. :

Cornell recently prepared a bidding package in conjunction with its
decision to import someone else’s student records application system. The
package included a description of the institution in general terms with
relevant specific detail, and the citation of appropriate general policies
such as the expectation of a continued orientation toward fuli-time
students. Other institutional policies regarding the roles of the various
component colleges and centralization of authority over aspects of
particular functions were also stated. Another important section of the
package dealt with the current and expected computing environment of
the institution. The university has a centralized computing utility with
certain characteristics and with certain established policies that affect any
computer program operating on the facility {e.g., maximum core size or
~ maximum number of permitted set-up devices). Specific administrative
“computing constraints were also defined such as the requirement that a

O ly-selected Data Base Management System be used for certain
EMC‘he source language desired for application programs was also

Full Tt Provided by ERIC.
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The bidding package also has 1o present the results of a funetional
analysis of the tasks to be done by the system. Detailed speciiic user
requitements like editing lists, codes or translations shown in reports,
totals, and the needs for inverted lile accessed all should be defined.

Subsequent to completing the self-study and preparing the formal
statement of requirenients for the application, alteratives should be
propased in writing. In Cornell's search tor a student records system to
import, three alternatives were evaluated. Two proposal/study reports
were prepared by commercial vendors and a third was prepared by the
Cornell data processing statf in conjunction with the staft of the
potentially-e xporting institution,

THE IMPORTING PROCESS

Although importing application software from a similar institution
looks very attractive financially, the old axiom is still true that nothing is
ever free, Even though the software may come to the importing institution
without charge, or for a minimum fee, there are many other associated
costs, When Cornell University imported a student records system from a
commercial venpdor the costs of the software obtained, on a full-cost basis,
were only about one-third of the total monies needed. Other significant
costs were incurred for data conversion, user training, additional staff,
forms, and minor facility modifications.

The criteria of prime importance to the importing institution are
generally institution-unique. Althcugh the general considerations may pale
in vomparison, they should not be ignored. One of the more signiticant of
these is the maintenance support offered by the exporter. Others include:
available documentation and planned documentation maintenance; the
level of assistance il implementation offered by the exporter including’
user training: explanation offered by the exporter of the source language
and source code in which the software is written; and some idea of the
perceived efficiency of the software.

After all of the alternatives have been evaluated and a selection made
that can be justitied to the world including the faculty, one should
establish a project team and charge it with responsibility for completing
importation of the information systenm conponent. The relationship
between the project team, the university data processing organization and
others should be formally defined to minimize future problems. Finally,
the management of the importing institution must specify the acceptance
criteria for the system and the procedures for both testing it and using it.

It is doubtful that an information system has ever been imported
successfully without problems. One must expect the unexpected and also
QO low time to fix things. By taking someone else’s system, an iéstit%lion is

EMC\plicitly deciding to accept a system that, by definition, wil] ngver
o
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exactly meet its needs. The importing Institutivn sliould, therefore, allow
time to make some changes to better match the Information system
component to the new environment. However, moderation should be
observed or the effort to make changes may exceed the cost of developing
- a new and more appropriate system. It is also appropriate to not modify
non-application software, unless one has very sophisticated needs, a very
sophisticated staff, and adequate financial resources. Because few colleges
and univeysities can afford the luxury of a custom designed administrative
information system, in the future, more can be expected 1o joln the ranks
of administratlve software importing institutions,

T’A,




One University’s View of
Data Management Systems

by Kenneth E, Shostack
Harvard University

Because ot the current tinancial situation. many colteges and univer-
sities are re-examining their approach to administrative data processing,
One concept most frequently offered for impgpving services is that of data
management systems, sometinies called data base management systems. At
Harvard University the Office ol Information Technology was asked
whether a data management system would alleviate the three problem
areas of maintgnance, timely repotiing, and data entry; and which data
management system would best coatribute to the alleviation of those
problems. In order to respond 1o these questions it was necessaty to define
problems specific to Harvard University and study the available data
management systems, This paper describes some of the problems faced by
Harvard and discusses those aspects of the evaluation of available data
management systems which are not normally described in the literature.

Harvard University is facing three problems which are being faced by
most data processing departments. The first of these problems is
application syslem maintenance. As shown by several recent studies, costs
associated with data processing have been shifting. [n the early 1960's the
most costly item in the data processing budget was computer resources, By
the mid 1960’s the most costly item in the budget was applications
development. Today, the most costly item in the budget is maintenance
including adding, deletifg or modifying of data elements in a file, i.e.,

: El{lC 174
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changes which usually require modifying every program in the system. One
recent study! claimed that over 50 percent of the data processing budget
in a malure operations organization is for maintenance. Another 30 to 40
percent of the budget is for operations. This leaves only 10 to 20 percent
of the budget for developing new applications,

A second problem is preparing timely reports, especially new reports or
one time reports. Historically, requests for special reports were fuifilled by
developing new programs and usually the need for the reports ceased to
exist before the report was ready. More recently report writers have been
avaitable which enable programmers or analysts in user departments to
prepare reports in a matter of hours or days rather than weeks. Users now
want more timely Information, such as that available with ondine
terninals and query languages.

A third problem is getting transaction data into the data files or data
base in an efficient and timely manner. There are many parameters to
measure whether & method of data entry is efficient, and there are many
philosophies regarding approaches to data entry. Currently, all admin-
istrative data entry at Harvard is accomplished using keypunches or a key
to disk system. The cost effectiveness of alternative data entry needs to be
explored.

FRAMEWORK FOR ANALYSIS

In order 1o assist in the discussion of the requirements for a data
managenwent system and the capabilities offered by various vendors, a
framework for analysis was developed. This framework is based on a
functional definition of the idea) or complete data management systen,
The complete dats management system (See Figure 11.9) is a set of
computer programs which provides access to an aggregate of data elemenis
called a data base.2 The data base management system provides a method
of gathering data e¢lements, eliminating duplication of information,
reducing file space, and achieving greater accuracy (by reducing
redundancy), .

The data is normally stored on a disk in a random manner which
provides for: 1) sequential access for volume processing; and 2) random
access based on multiple access points (inverted value tables) to facilitate
random retrieval and maintenance. Security of confidential information is
maintained at the data element leve!l as well as at the data base level.
Services are provided for generalized and tailored access to the data base in
ondine mode via a feleprocessing monitor from various typewriter and
video ternminals or batch mode for high volumes of transactions. Tlie
generalized services include data base inquiry, data base update, and the
@' specification and generation of reports through the user language

]: | Crreter. The tailored services are user written application programs,
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created to perform tunctions through procedural language interfaces.

The central facility oi 4 data base management system Is the data access
program which accepts requests from higher level programs and translates
them into detailed manipulations of data elements in the data base,
Requests can refer 1o data elements by name, without regard (o their
physical location within the data base. Thus, it is possible to deal with the
data in a logical manner without regard to data base organization.

THE HARVARD TESTS

This framework can be used (o discuss the four products which the
Harvard Oftive of Information Technology examined in depth. (See Figure
11.10)

Figure 11.10 Administrative Systems Examined by Harvard

Product Vendor
{MS, GIS, IQF . 18M
MODEL 204, \FAM Computer Corporation ot

America, Cambridge, Mass.

System 2000 MR} Systems Corp.,
Austin Texas

TOTAL, Environ/1 Cincom Systems, (nc.
Cincinnati, Ohio

A fifth system, OASIS, which was developed by Stanford University,
was also considered. OASIS is an excellent system, but it does not now
offer the flexibilily required to fit into Harvard's plans. Any college or
university considering a data management system should give QASIS some
constderation. »

As a result of an examination of these systems, several general
observations were made. First, no system offered all the features desired
by Harvard University. Second, except for operating systems, data
management systems are the most complex software systems available.
Few installations choose an operating system independent of the hard-
ware, Third, the monthly rental for a complete package from each of the
© vendors ranged between $3,000 and $3,400. The monthly rental for

ERJCeatutes which Harvard would acquire ranged between $1,700 and
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$2,400. Fourth, the introduction of data management systemis appeat to
have the tollowing etfect on applications systems costs:

Developrient Costs

Procedural Language Applications 207% Lower
Special Language Applications 60% Lower
Operating Costs 20% tligher
Maintaining Costs 20 to 40% Lower

Thus the costs are shitting from the labor intensive processes to machine
intensive processes. Finally, by eliminating data redundancy, the
department which maintains the file would have the most efficient access
to thot file. Other departments would have less eflicient access, but would
be able to eliminate the clerical tasks required to maintain the data.
Recognizing the large dilferences in capabilities of these systems and
the variety of techniques used to implement any given function, it was
decided that the best method for oblaining an understanding of each
system would be obtained by running some tests using data from existing
systems. The tests were not intended to be complete tests of each system,
nor were they intended to show all the strengths and weaknesses of each
system. They weré intended 1o provide a deeper understanding of how
these systems could be used, and to augment the conversations with users,
and the study comparing the features of each system. Rather than
documenting a natrix of features and a description of conversations with
users of each system, the reader is referred to the documents complied by
the CAUSE Data Management Systems Task Group which are available
from CAUSE and the reports of the CODASYL Data Base Task Group
which are available trom the Association for Computing Machinery.
flarvard University currently maintains two personnel record systems,
one for salary and wage personnel and a second for employees wlho hold
Corporation appointments. The initial application schedule for implemen.
lation using a data management system is an Employee Information
System, which will be an upgrading and integration of the two separate
personnef systems. A, M. Koss, a Senior Staff’ Analyst in the Applications
Development. Group, was the project leader responsible for developing the
wage and salary personnel system, and is the project leader on the new
Employee Information System. She designed the tests using data from the
two existing systems. These tests included loading 500 records and
nermrmmg 53 transactions against the data. The transactions included: ten
]: lC lons; seven deletions; seven replacements: and twenty-nine retrievals.

ek g of loading the data are shown. in Figure T1.11 and transaction
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petformance tor pmc'esslng transactions is shown in Figure 11,12, For
simplicity, the chaits do not show alt components of the cost, but only the
more common components of cost, namely: cpu, and disk accesses, By
using program overlays, SYSTEM 2000 can be contigured to run in various
size reglons of core. The test run at Harvard (See Figures 11,11 and 11.12)
were run in the smallest (136K) and Jargest cegions (314K). Performance
differences are the most pronounced on the tests of transaction perfornt
ance (Figure 11.12). One item of interest from the tests was the ability to
develop applications programs in 60% less time with the special languages
provided by SYSTEM 2000 and Model 204 than with COBOL as required
for IMS and TOTAL.

In addition to the tests described above two additional tests were.
performed with SYSTEM 2000 and Model 204/1FAM. These two tests
{See Figure 11.13) involved the fifty-three transactions with a batch
COBOL and also with the user language tinder TSO in an interactive mode.
in both tests the highly overlaid version of SYSTEM 2000 was used.

The Harvard Computing Center operates an 1BM 370/145 which is
connected via microwave link to an IBM 370/165 at MIT. The 1BM
370/165 has Time Sharing Option (TSO) and low speed telecommunica-
tion access ports available to users. An analysis of the costs for dedicating
a region and low speed telecommunication ports on the IBM 370/145 to
data management system and the costs of operating a data management
system under TSO, showed that until there were six terminals on-ine three
hours per day it would be more cost effective to operate in the TSO
environment. One disadvantage might arise because each user would have
his own copy of the data management system software. There would be a
potential problem of two users attempting simultaneously to update the
same record. A further disadvantage of the TSO implementation is that
users are normally restricted to regions of less than 200K. Because
solutions are available for this potential problem, it was decided that,
initially, TSO would be the teleprocessing monitor. As a result the Harvard
University Office of Information Technology determined that MODEL
204/1FAM would provide the data management functions required by the
University. This system will be used to develop the new Employee
Information Systems and other applications. After each system is imple-
mented post-implementation audits are planned to determine whether
MODEL 204/1FAM is performing as expected,
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Chapter 12

Computing in Instruction:
An Overview

by William Atchison
The University of Maryland

An overview of computers in instruction could have as a subtitle,
Computing in Transition. The use of computers in instruction has been
changing rapidly as more and more use of computers has been made. The
Fall 1973 EDUCOM Conference included far more indications of the use
of computers for instruction than many previous meetings,

The Kind of computer-based activities for instruction evident at the
University of Texas at Austin including CAI, CMI, simulation and class
record Keeping are indicative of activities at many schools. At the
University of California, San Diego, 7,000 students are using the computer
for 200 courses, primarily in batch processing mode. ‘

Computing tor instruction is in transition but no one alternative is
dominant. Large, general purpose, single facility computer centers may be
ending for many educational research institutions but the computer is
growing in importance in a university like Texas. The University of
Maryland is also certainly at a transition stage. Martin Greenberger, in an
editorial in Science, recently hedged his bets a little bit, indicating some
big university computer centers will survive. The University of Maryland is
moving a little mote strongly than some other schools toward growth
based on instructional use. In 1973, 70% of computer jobs are for
instruction. This may also be happening in a great many places. Faculty at
Maryland are talking about now doing some of the things that Texas is
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already doing: for example, having a lyge screen in front of the classroom
and projecting some of the computer output. New remote terminals are
also being requested on the several University of Maryland campuses. One
does hope that some of the current work at the University of Texas
Project C-BE and CONDUIT will do something to help break the
“Anastasio” cycle. If the cycle can be broken, additional funding for
computing in instruction may also become available. The balance between
batch processing and interactive computing at university centers may also
change as institutions provide tess compulting for research. Gerry Weeg at
the Unlversily of lowa is convinced at this stage that he must move toward
timesharing to take care of his students. Dartmouth has traditlonally
emphasized timesharing service for instruction. On the other hand, Ken
Bowles at the University of California, San Diego, relles primarily on batch
processing to serve instructional needs at UCSD.

In some cases, significant applications of computing for instruction
have been demonstrated. Particularly impressive is Gene Geisler's report on
instruction-oriented computing in the California State University and
Colleges system. Nineteen semi-autonomous campuses with 280,000
students and 13,000 faculty utilize a regional network for instruction.
From the start, computers in Instruction had been emphasized within that
California system. Good people in practically every departmental area in
many of the 19 universities have worked together to develop the regional
network. in the California computer network, each school can take

~advantage of what's happening in each of the others whether over one of
the shorter communication links or over the largest link which is 700
miles. A great deal of creative work has been done in the California
system. Workshops for facully proved to be very successful in developing
instructional use of the resources on the California State University and
Colleges Network.

Keith Hall and others from Pennsylvania State University have been
working in the area of computer-aided instruction quite strongly. Two
large vans which have been set up with a computer and 16 terminals as
well as communications couplers to allow access to Penn State confputing
by traveling to the schools to instruct some of the teachers in the various
areas in the state. The Pennsylvania State University mobile learning center
represents a different idea that is growing in popularity for the area of
special education as well as traditional in-service education,

Under the direction of Pranas Zunde at Georgia Institute of
Technology, an audio-graphic learning facility has been developed in which
a computer is-installed in one facility where one can listen, do some
teaching and talking about CAl packages, or simply use the packages. One
reasonably large research project underway at the AGLF is a study of the
© mittal of scientific information. Much research work that has been

EMC in various research agencies lhroughoul’ the country has never really
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been fully used by other scholars. The study seeks ways to make such
research niore casily available using the computer.

A group at the National Bureau of Standards, with NSF support, has
begun work on criteria for evaluation of the performance of some of the
existing computer networks, This, of course, is a very tough problem.
Some of the items under study are documentation standards and the
possibility of using ‘“‘network access computers” to ease the process of
getting into a network for the user.

Two well-known projects in computer-assisted instruction, the PLATO
and TICCIT systems, are now being evaluated by a team of researchers led
by Ernest Anastasio of the Educational Testing Service. The evaluation
seeks to answer questions like the following: What are the replication
costs? What are the usage costs? How much would it cost for a given
college to move into these things? What is the learning effectiveness of the
CAl system? Is the system accepted by users? Is it reliable? Is it easy to
use? These and other questions must be addressed if colleges, high schools
and elementary schools are 1o be able to profitably use the computer for
instruction,

The organivzing procedures followed by a group of chemical engineers
interested in using the computer for Instruction, is a model which might be
usefully followed by other discipline-oriented groups of users. The CACHE
Committee (Computer Aids for Chentical Engineering Education) which is
composed of twenty professors of Chemical Engineering, maintains a
lisison in each of the departments of Chemical Engineering in the
continental USA. The group has transported much computer-based
instructional material, has made two instructional packages available over
the ARPANET, has published a guide to chemical engineering computer-
based instructional material, and is now negotialing with industries to
obtain industry developed packages like FLOWTRAN for academic use.
Members of the CACHE Comnmittee agree that these same procedures
could easily be followed by instructional users in other disciplines.
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Chapter 13

Instructional Computing
Case Studies

Computers in Instruction

by Kenneth L. Bowles
University of California, San Diego

‘The University of California, San Diego, is a case study in the area of
instruction and pasticulady in the use of batch facilities, At UCSD
computer ceater stat! have come to the conclusion that if’s going to be
some time before a network of the ARPANET type is going to provide the
highest quality service in this area. Rather one must look lor some
economies of scale in a slightly difTerent direction not dmonncded from
the ARPANET, but not using it initially.

Let therd be no misunderstanding. Timesharing and the use of
computer-aided instruction are valuable. However, there is an important
element of computing which can be varried out best through the use of
very fast turnaround, baich services. Some economies of scale i
timesharing can be achieved cither with the many small machines or
through a farge-scate facility like the Dartmouth timesharing service. UCSD
has followed in the footsteps of a group at Case-Western Reserve
University ia providing for rery fast turnaround, low cost, batch service to
users. Fast turnaround in this case means undet two minutes, particularly
well under two minuses.

Various universities are using software like WATAV, WAT-V, and
ITRAN in batch systems to reduce costs by running small student jobs
together. UCSD has attempted to do this and presumied that the use of the
growth of the computing load would be sufficient to make the batching
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worthwhile. In 1973 at UCSD 7,000 students in 200 courses make use of
the computer predominantly for homework examples in a particular
discipline. Timesharing may not be as popular at UCSD because it is not as
finely tuned a timesharing system as may be available at other locations.
Average cost range for tiinesharing is $4-85 per hour while the typical
student job can be run in a batch facility at a cost of approximately 10¢. it
is possible 1o give the student 50 input cards and one hundred lines of
output with less than \wo minutes turnaround by batching at a cost of
approximately 10¢ per job. If a student runs 5-10 jobs per week for a
particular course, costs per student, per course, per week are about $1.
Furthermore, since the student gets a much greater volume of output from
the batch system in two minutes than he would from a timesharing
terminal, the instructional value of what he gets in this way is greater than
it would be with a timesharing system in manyv cases. The increase in
instructional value with hard copy print out is substantiated by a study
made several years ago by John Skelton, University of Denver.! Dr.
Skelton compared, under controlled conditions, the instructional value on
a timesharing system to that received on a batch system. With one half
hour turnaround there was a clear statistical advantage in favor of the
batch system. Students were more enthusiastic at the end of the course
about what they learned and they learned much more thorough methods
of programming.

Conclusions Like these led UCSD to pursue the implementation of batch
system although it is also clear that there are some interactive systems such
as APL and BASIC that fairly can’t be touched in a batch context. At
UCSD batch student service is no longer offered at 10¢ per job for one
simple reason. With 7,000 students on the campus and five years of

~-experience, an equilibrium has been reached. - SRR
The UCSD Computing Center is open for lhe students 14 hours a day in

- practice. If one assumes a 14 hour day (840 minutes), the use of at least

two languages (ALGOL and FORTRAN), and small batches (1.3 -

jobs), overhead for software development, maintenance, and accouniing
must be large. A charge of 10¢ per job does not recover costs but the
current charge of 35¢ per job compates favorably with systems that charge
as much as $1.00 per student job of the same size. We have been trying to
find out through the use of network technology if economies of scale
justify going into networks. 1t should be possible to batch and enjoy those
benetits running perhaps 10,000 not 1,500 students per day, which would
require working with a student body of 50,000 or 100,000 students either
in a large university system like the University of California with about
110,000 students or cooperating institutions in a regional network. This
could be done In fact U(‘SD staff have been promoting the idea thal some
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general as the ARPA network would be ill suited for such service primarily
because of the expense of switching computers, the software support, and
the large amount of processing and software necessary 10 make the
Interface from the UCSD system capable of dealing with the ARPA
network.

Some of the trade-offs of using ARPANET are roted by Michael Sher
in the Fall 1973 EDUCOM Bulletin in which he discusses the University of
lllinols ANTS system and temote use of the UCSD facility, the 360/91 at
UCLA, and the MULTICS system at MIT over the ARPANET. For
sophisticated system programmers, at the University of llinois, relative to
total computing charges the cost of network transmission is 2%-3%,
connection is 5%, and remote software, hardware is 7% yielding a total of
pethaps 15% additional cost including the investment in a retail outlet
small computer in Illinois. Networks are economical for that class of
service. However, for the economies of scale gained by running small
student jobs, one might well look instead at an extension of the remote
job entry terminal network of a type similar to the one at UCSD. A card
readerline printer terminal, to run 200-250 cards per minute, and 200-300
lines per minute can be acquired with line and modem costs within a large
state like California at an average of $1,000 per month. Including costs for
paper supplies, keypunches, and so on, $2,000 per month will be adequate
to run an RJE terminal capable of handling approximately 1,000 student
jobs per day. Such a system might in fact have its own star network. Since
many RJE terminals can operate effectively 20 days or 20,000 students
jobs per month, the cost for having the terminal itself could be 10¢ per
job. One could get the cost per student job in a network with a high
volume down to 20¢ and, by limiting the size of the jobs allowed to run
through the job stream to serve those terminals, one could get the'net cost ———
down to between 10¢ and 15¢ per job. :

This type of computing service ought to be operated. mulh as the
library is in the university where the institution pays more for accounting
for the work done by individual students than it does for the work. One
can take advantage of the fact that the RJE terminal has a saturation limit
in the number of student jobs that can be run. if one limits the size of a
student job (o consume no more computing resources than 15% 30%, then
the average cost will be approximately 1/3 of that limit, If the overall
budget pays for thesc jobs, twice as much computing value can be
delivered to the students.

I

REFERENCE

1. John E. Skelton, Time-Sharing Versus Batch rrocessing in Tecching Beginning
y Tmputer Programming: An Experiment, research publications MS-R-7132,
» MC‘-panmem of Mathematics, University of Denves, 1971,

A ruiToxt provided by ER



Free-Access Computing at Dartmouth

by Arthur W. Luehrmann
Dartriouth College

There is a long-standing controversy regarding the proper method of
allocating computer resources to the academic community. At one

extreme, exemplified in varying degrees by most universities, computer use -

is treated as a marketable good, and allocation is by fee for-service, on a
pay-as-vou-go basis. The ultimate consumer, whether it be a research
professor with grant money,.an academic department with 4 budget, ora
student with his own funds, checks his pocketbook, and then decides how

both aggregate demand for and individual allocation of computer use. At
the opposite extreme, represented at Dartmouth Co'lege and at 2 few
other universities, computing is regarded as a good that s pricelzss, in the
technical sense that economists use the word. Computing is a yood whose
subjective worth is extremely difficult for an individual consumer to
estimate in advance. Libtaiy use is an excellent example of a priceless
commodity, and it s so adminisiered at almost every educational and
reseaich institution. If the annual cost of the library had to be recovered
by means of a borrowing fee, the price would be unbearable, more than
ten dollars per circuation at Dartmouth. Such a policy would diive
circulation down and increase the borrowing fee still further, until library
use finally became the exclusive property of a tiny group of narrowly
professional users who had grant money or line items in a departmental
hudget. :
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194 INSTRUCTIONAL COMPUTING CASE STUDIES

instead, almost all institutions allocate library usage by granting free
and open access to all members of the academic community, A freeaccess
computer policy is simply an application of the “library model” to
computing,

Administrators at Dartmouth have been told for many years by those
who favor a fee-for-service policy that a free-access computer policy would
lead the college to financial ruin: that it Dartmouth survived, it must be a
very atypical university (wealthy, small, non-technical, not research-
oriented, etc.) and a-poor model tor others. In recent months, Kiewit
Computation Center staft have been collecting and analyzing data on usage
of the Dartmouth computer, in order to understand better what has
actually happened after ten years” experience with a free-access policy, and
to answer sonie of the questions raised by skeptics. In sum, the data show:

¢« The main effect of a free-access policy is that nearly all members of

the commnunity use the computer.

o A ymall fraction of these people account tor a very large fraction of

the total usage.

» The Danimouth *“big user” community is not different from that at

other universities and includes students as a small minority.

¢ If one accepts as an inevitable cost the need to supply computer

service 1o the “big users”, then the added cost of a free-access policy
for everyone appears to be no more than a twenty to forty percent
increase in aggregate demand, while the added benefit is a tenfold to
twentytold increase in the size of the total user community
compared to the “big user” community.,

s Free access does not mean that suppotted research cannot be

charged for computer use.

e ~The- history - of -computing -at - D.mmouth need not be reviewed. It is
enough to say that, from the very start, the primary justification for
having a computer at all and for increasing its capacity and the attendant
costs has been the belief that a knowledge of computing would add value
to the education of students far in excess of those costs. The College issues
to every student. faculty member and administrator, a plastic, wallet-sized
identification card with his or her name and an L.D. number embossed on
it. That number also represents each individual’s personal computer
account number, or “user number” int the local jargon, It is all that is
needed in order to log into and use the computer although password
protection is also available to each user. Possession of a user number is the
right of every member of the academic community. An individual’s
decision to use the computer is not constrained by a concern for costs (o
be accounted against a personal or department dollar budget. There are no
budge( items for computer use at Dartmouth, although all use is accounted

Q Hrand externally funded projects are charged actual doilars.

]:MC It is essential to distinguish carefully between free access and unlimited

‘
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use. Free access means that apny individuval sitting at a terminal may dial
the computer and log in without seeking either funds or permission. It
does not mean that the user may execute programs that consume wrbitrary
amounts of computer time or file storage. As the economists say, if one
forswears money then some other rationing principle must take its place,
the total resource being finite.

Rationing of computer resources at Dartmouth'is essential and exists in
two fundamental forms. The tirst arises from the very nature of a large
time-sharing systam. On a typical afternoon, when 150 people are in
simultaneous contention for machine resources, even the most abusive user
would find it difficult to consume more than a few percent of the total
resource. Thus, time-sharing is intrinsically self-rationing in a way that
batch-processing is not. The second form of rationing is explicit and
requires a modest amount of administrative supervision. A feature of the
Dartmouth Time-Sharing System is the ability to establish for each user
number a set of specific limits under which that person must work. A
typical student, for example, is limited to: 32 seconds of processor time,
“CPU seconds™, per job executed; 16,384 words of core-memory during
execution; 20,240 bytes of long-term file storage; and no access 1o the
card reader or punch at the camputer center. A faculty member has limits
also, though somewhat more generous. Such a system would not be
workable if the limits were rigid, since there are times when some users
need nmore than their current allotment, The DTSS software makes it a
30-second task to change the limits of an individual or a group, and many
such requests are received and evaluated by a computer-center staff
member each day.

The Dartmouth model, once more, is the library. Anyone should be

- able-to browse through the catalog, use the reading rooms, and borrow an

S R e

arm-load of books; but, not everyone should be admitted to the rare-book
collection; and no one should be able to drive a truck up to the loading
dock and haul off ten percent of the entire collection.

It should be understood that the Dartmouth computer has a capacity
and per-capita demand similar to that at other universities of very different
characters. Hence the data and analysis should not be dismissed merely

" because of a presumption of gross differences between systems or

ERI!

aggregate levels ol demand. Aggregate usage data tells only part of the
story and can be extremely misleading. May, 1973 usage data showed
31,499 terminal-hours and about 4,000 active user accounts. This might
invite one to summarize by saying that the ‘‘representative user™ uses
about eight terminal-hours per month. However, such a summary would be
a poor way lo comprehend the actual data. In fact, the very idea of a
representative user is wrong,

, Fach month the computer produces a summary of all activity for each
lC account. In any month four to five thousand accounts show some
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196 INSTRUCTIONAL COMPUTING CASE STUDIES

activity. Kiewit Computation Center stal have been studying the terminal
tinte and CPU time used for each user account. After examining the usual
histogram displays showing the number of users in increasing usage bins
and after some expesimentation, the staff hit upon a much more revealing
presentation. Consider the terminal-time data, for example, as a simple list
of four thousand or so numbers, one per user. Now, suppose one sorted
the list so that small users came first. One might graph the result
immediately, butl a somewhat better picture emerges if an additional step
is taken; each person’s actual usage is replaced by the cumulative usage due
to that person plus aif others who had a lower usage than he. The result for
May. 1973 data is shown as the solid line in the Figure 13.1. Note that the
points along the horizontal axis represent all the four ihousand users.
Ascending the curve from the left, one can sec at any point what percent
of the total usage was due to what percent of ‘the users. The stnkmg

Figure 13.1 Cumulative Usage of Kiewit Computation Center, May 1973

r 70

1
Fraction of resources used

7
®@
\
e

8

G
.
3

4

0 10 20 30 40 50 60 70 80 90 100%

Fraction of users

O

RIC

Aruitoxt provided by Eic:

i

|
i
|



INSTRUCTIONAL COMPUTING CASE STUDIES 197

feature, undoubtedly, is the fact that only a tiny fraction of the total
usage was consumed by a large majority of the users. For example, S0
percent of the users {about 2,000 people) consumed collectively only 3
percent of the terminal time. Viewed from the other end of the spectrum,
the data show that the top S percent of the users (about 200 people) used
50 percent of the man hours spent at terminals. The dashed curve shows a
similar graph of cumulative CPU time, for which the skewing is even more -
evident. Here the 200 big users consumed 75 percent of the CPU time; and
the 2,000 small usess used onty 1 percent of the CPU time.

It is fair to say that under the Dartmouth free-access policy a
substantial majority of users has negligible collective impact on the total
resource, even though one must assume that each user is satisfying 100
percent of his or her computing needs. Most users appear not to need very -
much., Obstacles erected to casual computer use would succeed in
alienating several thousand people and only regain a few percent additional
capacity for the serious users,




Computing Services at Chicago

by Fred H, Hartis
The University of Chicago

The University of Chicago is a private, nondenominational, coeduca-
tional institution of higher learning and research which puts equal
emphasis on research and teaching. It has approximately 7,500 students,
of whom 2,100 are in the undergraduate college and the rest are enrolied
in the four graduate divisions and seven professional schools. The
University of Chicago has attracted a strong independent faculty of

. International distinction which numbers approximately 1,100, and there
are a comparable number of research assoclates, lecturers, field workers,
and other supporting professiopals, ,

The Computation Center at the University of Chicago is a centralized
activity with responsibilities for providing computer-related services on a
cost recovery fee basis for research, instructional, and administrative
purposes. faeome for services rendered, whether from grants and contracts
or from the University budget, is derived from discretionary monies which
the responsible individual may aliocate to other pusposes. While the
University community is in some ways a constrained marketplace,
alternatives to the use of the Center’s services do exist and are used. Thus
the Center is expected to offer a bioad range of services on a competitive
basis. Increasingly, University comouting services must be of reasonably
comparable quality to alternatives but offered at lower marginal costs,

Cost recovery is a basic operating policy of the Center, and the desire to
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retain maximum support from externgd funding sources is a strong one.
The University administration and Board of Computing Activities and
Services has traditionally rejected the concept of {ree access. However,
several years ago when external support of vomputing declined, the
University increased its support to Computer user groups through the
regular budget and continued to underwtite a deficit computer center
operation with g direct subsidy. In the academic year 1972-73 sourves of
income to the computer center by percentage were: 21% from government
and private grants and contracts; 77% {rom the University; and 2% from
other external sources. Figure 13.2 shows sources of funding for each of
three years 1970-71 through 1972-73. On the average, annual expense for
the Center over the last several years has approached 4% of the
University's general academic budget. Few usiversities support their
computing centers to this extent.

Since it opened in the fall 1962 with an 1BM 7090, the Computation
Center has successively used an IBM 7094 coupled with a 7040, an {BM
360 Model 50, 1BM 360 Model 63, and has recently installed IBM 370
Model 168. The Center wraditionally has offered batch processing services
with emphasis on turnareand as 3 function of price-related priotity and
resource requirements. Over the years access has been made more
convenient through the addition of high-speed remote job entry stations
and low-speed remote job entry facilities such as WYLBUR. A special
priority was also implemented several years ago for nonsetup jobs with
limited core and CPU requirements like student debugging tasks. Typically
turnaround time for this type of job is extremely good. The resulting
service, as viewed by the user, is illustrated by turnaround data, the
relative use of high and low priority and the growth in use of remote job
-...entry stations and online disk storage. Figures 13.3 through 13.6 illustrate
~ the trend of these indicators from July 1970 through June 1973. To make

the computer even niore accessible, the Center will be implementing
time-sharing services in 1974,

After considering several alternatives for future access to computing
resources, the University Board of Computing Activities and Services
decided in 1973 that it could best expand servives over the existing base of
suppost by purchasing a compatible larger computer system,

The marginal cost of wholesale acquisition of blocks of time from
major centers off campus woold be greater than the marginal cost of
acquisition of the next larger system for the Center,

Finally, in the judgnient of the Board it will be at feast {ive years before
computing networks of the ARPA type will be available on a viable service
basis with organizational and funding problems resolved. The University's
decision to amortize the 370/168 over ten years sheds additiona! light on
the Board s estimate of when new alternatives with major improverments in

E lC ‘ectiveness will be available. Our justification analysis indicated that
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Figure 13.3 Median Hours Tumaround by Month
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Figure 13.4 Relative Use of Low and High Priotity
on the 360/65 (Billabte Usage Only)
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Figure 13.6 Jobs Submitted Via RJE
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Figure 13.6 Days per Month in Which Online
Disc Storage Exceeded 1000 Tracks

T{TtTIVvVITTITIT T Y T A i T I I v JomYdamg

TTTT T
750 -

Number of K Track Days per Month

ERIC

Aruitoxt provided by Eic:



INSTRUCTIONAL COMPUTING CASE STUDIES 205

the 370/168 will provide the University with four- to six-fold tncrease in
capacity for less than 10 percent increase in expense. No such price
performance was available from other sources with the capacity to handle.
an equivalent workload. There are more than 50 lab...a,0ry minicomputers
as well as several divisional computer facilitier on the University of
Chicago campus. Use of the minicomputers for laboratory equipment
control and data acquisition will, and should, continue without conflict
with the Center’s services. Through a hierarchical approach to integrating
and interfacing these minicomputers with the Certer, (See Chapter 4) any
general-purpose computation now being done on these systems should
shift back to the Center.

The challenge which now faces the Computation Center is to aid in
generating the demand by making the expanded capacity available in a
broader, more effective way than has been done in the past. Algorithms
now being considered for that purpose include: an expansion of the
three-ptiority differential pricing system to at least a five-priority scheme;
provision of volume discounts as a function of fixed commitments; and
provision of matching University funds for increased external funds above
some negotiated base level. While encouraging use of the Computation
Center, the University administration wants to avoid wherever possible the
image of undue constraints and is sensitive to the economic paradoxes of
centralized functions operating with charge-back policies in decentralized
environments. The uneconomic alternatives which may arise from the
viewpoint of a decentraiized unit are very real, and the University is
turning to marginal cost analysis to resolve such conflicts. Additional
budgetary support may be appropriate in individual cases.

The Board of Computing Activities and Services believes that this
approach to providing major computing resources is a sound one. It
effectively balances the demand for computing resources, al teasonable
costs, with the other needs of the University.




Trends in Instructional
Use of Computers

by Gerard P. Weeg
The University of lowa

The Computer Center at the University of lowa was established in
1958, with what in retrospect seem to be two tundamental mistakes: 1)
the center was established essentially in support of research: and 2) the
center was largely self supporting, with more than two thirds of income
from non-state funds. Instructional use of the Computer Center has grown
only gradually and the expected surge of instructional use of computing
has plateaued at fowa.

Several questions are under experimeniation at the University of lowa
today:

o How should educational computer use be delivered?

o Shoutd there be separate computer budgets for departments and

courses?

o Will frec-access lead to bankruptey?

o s time-sharing essential?

The University of lowa’s computing center has always been a
centralized facility, co-existing with approximately 24 on-line laboratory
- centered computers. The central facility has been principally batch
oriented, although there are 80 or 90 interactive terminals located on
campus. Unfortunately, all but a handful of these terminals are private,
and are not available to students. '

To improve service for students a super-batch system was originated in -
1972 which consists of running several special classes namely, CLASS=T,
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U, V, W, X, using WATETV, PL/C, ASSEMBLER G, SPITBOL=SNOBOL,
and WATBOL=COBOL. Every fifteen minutes all jobs of any of these
classes are taken in from the job queue and the corresponding in-core
compiler run for all jobs of each class. With the superbatch system,
turn-around time tor the most popular, WATFIV, is about eight minutes.
With handling, the effective turn-around varies from a half-hour to an
hour. In October 1973 an average load of 600 to 1,000 jobs per day was
run in the WATFIV class with peaks of up to 1,500 jobs in a day. Yet even
with this service, no more than 20 percent of classes at the university make
use of the computer for instructional purposes. Is this low percentage due
just to the fact that computing at lowa is batch oriented? Probably not.
Believing this, the Computer Center has mounted. a-strong educational
effort to induce faculty members to see the value of computing as a
supplement to instruction.

However, a study of Regional Computer Nelworks 1 indicates that the
mode of computing soes affect the quantity and perhaps the quality of
instructional computing. In particular, observations at Dartmouth, a
university with approximately 3,500 students, showed that in peak
months 1,700 students logged on the computer, and in the total vear,
more than 3,000 students logged on. Clearly a great number of parameters
can cause such a significant involvement of students with the computer,
but, equally clearly, the omnipresence of time.sharing terminals on that
campus must be a contributing factor. Morcover, with a broad variety of
languages available, BASIC represents 90 percent of the usage.

At lowa, Computer Center staff and administration are rethinking the
computing delivery system. Since 1970, the University of lowa has
allocated computing services through collegiate computer fund allocations
which were parcelled out to departments, and further divided among
individual courses and instructors. However, there has been no convenient

. way to parcel those funds out to the student, for whom the university
exists. The system is fiscally satisfactory, but it in no way contributes to
the instructional use of computing. To encourage greater use of the
computer for instruction, several new tenets have been adopted:

o Instructional computing implies tlme-sharing conversational

compuling.

o Instructional computing shoutd be free to the student,

o A single simple language, BASIC, will handle the bulk of the

instructional need.
The interactive mode has several advantages for student use compared to
batch mode. First, the student’s train of thought is seldom interrupted.
Second, assignments ¢an be completed in synchrony with class scheduling.
Thi-¢ +be student is enthralled by his vast new contrut. As a 1esult, he or
she -~ st always does more at a session than just au :ssignment. Finally,
E TC~n1p(1ral proximity of resuits available in time-sharing seems to make
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208 INSTRUCTIONAL COM. UTING CASE STUDIES

insights possible which are not attained in the traditional coitus interrup-
tions of the batch syste.ns,

From the Study of Regional Networks, one may conclude that six
teletype terminals can serve 250 students who receive one assignment per
week requiring the use of the computer. If the University of lowa with
20,000 students aims for 50 percent utilization, it follows that a minimum

© of 240 terminals are required to stimulate an instructional computer
tevolution. The university administration is prepared 1o plan for 1,000
terminals on campus ultimately. How can such massive computing be
provided in these parlous times? First, If there is a large computer which
has the potential of supporting 250 to 1,000 terminals, it would be
virtually impossible to find the capital to acquire it. Moceover, after
surveying the fleld, the Computer Center staff doubts that such a system
exists. However, the minicomputer market grows faster, more capable, and
cheaper as the days go by.

Following lots of arguments and hosts of meetings, the staff and
‘administration at lowa have decided to provide instructional computing
through distributed computing. = On campus ten, twenty, or more
minicomputers, all interfaced to the central computer, the IBM 360/65 or
its successor, will present conversational programming capability to
University of lowa students. The bulk of the student time-sharing load will
be handled by the mini-system, and a strong effort is planned to train
faculty in the use of such equipment.

At present three HP2000F minicomputers on campus should be joined
by a fourth in early 1974. Thirty-two terminals in the field should soon
increase to 96 in the very near future. In the spring of 1973 there were no
terminals on campus. ‘
~ Computer Center staff are conducting a tightly controlled experiment
on the first installations. Sixteen terminals are located in the College of
Business Administration and eight each are installed in the College of
Education and the Department of Social Sciences. With an enrollment of
about 800, the Business College is nearly computer saturated. How this
college works out is crucial to continued development. If expansion plans
are followed, 32 terminals will be placed in the Department of Statistics
for use in consolidating two dozen introductory courses in Statistics, and
16 will go to the College of Dentistry with sixteen more assigned for
general use. The cost of this kind of computing per se is around $5,000 to
$6,000 per terminal period. _

The minicomputers are all located in a new computer building
immediately adjacent to the IBM 360/65. With hardwire connections each
minicompuie¢i can interface the 360/65 with very high transmission rates.
The physical connection, as shown in Figure 13.7 is straightforward, but

O software interface is a task of some significance. The connection is
E MCended to provide file back up, RJE into the batch system, and access to

Aruitoxt provided by ERic
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In each of the Colleges of Business Administration, Education, and in
the Social Science Department deans have established locally responsible
committees lo: determine autonomous operating conventions; prontote
educational use of the terminals; spur faculty retraining; and establish
computer use objectives, measurement techniques for evaluating the
degree to which the objectives are met, and the time scate for neeting
them. In the Computer Center, in addition to the technical team ol five
full-time-equivalent staft working on the software interface, a liaison team
consisting of three learning specialists, 3 communications specialist, and
two operating specialists assist faculty. With the terminals in place less
than a semester. visible results have been obtained. In Social Sciences, 22
active faculty users, with four classes enrolling 325 students, plan to use
the terminals in the second semester. In the College of Education, four
major teaching packages have been completed, and two data banks are
nnder construction. A large number of other projects are planned. In the
Cotlege of Business Administration, 261 account numbers have been
opened, 165 of which are individual undergtaduate accounts. Six courses
are being taught in the Fall 1973 semester, with an enrollment of about
300 students, and it appears that early in the semester a mean of 11.4
terminats out of 16 are in use regularly.

Thus a simple start at the University ot lowa is having |mmed|ate
pay-offs. As progress continues, it will be reported.

REFERENCE

1. Weingarten, Nielsen, Whiteley, Weeg. A Study of Regzonal Computer .\’elworks
{University of Jowa, lowa 3y, Iows) 1973,
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Chapter 14

Transportability of
Instructional Systems

Networking Challenges:
The User’s Viewpoint

by Thomas N. Pyke, Jr. and
Robert P. Blanc

Institute for Computer Sciences
and Technology,

National Bureau of Standards

In this paper a number of problems that impede the effective sharing of
computer and information resources are identified and discussed. Taking
examples from the use of present research and operational resource sharing
networks, the difficulties associated with measuring and comparing
performance of services provided, identifying and comparing costs to the
end user, and determining the amount of eftort required on the part of the
user to successfully utilize a computer network are presented. Some
approaches toward the solution of these problems are also discussed.

“Recognizing the many benefits made possible through the use of
computer networks, it is both interesting and worthwhile to identify and
discuss some of the challenges that are still faced in the development and
use of networks. [n this paper, attention is given to computer networks in
which users may access computer resources such as shared large or special
purpose computer equipment and specialized software packages, as well as,
shared data bases or information resources. Resource sharing networks in
this general sense also provide a basis for the sharing of people as resources
both in accessing and in being accessed through computer based networks.

Examples of this type of network range from the very successful
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centralized computer resource sharing effort at the Triangle University
Computation Center in Nortth Carolina to the large experimental general
purpose resource sharing experiment sponsored by the Advanced Research
Projects Agency of the Department of Defense. Many of the concerns
~expressed in this paper have been derived in part through the successful
use of the ARPA Network at the National Bureau of Standards and
through extrapolation of the use of this type of technology in a more open
and widespread environment. Included in this category of networks are
those large commercial computer networks that provide a terminal user
access to several large computers through a terminal-oriented computer.
communications network such as TYYMNET and the GE rietwork.

It is important to understand the prospects and particularly the current
limitations from a user’s viewpoint so that prospective users can fairly
evaluate and compare resource sharing networks and network services and
be aware of potential pitfalls. It is also important that investigations of
solutions to the problems discussed here be promoted so that the full
potential of computer networks to share expensive resources and provide
equality of access to equipment, programs, people, and data can be
realized.

USER SELECTION OF NETWORK SERVICE

~ Consider a user having a requirement for service from a resource sharing
computer network. How can the user’s requirements be stated clearly and
even qualified where possible? What is the basis for comparing available
services? Factors considered are applicable to the implementation of
special purpose or in-house networks as well as to the acquisition of
network based services, since these factors are oriented toward perform.
ance, cost and usability of a network.

A user may require access to an interactive system for program editing,
debugging and execution: to a particular application package or to a
variety of applications programs; to a particular data base or a group of
data bases. It is difficult for a prospective user to clearly specify functional
needs, much less consider how welt services are provided through even
minimal performance criteria such as response times and throughput. 1t is
important to note that the user (presumably the person who sits at a
terminal) is associated with a customer, the organization that pays the bill.
The customer organization is very likely concerned not with the response
time the user sees or with what programming languages a remote network
based service provides, but with how much the network, together with the
customer organization’s staff, is better able to perform its mission. A
customer organization may be concerned with potential loss of control
5" the resources necessary to perform its mission and with other political -

mcderations, factors which may not be of concern to the actual user,
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interacting through the network with computer-based services.

The user is concerned wilh the service received from a remote computer
systemt as viewed through a supporting computer<communications
network, Except for crude measures such as “average response time”, few
meaningful criteria have been identilied for indicating the performance of
a computer network. Given this lack of identification and understanding,
it is impossible to generate performance-oriented specifications in any -
quantifiable manner either for formal internal comparison of network
services or for formal procurement action.

Performance measurement techniques that indicated percent utilization
of a CPU or some other internal measure of performance are meaningless
to a remote network user unless payment is for entire blocks of time on a
remote host computer. The user should be niore concerned with the
amount of work performed per unit time and the cost for the entire job or
for various subsets of that work. Examining performance from the user’s
viewpoint leads to external measures of performance and to new
measurement techniques, some of which are now being investigated at the
National Bureau of Standards. Tecliniques currently being investigated
include recording the dialogue between a remote terminal user and the
host computer system through the use of a new tool, a “Network
Measurement Machine”.

Connected at a point between the user at a terminal and the terminal
interface to a network, the Network Measurement Machine can identify
and time tag each character in the user/system interaction. Resulting data
can then be interpreted to provide the analyst with two important kinds of
measures. First it is possible to measure and comparatively evaluate system
and network response time characteristics. Second it is possible to measure
the demand placed on a communication network and to characterize the
various kinds of workload placed on remote ¢computer systems by terminal
users. Work at NBS also includes plans for 2 “Terminal Environment
Simulator,” in which the statistical and specific results from applications
of the measurement machine will be applied in simulating all or part of the
terminal environment of a remote computer system accessible through a
network. Testing under such controlled load conditions will result in
measurement of response times and costs associated with network-based
computational service on an easily repéatable basis.

Given even crude measures of performance the user’s attention can be
given to cost-performance considerations. Each network service has its
own price structure. Although prices and price structures vary from service
to service, measures such as terminal connect time, CPU seconds, core
utilization, and amount of file storage are frequently the basic components
of such pricing structures. Unfortunately, it is possible for such basic

QO onents to bear little direct relationship to the end service the user

]: MC es. For example, a user | is charged the same for terminal connect time
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regardless of the loading of the remote computer system to which he or
she js connected. Clearly, there will be times of day and days of the week
when loading is heavier and response time poorer than other times. More
connect time is required under such heavy load conditions tor the user to
accomplish the same sequence of functions. The user then pays more for
this cost component, even though unit cost has remained the same.
Likewise, a user’s charge for CPU time frequently includes a portion of
that CPU time required for supporting services and perhaps sonte overhead
functions. Under heavy load conditions, where a user's program may be
swapped in and out of core several times, a user may be paying for more
CPU time then he would under light loading conditions. A user may pay
twice tlie CPU charge 1o run a program under heavy load conditions than
at other times.

Another element of cost to the user follows from what may be termed
“hidden costs”. There are a variety of costs not directly chargeable
according to current price structures for network service. The costs for
making arrangements tor network service, including setting up separate
accounts on two or more host computer systems in a network are
frequently not obvious. The costs of interfacing a terminal, and especially
a computer, to a network can be overtooked. One element of these hidden
costs may be described as the eftort required by the user to access, tearn to
use, and then use regularly, a network service. Accessibility first implies
interfacing of a user’s terminal to a computer network. This may be on a
dial-up or hardwired basis, or may involve special equipment. The user
may have to be directly concerned with character sets, character echoing,
terminal speeds, and other factors. If a resource sharing network user is
connecting a host computer to the network either to assist in his terminal
access or to make his computer available to others connected to the
network, there are additional interfacing issues. First a user must
determine the requirements for the hardware intertace that connects his
computer to the network. In some cases a special interface is necessary,
and in others the network can connect to normal 1/O channels. If special
purpose hardware is required, it may already be designed and can be
purchased off-the.shelt, or it may be necessary to have it designed for the
. user's particular computer installation.

Software is of even greater concern, since some type of “network
control program” is probably necessary within the user's computer to
enable connection to the network. It is necessary to know if a network
control program is currently available tor the user’s computer. If so, is it
thoroughly tested, fully maintained, and is it tree or must it be purchased?
If it is not available, then the user ought to know how much eftort is
necessary {o implement such a network control program, and also if there
@ various levels of implementation possible depending on the features

EMC“""
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Another important question is, how is sugh a network control program
integrated within the user’s computer system? If it is integrated tightly
within the operating system, what happéns with changes such as new
releases of the operating system? What overhead is introduced into the
computer system for connection to the retwork? Does the network
control program take core or disc space? Does the network control

- program utitize substantial CPU time or other system resources? In some
nétworks aminicomputer-based system can ease the burden on a user’s -
host computer for connection to a network by minimizing the special
hardware required and minimizing the new software developraent and
software overhead required for network connection.

NETWORK DOCUMENTATION

The questions of how easy a network is to learn to use and to use ona
regular basis can be explored more fully by a discussion of another major
problem area, namely, documentation. Several kinds of documentation

and associated consultative assistance is desirable to support a network -

user. General documentation should be available that clearly describes the
extent and overall capability of the network or networks to which a user
may require access. There must be a way for the user to determine
whether appropriate resources are available on the network(s). Once one
knows they are there, and is able to access them, one needs thorough
documentation on available specific programs, programming language
systenis, and data bases.

There should be clear, well-advertised procedures for obtaining detailed
network and host computer system documentation. Assistance to the user
in the form of documentation and consultative service may be available by -
telephone, message drop within the network, or by mail. This service,
including the documentation, may be supported locally, so that documen-
tation can be brought to a user immediately by a personal representative
of the network service organization. In some cases, however, it may he
necessary to utilize a very remote consultant and to live with substantial
delays for transmittal of documéntation,

FRAGMENTED SERVICE TO NETWORK USERS

Frequently the total set of services necessary for the user {o make use
of a computer network is fragmented. One may have to face multiple
suppliers before even making initial access to a network. For example, one
niay have to purchase or rent a terminal from one supplier, and then select
from alternative ways of connecting the terminal to one or more networks..
Modems and various protective devices may be required for connection to

Q lon carrier communications equipment. One may require a dial-out

ERIC
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line connected to the public switched network, or it may be more
advantageous, to connect on a leased circuit basis. Once access is
established to one or more networks, different phone numbérs must be
“remembered along with completely different procedures for using difter-
ent network services. Even with a single network different host computers
may have completely different log in conventions. The problem only

~ begins at log in, however, since the operating system control languages
~would very likely be quite different. Application programs, language
processors, or other packages may also have quite different conventions
from a user’s viewpoint.

Multi-network accass is of considerable interest, since a typical user
may have need for a wide range of application programs, both computa-
tionalty based and information based. The wide range of different access
procedures at all levels makes the task of using applications-oriented

~ packages, on even one network, difficult. Efforts are needed to
standardize access procedures within single networks and across a number
of networks where possible. Where this is not possible, assistance can be
provided the user through a “Network Access Machine,” which can help
the user by some combination of prompting or even automatic execution
of access procedures on behalf of the user.
A Network Access Machine presently being developed at NBS acts as
the connection point for a user at a terminal, and in turn, establishes the
access path to the desired network, computer system on that network, and
application package. This is accomplished through the execution of a user.
defined network command tanguage, which acts to expand user commands
into a command sequence, executable on a particular network and
computer system. Conditional expansions allow for the use of the same
-commands on different networks and computer systems, while system
libraries of commonly used command sequences combined with user
profiles, add to the utility of the Network Access Machine concept.

SUMMARY

Problems in selecting network service can be removed if appropriate
performance criteria and measures can be developed and if price structures
can be changed to better correspond to actual services received by the
user. Efforts are required to assist users in identifying hidden costs and
hidden tasks regnired hy them to access, to become familiar with, and to
use computer networks, At the National Bureau of Standards, under NSF
sponsorship, computer communications networking technology has been
extensively reviewed, and the pros and cons of selected approaches have
been identified and comparatively evaluated. In addition, there has been a
substanlial effort to identify cost factors in ihe "use of computer

[KC munication networks. These cost factors have been combined with
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hypothetical user traffic demands, and selected terminal and host
computer configurations, to arrive at a set of estimated cost figures for
using computer communication networks.

Better network documentation is also required, but should be based on
a better understanding of the purposes of documentation. A user may
become an expert on one system, but may be an infrequent user of several
other services concurrently. One thus needs documentation easily and
quickly available, together with the necessary consultative service, in order
to avoid the hidden costs associated with time wasted in getting familiar
with a particular system. ;

The problem of fragmented service has been partly overcome by some
network organizations through providing, on a rental basis, a terminal with
acoustic coupler to a user. However, this may not help a user who requires
access to more than one network. Terminals required for different

“networks may even have different character codes. Further work is
necessary to provide assistance to users in the selection of terminals, and in

the prospective use of Network Access Machines and other mechanisms,
for making comyps'ter networks more hospitable to their users, and for

- making users more cemfortable with networks.

.
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CAI Programs for Multi-University Use

by Keith A, Hall
The Pennsylvania State University

Since 1970 computer-assisted instruction has been used at The
Peamsyivania State University as a means of providing inservice training for
teachers widely disbursed throughout the state. Developmental efforts
have been tocused on stand-alone courses to provide the complete
program of instruction equivalent to certain college courses. The stand-
alone concept was adopted tor two reasons: 1) to meet the needs of the
widely disbursed audience without having a professor on site; and 2) to
provide CAI as a direct repfacement in function as well as cost rather than
being an add-on cost to existing instructional program,

The early work of the CAl Laboratory was done using typewriter
terminals to which random access slides and random access audio tapes
were eventnally added. Since 1967 when the first production line [BM
1500 systent was installed at Penn State, that configuration has L>een used
and, in October of 1970 a program of mobile enpute sted
instruction (CAl) was inaugerated in the inservice con unumg edu;auon
program for teachers.!

CURRICULUM

The graduate level courses are designed to assist teachers in under-
standing, identifying, and remediating the problems of handicapped

E]{[C 218
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children, The courses all bear the generic title CARE of Computer Assisted
Renewal Education. Devdoped by a team of faculty members under the
leadership of Professors G, Phiilip Cartwright and Carol A. Cartwright, the
major objective of the CARE serics is to teach inservice teachers, aides,
and other educators how to work effectively with handicapped children in
typical classrooms. Students interact with the instructional program at
computer student stations. In addition to the program of instruction
stored in the computer, each student uses a textbook, a handbook, and a
set of materials for testing young chitdren, When the teacher-student
completes this course, he or she takes a 7S-item final examination
generated by the computer from a pool of more than 300 test questions
covering the objectives of the course. A complete record of each
participant’s performance, not only on the test but on the course as well,
is recorded on magnetic computer tape for summarization, marking and

_course improvement. Teacher-students are awarded marks by the faculty

“member in charge of the course, and they receive credit appropnate to the
amount of curriculum included in the progran.

FACILITIES

To implement the CARE program, a custom-built expandable van was
fitted with a small stand-alone computer and 16 student stations (the IBM
1500 Instructional System). Each student station is equipped with a small
cathode-ray tube (CRT) on which alphameric information plus a wide
variety of graphics, including animated illustrations can be displayed. For
response: students use a typewriter-like keyboard with upper and lower
case characters plus a variety of special characters, and a light-sensitive
pen. In addition to the CRT, each student station has a rear-screen image
projector which can display color photographic images from a
1,000-frame, t6émm film with each frame randomly accessible by the
computer at a search rate of 40 frames per second. The thitd display
component is an individual audio play/record device with randomly
accessed prerecorded messages on 1/4-inch audiotape.

IMPLEMENTATION

On a prearranged schedule, the mobile CAl laboratory is moved to a
school in a rural comnwnity and connected to electric, telephone and
water services. Over the next seven weeks, in late afternoon and evening
hours, elementary teachers and their supervisors schedule themselves {or
one- to three-hour sessions at computer student stations on flexiblé and
irregular schedules to fit into the demands of their personal tives. During a
g3 ek period the laboratory will accommodate from 125 to i50

FRIC who enroll for a typical three-credit college course. The students,
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of course, put in considerable time in home study of the textbook and the
400-page handbook which accompany the course. Cursently the existing
curricutum, student stations, and relocation every seven weeks meet the
needs of a target audience in a 25-mile radius.

The field staff for the program consists of' a manager who travels with
the mobile laboratory, plus a computer operator and two student proctors
hired in the local community to help stu.!ents with scheduling and student
station operations. The facully member in charge ol the course is available

from time to time to talk with students in person and can always be
reached by telephone.

CURRICULAR COMPATIBILITY

CARE programs have been offered for credit by nine different
institutions in addition to Penn State. These institutions and the
enroliment at each institution for the CARE courses are shown in Figure
14.1. The extent to which the curriculum has been accepted by other
institutions is a direct result of the efforts of the development team.
During the development of the courses the curriculum was continuousty
reviewed by faculty members from other institutions, not necessarily those
where the credit was eventually offered for the program, to insure a broad
perspective of the curriculum concepts and to insure that the course was
abreast of the current trends and patterns throughout the Urited States.

SYSTEMS COMPATIBILITY OR CONVERTIBILITY

CARE course materials are compatible with several systems primarily
because student station devices are functionally equivalenit on several
systems. Only programming modifications and clerical support are
required to make the conversion where two systems are functionally
equivalent. However, ii the functional characteristics like the graphics CRT
Audio Unit, or photographic image display of the student station are
drastically dissimilar, educational and instructional decisions will be
required to determine new methods and techniques for restructuring the
curriculum. '

Part of the effort at Penn State has been to develop techniques which
will provide a computer-system free and computer-language free documen-
tation of the curriculum. One application program TACL (Teaching And
Coursewriting Language) not only provides documentation as a by-product
but eliminates the need for coding curriculum material in any computer
language. TACL enables authors to develop curriculum content without
knowing any computer language at all. After having been written on

ecified forms, material is input in the computer system using an on-line
EKC RT, compiled by the operating system, and then made available to the
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Figure 14.2 Sample of an Author's Writing
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author and students for testing and evaluation. Samples of an author’s
writing is shown in Figure 14.2. The Coursewriter Il Program generated by
TACL is illustrated in Figure 14.3, and the TACL source listing appears in -
Figure 14.4, A natural extension of TACL would be modifications to
produce Coursewriter Il (IBM 360/370 Systems), Tutor (PLATO System)
and other CAI languages as they becorue available.

At the current stage of development in CAl, attention should be
focused on curricula compatibility among institutions and machine
readabie documentation to facilitate conversion to newer computer
systems. Potential for conversion is of greater value and importance than
efforts to standardize procedures, languages, and facilities as some people
often urge. CAI is too young and creative for standardizing and too
important and compelling to ignore futures.
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Scientific and Technical Inforfnation
Transfer for Education (STITE)*

by Pranas Zunde
Georgia Institute of Technology

Research and development in the fieldof science information during the
past decade has resulted in the establishment of large banks of descriptive
information and bibliographic data. Stored on digital and analog media, in
science and technical information centers, these collections, along with
mechanisms for their organization, search and dissemination, constitute a
wide network of science information systems.

While the utilization of these science information systems has, in the
past, been primarily in research, it is desirable that the use of such valuable
tesources be extended to other areas of intellectual endeavor. Science
education, because of its inherent function-of tiansferring information’
from an external source into the human mind, seems to be a natural
subject for the extension of the use of these centers and systems. The
recent development of technology-aided learning systems which permit
learners to intcract .with organized learning materials stored in an
inanimate manipulable device, or memory, strengthens the possibility of
an increased utilization of science informiation for the purposes of
instruction and learning.

*STITE is an ongoing research project at the School of Information and Computer
Science, Georgia lnstitute of Technology, Atlanta, Georgia, sponsored by the National
Science Foundation Grant No. GN-36114. Project Director is Dr. Pranas Zunde.
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230 TRANSPORTABILITY OF INSTRUCTIONAL SYSTEMS

The objective of the STITE project is to study, design, and experimen-
tally evaluate man-machine mechanisms for enhancing the transfer of
science information from its present repositories into science learning
systems. Within this general objective are the fol!owmg specific and related
goals:

+ To describe operationally the hunian process of transforming science

- information system outputs for the purpose of integrating them into
learning systems.

¢ To investigate comparatively the demgn and operating characteristics
of science information systems and science learning systems,
patticularly from the viewpoint of requirements for transferring
information between them via a man-machine interface.

o To implement an experimental design of a limited transfer
mechanism from appiopriate existing science information systems
into a-learning system and to evaluate some aspects of that
mechanism.

[nitial research began with an analysis of existing science and
technology centers to deterrmine the subject areas covered and the Kinds of
services provided to users. Learning information systems were examined
from the standpoint of the processes involved in developing learning
materials. On the basis of findings in these areas, some tentative
conclusions werte made regarding the possible functions of the demonstra. -
tion model, as well as its design and operation. Concurrent with this
investigation was a survey of relevant research literature to identify and
evaluate materials significant in the achievement of the goals of the STITE
project.

For purposes of the demonstration, graph theory was chosen as the
experimental subject area. Further research has produced a list of
seventeen specific kinds of tasks that might be useful for science educators
which might be potential outputs of the STITE system. This list includes
such functions as preparation of a course outlii:, presentation of
ilfustrative examples, and presentation of a set of relevant questions on a
particular topic. In relation to these possible tasks, some tentative
specifications for the intetnal design of the system have been determined.

Further reseacch will concentrate on specifications of design and on the
preparation of data bases and programs to achieve STITE’s goal of
transferring stored science information into learning systems.
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Chemical Engineering
Instructional Packages

by Warrer: D, Seider
University of Penruylvania

Since its inception in 1969, the CACHE Committee has sought a
mechanism for distributing large-scale programs for computer-aided
analysis and design, estimation of physical properties, and dynamic
simulation and control studies, among others. While most of these
programs have been developed in FORTRAN to allow for machine
interchangeability, program installation and maintenance has been the
major obstacle in the path of widespread usage. Most departments of
chemical engineering are not equipped to maintain a large program library.
Oflten faculty lack the necessary experience to install the programs.

The CACHE Program Distribution Task Force has been closely
following the development of communication networks that link:
“ computers together. Such networks are necessary to enable chemical
engineering educators and students at remote locations across the country
to use any computer program instailed on any of the network computers.
This is especially important for widespread usage of large-scale programs,
which have been developed at a single university, to be run on a specific
computet, where they can be maintained by the authors.

Recently, the CACHE Large-Scale Systems Task Force completed a
document entitled “CACHE Guidelines for Large-Scale Computer
Programs” that describes the desirable features of large-scale programs for
student use. As such, it provides guidelines for the CACHE editor who
judges whether or not a large-scale program is to be endorsed by the
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232 TRANSPORTABILITY OF INSTRUCTIONAL SYSTEMS

CACHL Committee. The guidetines are based upon the assumption thal
large-scale programs are maintained on a network computer inexpensively
accessible to students at many universities.

At the EDUCOM Fall Conference the CACHE Program Distribution
and Task Force reviewed a draft of a new document entitled “CACHE
Guidelines for Computer Networks.” Following a review of the computer

" networks available by Protessor Warren Seider the workshop diScussed the
guidelines first as they apply to network computers and second as they

apply to network communications.
NETWORK COMPUTER GUIDELINES

A network computer should provide services that cannot be furnished
by general-purpose computers that compile and execute relatively small-
scale programs written in FORTRAN, BASIC, COBOL, and APL, among
other languages. Network computers, to justify the added costs of
communications, should provide services that complement these. For
example, a network computer should enable execution of large-scale
programs. .

Several important featuies tor a network computer are lisied below.
This list is open-ended and is presented in random order; it offers a
selection of features that altogether are difticult to find in most network
computers.

¢ The network computer should have a simple sign-on procedure, with
protocols that require little typing and are easy to follow.

s A reliable accounting system is necessary to keep careful records of
computing done by each student and to limit the amount of
computer resources available to each student. The accounting system
should not allow a student to over-expand the funds in his or her
account and should provide user passwords to enable a student to
protect an account from misuse by other students. It should provide
each school a summary of all charges at least bi-weekly and should
provide an insiintaneous review of the balance in each student
account.

» In addition to remote batch services, a remote job entry system is
necessary for communication with typewriter terminals, although a
time-sharing system is preferred. The system should enable each
student to enter programs and data into secondary storage and
conveniently edit the information. It should provide for each
addition and deletion of records and merging and disbanding of files.
A string editor is desirable but not mandatory.

o Ocassionally large-scale systems display many lines of results To
reduce communication costs, especially when typewriter terminals

Q  are used, the host computer should use a line printer to print several
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TRANSPORTABILITY OF INSTRUCTIONAL SYSTEMS 233

pages of tesults that are mailed to individual users.

» The host computer should, at least, have a seven and nine track tape
drive and tape labeling facilities for installation and removal of
programs and data. A card reader is essential. A card punch, digital
plotter, and facilities for video display terminals are desirable, but
not essential,

» Many largescale systems contain subprograms that call upon
themselves recursively. This is the case in information systems where
a request for information initiates several other requests to be
satisfied before the initial request is satisfied. When all requests use
the same FORTRAN subprogram, with different parameter values, it
is desirable for the program to be recursive. In these cases, a -
FORTRAN compiler that permits recursive subprograms is desirable.

» Systems programraing personnel should be available to assist authors

. with installation and maintenance of large-scale programs. These

" persons should also be prepared to discuss problems concerning the
host computers operating system and compilers with a responsible
person at each of the participating universities and should provide
notification of system change: before they are made.

¢ Literature describing the hcst computer operating system and
compilers should be clearly stated and free of errors. This is
especially important since communications with network computer
persennei are usually limited to telephone conversation and written
correspondence. Literature updates should be circulated promptly,

« Compuiation costs and connect charges should be comparable to
local university computer costs. No surcharge should be paid for
student usage of software developed at universities with internal or
external funds. Wherever possible, a surcharge for industrial software
should be waived in return for the publicity and training of
prospective users,

» It should have a history of reliable performance ticluding a high
mean time between system failures and short delay to recover from
ailures. Adequate back-up for on-ine disk storage should be
provided. '

COMMUNICATION NETWORK GUIDELINES

Low cost communication networks that can be accessed inexpensively
from many college campuses are required to provide a sufficiently large
user base to warrant the installation and maintenance of large-scale system
programs. Several factors for evaluation of communication networks are
listed below:

The network should offer 300 bps communications for video display
]:KC terminals and typewriter terminals.
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234 TRANSPORTASBILITY OF INSTRUCTIONAL SYSTEMS

The network should offer 2,000 bps communications tor card
reader-Jine printer terniinals.

The cost of communications should bé consnderably cheaper than
standard telephone costs.

Universities should be able to gain access to a communications
network without tying in a computer. Computer-computer comniu-
nicalions are not important lor most chemical engineering classwork
computations. Terminal-computer communications are important,
The communications network should be a local phone call away
from a1 least 30 chemical engineering departments. Its protocols for
log on, log off, and communication with the host computer should

be very simple and require {ittle typing.

ADMINISTRATION OF GUIDELINES

The CACHE editor for largescale systems will judge the suitability of a
communications network for installation of a given large.scale system. He
will be advised by the CACHE Program Distribution Task Force. In
October 1973 several large-scale systems are ready for instaMation on a

. network computer. Fortunately, promising networks are becoming avail-
able. It is likely that during the next calendar year many chemical
engineering departments will have access to large-scale conputer programs

. and data bases on network computers.
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Chapter 15

Software Compatibility
in the Social Sciences

Performance Differences in
Social Science Statistical Software

by Wiltiam D, Slysz
University of Connecticut

One primary consideration involved in the selection and use of general
purpose computer soflware is operating performance. This report describes.
the results of a series of tests applied to a set of software *“‘packages”
‘widely used in the social sciences, and elsewhere.!  The packages are:
BMD2, University of California; DATA-TEXT?, Harvard University;
OSIRIS4, Inter-University Consortium for Political Research, University of
Michigan; SPSSS, National Opinion Research Center, University of
Chicago; and TSARS, Duke University. The most current releases of each
package, January 1973, were used in the testing.

TEST DATA, COMPUTER CONFIGURATION, and COST ALGORITHM

Test data used was the SRC 1968 American Elect:on Study, containing
$33 variables for each of 1673 logical records. Logical record length was
1020 bytes, and a blocking factor of 3 was used, with the data (and

packages) stored on (BM 2314 disks.

Runs were made on an IBM 360/65 computer which used 1BM’s
OS/MVT operating system release 21.0, and HASP, version 3.1. All tests
were run witl: uitier jobs in the job stream.

The cosis shown in the results were derived by the University Computer
Center, University of Connecticut cost algorithm:
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Resource Charge

+ Central processor memory less than

145K bytes $ .05/CPU second
o Central processor memory 145K |

through 160K bytes 075/CPU second
o Central processor memory greater

than 160K bytes : .10/CPU second
o Executing channel programs (EXCP’s) 2.00/1000 EXCP's

(1). Eight commands to the printer, such as
printing a line, spacing, etc. are evaluated
as one EXCP.

{2). Nocharge is made for reading job or
software system control cards.

RESULTS

The following graphs (Figure 15.1 through [5.6) describe the relative
performances measured in terms of execution cost. There is a separate
graph evaluating the descriptive statistics, bivariate tables, Pearson correla-
tion, stepwise regression, factor analysis, and one-way analysis of variance
procedures. The x axis designates the number of variables (or experiments
for ANOVA) involved in a given test run. The y axis designates the ratio
formed according to the rule:

$ performance of package being tested
$ performance of package having least
total cost for this procedure

$ Cost Ratio =

Because it is a typical archival practice to maintain systems files which
contain a definition of all available variables, one testing condition applied
equally to DATA.TEXT, SPSS and OSIRIS was that system files be used.
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Software Compatibility in
Social Science Computing

by Judith Rowe
Princeton University

Some years ago Princeton University held a conference on computing.
One of the major conceins expressed by speakers at that meeting related to
software compatibility. A FORTRAN Il programi written for an IBM 7094
would not run on a UNVIVAC machine, etc. However, looking into the
future one of the speakers saw the handwriting on the wall. He felt that
these problems were, even at that time, capable of solution. The real
concern he felt was data compatibility. Since the typical computer
scientist knows little about data and cares less, the comment was lost in
the relative merits of programming language, hardware and opcrating
systents. ’

A year or two later in Boston at, what | believe was the first SIGSOC

, meeting. a speake: {iuin MIT benioaned the fact that our data sets
couldn’t talk to each other or more specifically files produced by one
package were unausable by any other package. The problem still exists
today but has finally been recognized. The earlier problem of software
which runs on differeui cumputers has been solved most elegantly — by
P-STAT. However, all of the major packages do now come in a variety of -
sizes and versions and can be run on a number of different computers. The
elegance of P-STAT results from the fact that all of the versions are in
effect the children of one set of parents and as yet none have left home.
SPSS, DATA-TEXT and OSIRIS on the other hand have all sent their

O
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children to be reared in foster hones and although heredity remains
constant environment tends to be an unknown quantity. The problem can
be solved. One can produce a version of any of the social science packages
which will run on any computer. The know-how is there and the principle
of writing in higher level languages, even at the sacrifice of machine
efficiency, has been accepted in most instances. 1t's merely a question of
time and money. No one wants to live through another DATA-TEXT
episode.

In the next circus ring, however, there has been a lot more footdragging
and the reason is obvious. Why should the writer of package A spend his
tinte making it easy for his users to tead a data tile produced by package B
if the writefs of package B won’t do the same and in fact won't even reveal
what their data files look like? The effort to convert a package 10 another
machine produces an immediate payoff, especially for the producer who
gets there first; efforts to implement a system of data file compatibility
benelit no one, except the social science research community,

After the 7094 left Princeton (therefore post DATA-TEXT and
pre-SPSS) many ol the staff at the University thought P-STAT which was
home-grown and poulentially responsive to Princeton’s needs could be
modified somewhat and could be all things to all people. In theory, it is a
good idea, but in practice at least at Princton it doesn’t work. In addition
to P-STAT, the University now offers users: 2 sizes of SPSS; 2 sizes of
DATA-TEXT; an old and a new OSIRIS; and the BIOMEDS. Offering a
diversity of packages produces more than a minimal strain on the clinicians
and on the SSUS programmers. but if Princeton is to continue to be a
user-oriented center there is no choice. Just as no one has come up with an
ideal husband, no one has come up with an idea) package, and furthermore
no one ever will. People choose packages with the same degres of emotion
as they choose spouses and they stick to them with even greater tenacity,
but perhaps for the same reasons.

If this seems unfair, let’s try another analogy. There are people who
walk, people who ride bicycles, drive cars, travel on buses, trains, ships,
and airplanes and some people who do all of these things. To date no one

“has suggested that one mode of transportation will satisfy all needs. Some
people like to travel slowly and cheaply and see everything along the way.
Others care only for speed. Some people want to do their own driving
while others want to leave the driving to Greyhound,

Because a similar diversity of tastes is evident among users of social
science data, there is no reasonable hope that users can be timited to one
package. Since users have to live in a multiple package world, it is
imperative (o increase the ease with which one can move data files from
one package to another. If this is not done, every package will end up
"“““sly large, cumberson, and difficult to use in an effort to include

B 2 most sbseure of capabilitics. Some steps have been taken in this

e n. OSIRIS can now be read by SPSS and P-STAT.

.



Reducing Incompatibilities in
Social Science Software and Data:
A Report on the SIGSOC Workshop

by Ronald E. Anderson
University of Minnesota

The development of computer software tailored to social science
research is less than two decades old, yet in a very short time numerous
programs, packages, and computer-based data sets have been developed.
Since there has been no coordinated international or national effort to
pool resources or avoid duplication of effort, most activity in the social
science vomputing area tends to be highly localized and relatively difficult
to export. There are exceptions but the field is best characterized by
various types of incompatibitities. The dilemmia occurs in part because of
the diversity within social science research. Figure 15.7 which lists the
social science fields and computing methodologies, reveals the variety of
activities which force heterogeneity upon social science computing. Since
developments in one area do not contsibute to all other arcas, incompat-
ibilities occur. For example, content analysis does not help out the
laboratory automation effort. However, since social science computing is
still rather small, researchers can afford to accept some incompatibilities
while jointly working for common causes.

Certain incompatibilities are detrimental. Cline! identified compat.
ibility as one of the foremost problems facing social science computing,
Noting that most computer programs and social data files cannbt be -
exchanged without considerable effort among social scientists, he
elaborated the problem as follows: “Today, the problem of exportability

O
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Figure 16.7 Social Science Fiefds and Computer
Science Methodologies

SOCIAL SCIENCE HELO’_ COMPUTER SCIENCE METHODOLOGY?

psychaotogy

data processing and
file management

soc.ology

i

pohtical science

numerical mathematics

&conomics

anthropology text processing
geography computer graphics
demography information retrieval
history artiticial intelligence
finguistics »d

stmolation
/ process lexperiment) control

instructionat systems

sdministrative and
palicy scignces

Size of box indicates estimated amount of computing currently done in sach field or the extent to which each
computing methodology is used

List of tields 15 consistent with rhs Asfinition of the social and behavioral wiences contained in the fieport ot
the Soec.ailComm‘ssion on the Social Sciences of the National Science Board, Knowledge Into Action: Improving
e Nation's Use of tre Socia! Sciences, U. $. Government Printing Office, 1969.

7Ca1290h|:alion of tomputer sciencd methodologies is taken fcom ACM Cucriculum Committes on Computer
Science, "Curriculum 68," Communications of the ACM, 11, 3 (March, 1968), p. 155,
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has reached staggering proportions. [ndividuals find that many programs
and data prepared for initial processing on one computer simply cannot be
run at another computer center which uses exactly the same model and
manutacturer. Local variations in peripheral devices and programming
procedures make it extremely difficult and sometimes impossible to move
from one computer to anothei.

Although one may place the blame upon the designers of the early
computing systems for not having the foresight to think in termis of
standardized data files and programming conventions, or one may cite the
commercial manufacturers for not establishing industry-wide standards,
the problem still remains; and social scientists cannot now realistically
look to others for solutions. They must among themselves agree upon
common standurds for program design and data file preparation [em-
phasis, mine] which will miinimize the problem of exportability. Granting
agencies, both public and private. whicii support the development of social
science computing can be of great assistance in insisting upon adherence to
standards; but the original impetus for this movement must come from the
social science community.” In another paper Sadowsky?2, projecting into
the future of social science computing, unintentionally supported Cline’s
position. Sadowsky identitied “inadequate standards for data documen-
tation and problems of data transfer’” as among the most serious problems
facing our rapidly expanding field.

These authors succinily cxpress the consensus among social sciénce
computing specialists that serious effort should be directed toward
reducing incompatibilities among computer programs and data sets. Cline

- goes on to argue that the impetus for this effort must initially come from
the social science community itself. While few would disagree with this
assessment, almost everyone has been waiting tor someone else to work on
the problem. Meanwhile many program and data sets have been generated
with unnecessarily incompatible features. The SIGSOC workshop held
June 1973 was the first public meeting designed to focus social scientists
efforts toward resolving incompatibilitizs.

$1GSOC COMPATIBILITY WORKSHOP

Under the sponsorship of SIGSCC, s working session was planned and

held during the National Computer Conference in New York City on June

6, 1973, Lven though the meeting was not financially supported, over
thicty persons attended. The attendance level and the intensity of
participation clearly indicated that a timely, critical problem area had been
identified. The format of the session was arranged to first characterize the
existing situation within social science computing and data archives. The
program is included in Appendix E. T. Dunnagan reposted on CONDUIT
l:lchmmendauons dealing with technical transportation issues. The
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CONDUIT project encountered surprising difficulty in simply moving a
few data bases among five major academic computing institutions. Coover
proposed a design solution for developing software for small computers,
and made the effective argument that one loses the largest consumer sector
il one design packages only for large compulers. Klensin, never-the-less
insisted that a “utility” approach was most desirable, oftering the
Consistent  System of the Cambridge Project as an example. The
Cambridge Project Consistent System is a large federation of packages that
can interchange data with the aid of a data description scheme code.
Buhler, who invented and cares for P-STAT, provided an excellent tutorial
on the details of various FORTRAN implzmentation of P-STAT and how
they are handled by a pre-processor. Steinbrenner reported on SPSS
system progress and the various routines used to interchange data files
with other nuajor systems such as OSIRIS and DATATEXT. Marks
reported on the very large data dissemination activity of ICPR at the
University of Michigan. {n particular he stressed the likelihood of finding
environments with highly unique hardware and software. Shanks provided
a useful history of the machine readable codebook issue, and characterized
the codebook as the key to compatability of social data and program
packages.
After the presentations, workshop participants were asked to complete
a questionnaire on compatibility in social science computing. Responses to
the questions were quickly tallied and reported to the group before the -
end of the meeting. Figure 15.8 contains both the gquestions and the
frequency distributions of responses. Questions cover three compatibility
arcas: 1) packages; 2) data distribution; and 3) social organization. In
response to questions one and seven which focused on package issues, an
overwhelming majority agreed that a task force should be formed to
construct guidelines for future data analysis program packages and
modiflcations to existing ones. In addition, most agreed that those
responsible for package distribution be encouraged to supply data
conversion routines to handle files produced by other major packages. The
consensus on data distribution center activities sought by questions eight
and nine was slightly less extreme, but most agreed that a “‘detinition” or
guideline for data sets should be attempted and that is it probably feasibte
" to do so. In addition, most favored the “national standard” rather than the
alternative to *“supply any of a variety of machine readable codebooks” as
a requirement for all data distribution centers. With respect to the social
" organization of the social science computing and data dissemination
sectors, respondents favored several organizational routes. The majority of
responses favored formation of a consortium of social science data
distribution centess, a national computing laboratory for the social
Q 3, and a clearinghouse for social science software. Later discussion

: [MCi that many participants felt a clearinghouse like the one existing at
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Figure 15.8 Tabulation of Answers to Compatibility Questions by
24 Attendees at SIGSOC Meeting, June 6, 1973
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the University of Wisconsin should be maintained.

Overall the results show that many knowledgeable persons, including
persons with vested interests in packages and data archive centers, believe
that incompatibility problems are sufficiently severe to warrant several
different kinds of action. Furthermore, there seems to be a healthy
optimism about the prospects for solving problems. Although there may
have been a tendency for some to agree with almost anything proposed in
the direction of compatibility, the pattern of responses indicates discrim-
inating respondents who believe that large steps should be tried. The
discussions that took place during the second portion of the working
session were generally consistent with these questionnaire findings. It also
became apparent from the discussion that most felt that.the first order of
activity should be meetings where attention is given -to -interpackage
communication. With relatively little effort, techniques - could be
developed so that all the major packages can easily share data files.

-

PROPOSED WORKSHOPS

In order 1o take advantage of the momentum of attention to
compatibility problems, it is imperative that a series of additional meetings
be held and that these meetings bu used 10 prepare a series of papers that
are widely circulated. In addition a working structure of groups and
committees should be set up to investigate issues on a long term basis.
Workshops should be held in three areas:

o Data analysis software guidelines

o Codebook guidelines

* Dataset transport guidelines ,

In addition, a wrapping-up workshop should be held that gives attention to
organizational issues such as clearinghouses. The workshops should be

~open eetings, but formal presentations and papers would be solicited.
Hopefully, those preparing acceptable papers would receive expenses and
an honoranium. The productivity of the workshops shouid be combined
;nn(b u bublt\ oF CA(LII&IVL u,yuu auu lCLClVC WIUC un»:uuuauuu

For the Data Analysis Software Guidelines Workshop the first order of
activity would be a preliminary meeting of systems people representing
each of the major packages. These persons would pool information and
construct interface routines for accessing internal data fields prepared by
and for other packages. A second preliminary meeting should take place to
specity the needs, priorities, and possibilities for small installations,
especially small liberal anis colleges. The workshop goal would not be to
design an ideal language nor to bless any existing ones. Rather, it would be
to identify preterred language features and programming techniques.

The Workshop Codebook Guidelines is probably best broken into at
leaél two sequential meetings. The first meeting could attempt to bring

ERIC
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together all necessary descriptive information to identify both the issues
and the alternative actions. The second meeting would react to specific
proposals.

A structure similar to that proposed for the wdebook problen might
be used for the workshop on Data Set Transport Guidetines. Attention
should be given to issues such as documentation atiributes, certification,
coding systems, and exchange techniques.

THE NEXT STEP: ESTABLISHING A PERMANENT
PROBLEM-SOLVING STRUCTURE

The SIGSOC session found that there is substantial pressure for
guidelines or standards within the social science computing field. One of
the key problems of standardization is timing; standards can easily appear
too early or too late. Premature standardization may attack the wrong -
issues and freeze things that are not sufficiently stable. However, if
standardization is delayed, too many forms appear in the marketplace
which generates vested interests and unwillingness 10 accept the standards.
Premature standards increase the risk of stifting new and creative ideas.
Although it is impossible to eliminate risk, it ‘is possible to minimize that
risk by delaying standardization and by allowing some diversity to exist.

The best example we have in the United States of effective standard-
ization is the ANSI (formerly ASA and USASI) organization, which js the
authority for industrial standards in the United States. ANSI establishes
working groups in particular areas; these working groups in turn can create
technical subcommittees. The working groups investigate »n area and
decide whether or not to develop or modify a standard. If they draft a
proposed standard, ANSI releases the proposed standard for a trial period
after which acceptance or rejection is voted upon. Some aspects of the
ANSI structure and experience from other standard organizations can be
usefully borrowed in planning a strategy of attack upon incompatibilities
in social data and program packages. A series of working groups can be
established to investigate particular problem areas, and these working
groups can report to a larger professional organization such as SIGSOC.
Contacts and working arrangements can be made with other professional
organizations through the parent group such as SIGSOC.

The proposed workshops are important because they would: 1) specify
needs and possible solutions; 2) foster new informal contacts reducing
unnecessary gaps among persons working on similar problems; 3) lay

- groundwork for an ongoing formal structure to deal with issues related to

standardization; and most importantly, 4) actually develop new solutions,
technical and otherwise, to exchange data. [ncompatibilily is a serious
(-"blem and there are people waiting to spend some time working on the

KC blem.
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Chapter 16

Computers in Research:
An Overview

by Douwe B. Yntema
M.L.T. and Harvard University

The most striking impression one gets from these papers is that the use
of computers in research has grown up. ’

Think what these sessions would have been like if this meeting had
been held even a few short years ago. We would have spent most of our
time talking enthusiastically about the potential of computers in scientific
and scholarly research - talking about the good things computers were
going to do for us someday. Somebody would have given a paper in which

~he said, in effect, “Look, it is possible 10 use a computer to control

E

laboratory apparatus. I've shown it’s feasible, and I almost have it working,;
and when I do, it will have a big effect on research in our laboratory.”
Some sovial scientist would have said, “lt s possible to contrive a
convenient, handy set of routines into which data from an attitude survey
can be fed - routines that will permit an invesligator to examine the data
and understand their implications without having to write any programs
himself. | have such a package almost working, and when [ doit will have a
big effect on social research.” Even the number-crunchers, who were much
farther advanced in their reliance on computers, were excited about bigger,
cheaper machines that would let large numbers of researchers do
computations that had been on the edge of practicality. We were going
through an era af what [ have been tempted to call gee-whiz salesmanship,
a time when many people felt obliged to put large amounts of energy and
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enthusiasm into persuading each other, and the rest of the world, that
computers could have an” immense etfect on scientific and scholarly
research. 1t is rather startling to renember that all this was less than ten
years ago.

Today the atmosphere is very different, The computer is evidently
accepted on' the university campus as a necessary tool of scientitic and
scholarly research, and the papers that were given at this meeling retlect
that maturity. A healthy number of them were still concerned with new
developments that are coming over the horizon, but many of them were
concerned with the kinds of questions that maturity brings — questions
about efficient arrangements for providing the computing services on
which research has come te depend.

1t was significant that even in sessions on the use of compulters in
research the authors of some of the papers used concepts from business
and economics - channels of distzibution, brokerage, capital investment in
databases - and there was even discussion of the wisdom of buying from
the growing information industry access to same of the information the
academic world wants. From another point of view, there was a continuing
concern about sharing resourees in such a way thatl husy researchers in one
place need not waste their time duplicating whit has been done elsewhere,

It was also significant that in his keynote talk Ashenhurst had
emphasized that the problem of giving researchiers aceess to the compulting

- services they need (in his case, researchers with minicomputers in their
laboratories) is as much a problem of providing the proper people as it is a
“ problem of providing he software, the communications interfaces,
storage, and so on. This diu indeed turn out to be a keynote: it was
repeated again and again, sometimes with emphasis and sometimes only in
passing, thoughout .these sessions. Dedicated people (note the dilference
between a dedicated person and a dedicated machine) are 4 crucial
component of arrangements for mature use of camputers in research. The
people, and the organizational structure that permits ther to serve as a
channel of communication, are as important as the hardware, the
programs, and the databases.

Some areas of research are a long way ahead of others in this respect,
and oddly enough, the list of participants in this meeting shows which
areas have progressed farthest, There is, for example, a conspicuous
scarcity of physicists whose research demands large amounts of raw
computing power. A tew years ago they would have been here; this raii
they are not. Dwves this mean they are no longer using computers? Of
course not. It means that on most campuses the compultation center now
includes people who have learned how to act as the agents for such users.
Those people are here, and so the physicist does nut feel constrained to

@ me himself. On the other hand, the participants have included
EMChavioml scientists, a physician, a surprising number of humanists, and a
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number of libratians, ‘The lively discussions among them have been
valuable in their owa right, but from another point of view, the fact that
those people have been ecager to be here themselves: implies that their
disciplines could still use more help from kind of organizational structure
and the dedicated people to which Ashehurst referred.

Asking what subjects did not get emphasized is almost as interesting as
asking what subjects did. In the tirst place, it is remarkable that there were
almost no discussion of plans 1o make use of networks ot computers. The
reason is [airly obvious. The whole network situation has been so uid for
the fast six months that planning for the use of networks has to wait until
things settle down.

Second, there was a curious lack of discussion about plans for regional
or national computing centers specialized to fill the needs of particular
disciplines. The development of such centers has already begun, and there
will surely be more of them. Again, the uncertainty about networks has
clearly been un obstacle to concrete plans about the way these centers will
be used.

Third, it is surprising that so little was said about standardization.
Standards for programs are almost a necessity it the programs are to be
easy to transport, and standards for databases are crucial if the data are to
be available for use with other programs, Given the continued interest in
the sharing of resources, more talk about standardization might have been
expected. | have mixed feelings about this subject. The Consistent System
that the Cambridge Project is building is, {rom one point of view, an
experiment in standardization. The practical difficulties are formidable, as
those of us who have been involved in the project can testify. Perhaps
postponing standardization until you are really driven to i1, as we were, is
actually a good idea.

But those are questions for the future. The main impression | got from

- these sessions is that we have come a long, long way in a few short years,
The use of computers in academic research has grown up. We have taken
off our short pants and come of age.

O
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Chapter 17

information Services
for Research

New Channels of Distribution
in the Information Industry

by William R. Nugent
Libraty of Copgress

The growing maturity of the information industry is causing a shift
frony an initial preoccupation with technical processes to a concern with
user needs, which is another name for marketing.

A trend 1o functional differentiation is apparent as organizations active
in the information industry devetop that are similar in function to the
manufacturers, retailers, and brokers historically associated with taagible
goods.

These new analog organizations in the information industry have
differing functional soles, but most significantly they represent the
formation of new distribution channels in the information marketplave
that will have the greatest impact on the information industry in the next
decade, In the 1930's!, emphasis on distribution transformed the hard
goods industries and created major benefits for the consuming public, It is
highly likely that similar resulls will obtain in the new and post-industrial
information business. onve more effective means of distribution are
implemented.. ;

While the non-profit sector has thus far played a major role in
developing and operating research information systems, many of these
organizations have shown a reluctance to develop marketing and
distribution channels. It appears now that these organizations must hegin
to reatize that even the nan profit sector has a need, it not an obligation,
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to participate In marketing activities.2 The afternative will be to become a
user rather than a supplier of research Information services. Even
governinent infornation services that have normally been extrenxly
conservative in markeling, are becoming more dser and marketing
oriented. A small but significant example is the recent decision of the
National Technical Information Service, NTIS, to accept American
Express charges.3 The operative principle here is simply that qf making the
product or service easier to buy. This is one major function of improved
distribution channels.

EDUCOM and the researchers, librarians, and cducators that have
participated in EDUCOM attairts in recent years have given much attention
to the development of information networks. However, networking is
merely a technical and organizational means to a marketing end. A
network first and foremost is, or should be, a distribution channel in the
marketing mechanism of the information business. Networks that have
been such distribution channels have succeeded; those that have not
emphasized marketing functions have remained underutilized technol-
ogical curiosities. :

More than a century ago, at the first faint dawn of the information age
when telegraphy was just beginning, Henry David Thoreau observed: “We
are in a great haste to build a magnetic telegraph between Maine and
Texas, but who knows whether Maine will have anything to say to Texas?”
While not normally noted as a husiness philosopher, Thoreau was correct
in his assessment, that a need was not evident and a market had not been
developed. Early telegraph networks were little-used transmission
nefworks with little information of consequence flowing in them. Remote
chess matches were frequent, as were test transmissions like “I'm OK —
You're OK™. [t is interesting to note the similarity to the games and tests
that constituted the early traftic in the ARPA network.

Once marketing was applied (o these telegraph channels, they became
distribution channels of high utility and high demand. Computer scientists
can learn from telegraphy experience. One should attenuate his concern
with nelworks qua networks, and concentrate rather on the need-filling
functions of these networks. This is already happening in certain sectors of
the information business, and it is probably accurate to say that the 70’s
will be to the new information ec#homy as the 30’s were to the older
manufactured goods economy. Both periods could correctly be called “the
age of distribution.” The following examples of this new age describe the
functional differentiation taking place in the information economy, and
the emergence of manufacturers, retailers, and brokers.

INFORMATION MANUFACTURING

, o
E lChe information industry one of the major manufacturing activities
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is the creation of machine-readable data bases. Other manufacturing
concerns are multi-media publishing and SD1. Data base manufacturing is
quite diffetent from the manufacturing of tangible goods:

+ The tools and techniques of production are, in general, not specific
to a particular product.

+ Costs are lumped in the {irst finished product off the manufactuting
line, and the marginal costs of product replication are relatively
negligible,

* Because the information product manufacturer can produce any.
thing, with respect to content, he rarely has a proprietary claim on
any one product, yet he can be competitive in highly diverse
disciplines.

o Because his skills are process oriented rather than product oriented,
the information manufacturer can be, and frequently is, an
independent service firm with little or no ownership position in the
source data.

Among the problems of information manufacturing are those ‘of

productivity, product life, and the establishment of corporate identity.
Many aspects of data base manufacturing are labor-intensive and subject to
_wide ranges in worker productivily, somewhat like the programming fietd.
The information speedup, particularly in research information, leads to a
decreasing half-life of product utility, and requires faster amortization by
users of product cost. The corporate identity problem arises because the
information manufacturer works for information owners who, of course,
place their labels on the manufactured products.

However, marketing solutions exist for at least the latter two problems.
The reduced haltlife problem requires greater emphasis on timely
information products that com.municate current news rather than
providing access to archives. The corporate ideutity problem sequites the
creation of “house brands” of proprietary information products, using, for.
example, licensing arrangements with information owners permitting the
creation of secondary and tertiary information by-products.

With a process orientation and consequent rapid flexibility, the
information manufacturer has ore major advantage over his counterpart in
hard goods munufacture. When new fields of research are on the
ascendancy, such as the lields of cellular biology and energy conversion
appear to be today, it is easy lor the experienced information manufac-
turer to use his tested and proven processes of data base manufacture to
serve the new fields.

INFORMATION RETAILING

O Retailing in the information business is like traditionaf retailing in that

E Crovides time and place ulility and information about the products and
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servives of reraote suppliers. The information retailer also provides the
classic function of bulk-breaking: buying in quantity and selling in smafl
lots. Howevei, simple similarities end here. Retailing in the information
business is a s.ngular phenomenon that has no counterpart in the retailing
of manufactured goods. Due its computer orientation, a distinguishing
characteristic of infomation retailing is high fixed costs.

Retailers of manufactured goods can generally be characterized by
financial measures of ratio analysis. Examining four ratios that concern
sates, capital, and assets, one finds that the new “information stores” are a
hybrid, in some new dimension, of jewelry stores and supermarkets. The
continuing formal industry classitication of the latter enterprises is
“grocery stores,” although its embodiments are, in -vast majority,
supermarkets. For the four ratios considered, jewelry stores, being
inventory intensive, exhibit low ratios, whereas supermarkets, being asset
intensive, exhibit high ratios. Information retailers show ratios represent-
ing apparently inconsistent extremes. Figure 17.] exhibits the extreme
ratio analysis ranges in the retail business of jewelry stores and
supermarkets, and shows the directional trend of information retailers.

The information retailer, like the jewelry store, will tend to have a very
low ratio of net sales to net working capital due to the high level of
working capital necessary to support the computer facility and staff. In
the case of net sales to inventory, one would expect the information
retailer to resemble the supermarket with a very high ratio that reflects
turnover and essentially zero inventory of products. The information
retailer is more like the Tastee-Freeze or cotion-candy vendor, with a
product made on demand with special machines mostly from air. For the
ration of net sales to net worth, the information retailer is probably more
like the jewelry store with very low ratios. This is expected because high
working capital is required and capital is probably a major portion of net
worth.

Finally, due to the expected use of leased assets, the information store
exhibits a low ratio of fixed tssets to tangible net worth, again like the
jewelry store, '

These comparisons sugge.t that the information retailer is handling a
higlily ‘expensive product line, like the jewelry store, but hasn’t yet learned
how to distribute in quantity like the supermarket. Development of more
effective distribution channels is the next major challenge to -the
information industry.

INFORMATION BROKERING

The information broker, like the retailer, provides time and place
utility, but does not take title to the piaducts or services sold. The most
O ‘ficant example of information brokering is that of the Northeast
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Academic Science Information Center (NAQI(‘\s being developed by the
New Lngland Board of Higher Education with sponsorship from the
Natlonal Science Foundation. Like brokers in other fields, the infunation
broker is an aggregator of sources. One of his primary assets is timely
knowledge of sources and prices. Unlike the broker in hard goods, 90
percent of whom work for sellers, the<information broker works for
buyers, and satisfies user demyands rather than trying to sell the products
of suppliers. Because the information broker is dealing in small lots rather
than in wholesale lots, he must necessarily charge appreciably more than
the broker who works for sellers.

Figure 17.2 lists typical, but by no means normative, commission
structures of various brokerage operations. Prior to the emergence of the
information broker the most recent addition to, the group was the
telecommunications broker who typically rents 240 khz supergroup
channels and leases 4 khz voice channels to clients. Like the information
retdiler and the information broker, the telecommunications broker
provides the services of bulk-breaking and short term user commitment.
Because of the information broker’s orientation to end-users and small
lots, much higher commissions will be required for other brokers listed in
Figure 17.2. Again one sees evidence that a new post-industrial organiza-
tion cannot be measured by the parameters of earlier, and only
superficially similar, enterprises.

The end-user orientaticn also means that the information broker is in
several ways competing with the information retailer. One major and
present problem in today’s still-to-be-crystallized distribution channels of
the information industry, is that of direct user access to all segments of the
information industty. A user, presently, has the option of dealing with
manufacturers, wholesalers, distributors, retailers, brokers, and other
composite entities, Similarly, manufacturers can deal directly with
retailers, wholesalers, and brokers. There is no clear distinction between
retailing and wholesaling in the information business, since some organiza-
tions do both, and others even add a manufacturing component. This kind
of chaos in the distibution of channels of manufactured tangible
products, led to the trade wars and boycotts of the 1920’s and 1930's,
where combines of retailers and wholesalers often established boycotts of
manufacturers who sold directly to retailers.

_ Arbitrage and futures brokering are two additional possibilities for the
information broker. Arbitrage, in the money markets, consists of detecting
differences in the prices of a given currency in different parts of the world
and execuling simultaneous buy and sell orders. [n information arbitrage,
users would place short term conditional buy. orders for services at a
specified maximum price and vendors would place short term conditional
sell orders at a specified minimum price,. according to the time of day,
B ‘llc«ound time required or offered, present computer capacity, and other
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Figure 17.2 Typical Commission Structures of Brokers

Type of Broker Typical Commission {percent of sales)
étwkbrokers {round lots) 1 - 3%

Hard Goods Brokers 2-3%

Other Investment Brokers up to 6%

Real Estate Brokers 6%
Telecommumcations Brokers 8%

Financial 'Finders’ — Merger and
Acquisitions Brokers up to 10%

Information Brokers substantially higher

tactors. The broker would match the buy and sell offers as favorable

combinations were found. In futures brokering the information broker

would take long and short positions on tuture vendor resources as well as

trading for customer ‘accounts and for his own account. Since time,

including computer time, is a highly perishable commodity, the informa-

tion futures market would be highly volatile. While these speculations may

appear remote, the information broker will, by one mechanism or another, .
pectorm the highly vatuable function of tinding a marketplace for

suppliers’ excess (and low marginal cost) capacity gnd providing best buy

services tor users.

FACTORS OF SUCCESS

This brief review of the new channels ol distribution in the research
information industry leads to several broad conclusions concerning the
factors of success in the information industry.

First, research information servives should seek to develop unique and
distinctive services rather than competing one-tor-one with other research
information services. Since much soirce research information is copyright.
ed, there is a low cross-elasticity of demand among research information
service organizations. The demand situation is similar to that of the general
computer setvice industry 6 :

Q Second, like other operations with high fixed cost, research
F lCnrmation retailers should capitalize on low marginal costs and seek to
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operate al - pear-capacity via improved distribution and marketing. A
brokerage operation can be of particular benefit by aiding the retailer with
distribution and marketing.

Third, information networks should be viewed as a means to achieve
improvements in distribution through technological enticements.

Finally, in the post-industrial distribution age of the information
business, one may expect that the manufacturers, retailers, and brokers
will lose an initial similarity to the industrial age archetypes used for
categorization purposes and begin to adopt newer market roles that will
optimize their particular potentials in electronic distribution, However, as
in the industrial age, distribution channels will -both uharactenze and
transform this new business.
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NASIC:
A Regional Experiment in the
Brokerage of Information Servires

by David M. Wax and
* R. D. Morrison, Jr,
New England Board of Higher Education

The Northeast Academic Science [nformation Center (NASIC), a
program of the New England Board of Higher Education, represents an
attempt to apply on a regional basis the concept of brokerage or
wholesaling to the provision of computerbased information services.
Through intense promotion and active marketing of services and through
training of Information Service Librarians on the campuses of the major
academic institutions, NASIC aimis to create, tap and serve the substantial
market of researchers in the Northeast who are in need of continuous and
comprehensive information. Through aggregation of user demand and
negotiation of bulk purchase contracts with multiple suppliers, NASIC
- intends to serve the research community of the Northeast at a reasonable
cost while assuring its own continued viability as a self-supporting
organization. Finally, through utilization of available computing capacity
in the Northeast and an existing communications network in the region,
NASIC ultimately aims to become an efficient, self-supporting supplier of
low-cost services particularly appropriate to the needs of the region’s
research comniunity, These goals and the efficiencies and economies that
they imply are the basis for the decision by the Office of Science
Information Service of the National Science Foundation to underwrite the
development of NASIC, and for the support and enthusiasm for this
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cooperative eftort by many of the principal universities of the Northeast.
FUNCTIONS OF NASIC

In more specitic terms, NASIC will direct its efforts toward the
fulfillnient of eight basic functions:

s Market survey and analysis

» Promotion and marketing of computer-based information services

¢ Training of library personnel

o Aggregation of demand from multiple users

o Negotiation of contracts with suppliers at discount rates

s Development of document delivery capability

s Supplying information services directly

s Development of an efficient delivery system based on existing

resources within the region
Fach of these functions is directly tied to the viability of NASIC as an
organization and the brokerage concept as an effective means of providing
information services,

The activity involving the determination and evaluation of the market
for computer-based information services underscores the basic principle

" underlying the NASIC approach to the provision of information services.
NASIC is devoting a signilicant amount of its efforts and resources to an
assessment of the specific information needs of the research community of
the Nottheast. To detetmine the nature and extent of the market, NASIC
will utilize many of the techniques common to product introduction in
the industrial and commercial environment, but definitely not typica! of
the academic environment. This analysis will enable NASIC to ascertain
demand for particular information services and will allow the setting of
prices necessary to assure NASIC's self-support.

In addition to the determination of the existing and potential markel
for computer-based information services, NASIC will attemipt to create
new users through an active campiign of advertising and promotion,
Various methods and media including campus newspapers, bulletin boards
and department meetings, wili be utilized and evaluated for broadcast
effectiveness and cost effectiveness. Recognizing that word-of-mouth is
probably the least expensive and most effective means of publicizing the
utility of information services, NASIC will concentrate on developing a
cadre of satisfied users on every campus.

An important aspect of the NASIC concept is that computer-based
information services constitute a logical extension of the information
services and products traditionally provided by the college and university
library. Within the library of each major research institution in the region,

; nne, or more staff members will be trained to function as Information
: ]: lC Librarians (ISL's). With the understanding of the principles
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.
underying the search techniques for data bases, with awareness of the
content of the broad range of available data bases, and with the skills to
develop and code effective search profiles, the 1SL's will function as the
interface between the supplier and users of information services so that the
user can obtain (utlest utility from existing information resources.

1t will be the function of the ISE first 1o assist the researcher in the
definition of his specific information requirement. Second, the 1SL will
have the responsibility to select the most appropriate source for the
information required by the user. This decision involyes not only the
determination of appropriate data bases. but also an awareness of the
search algorithms employed at the various information centers processing
that data base to guarantee the most effective fultillment of the particular
requirements of the individual researcher. Third, the ISL will undertake
the development of a search profile that will yield the greatest recall of
citations and abstracts needed by the user while minimizing irrelevant and
unticcessary references. Fourth, the ISL will be involved in the reviews of
search output for relevance and completeness judgements. This review will
also seeve as the basis for determtination of the desirability for the
modification of the search profile in the case of continuing current
awareness servives. Finalty, the 1SL or a colleague in the library staff will
assist in arrangements for document defivery related to the search output.

While the traditional role of the library is thus not modified by the
introduction of computer-based information services, (a compurer printed
list of bibliographic citations and abstracts is not significantly different
from a typed list) the manner and means by which services are provided by
the library to the user will be changed. For this reason, an important
component of the NASIC program wilt be the orientation of the academic
library community to the utility of computer-based information services
and the training of library personnel to enable them: to acquire the
knowledge and skills necessary to function as effective Information Semce
Librarians. ‘

Another important aspect of NASIC's brokerage role will be the
aggregation of demand from a multiplicity of users dispersed over a large
geographic region. The economies of scale in the provision of such services
are substantial, and only through aggregation of demand can the real costs
of these services be kept at reasonable and marketable rates. The true costs
of providing these services on a single campus, particufarly in small or
medium-sized universities, are very high and, in most cases prohibitive.
Through regional aggregation of demand, the cost components including
hardware, data bases, technical staff input, and administrative and
management resources can be prorated over a large number of searchers,
with the add on to any individual search kept relatively low.

@ Curther economies of scale and competition can be generated through

E lc‘negotiation of contracts with a range of suppliers at discount rates.
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Because of the existence of campetitive suppliers for many of the relevant
services and because most of these suppliers have capacity to provide
significantly greater quantities of services at only marginal increases in real
costs, the discounts resulting from aggregation of demand should in many
cases be sufficient to cover the entirety of the NASIC overhead costs.
Finally, NASK’s activities as a broker and aggregator of demand will
enable NASIC to provide the research community of the Northeast with a
much greater variety of services than would otherwise be available,

The basic assumption underlying this brokerage experiment is that it is
inconceivable that a large number of universities in the Northeast would be
willing to underwrite on their own the provision of a broad range of
computer-based information services. And if one or more institutions did
make such marginal services available, it would be impossible for them to
provide the great variety that NASIC as a broker and aggregator of demand
could offer to all of the researchers throughout the entire region. T

The provision of bibliographic and abstract services.at a reasonable cost,
while in itself a worthy goal, does not constitute the sole objective of
NASIC. The user often requires services beyond a listing of citations and a
collection of abstracts; in many cases, document delivery is an essential
component of total service to the user. Through its close ties to the
academic libtaries of the region, NASIC will work toward the development
of systems for delivery of the necessary hard copy to the user, whether it
take the form of reprints, photocopies, microfiche or monographs.
NASIC’s link to the computer-based library support system of the New
England Library Information Network (NELINET) and the ultimate
utilization of that system for serials control, will play a significant role in
the development of a viable hard copy delivery capability. -

NASIC also recognizes that there is a broad range of potential
information services that are not now available anywhere, and it is likely
that NASIC will become a direct supplier of such services should a market
for them exist. Activities in this area would include the development by
the New England Board of Higher Education of data bases that would have
national or particular regional utility, Such efforts might also inctude the
initiation of a newsletter or adoption of other means of communication to
keep the research community of the Northeast current on new develop-
ments related to information in their fields of interest.

Finally, NASIC sees as one of its primary functions the utilization of
existing resources within the region as a basis for efficient delivery of
information services, Reference has already been made to potential use of
the NELINET system to assist in an economical document delivery
capability. It is also planned that use will be made of the existing general
computation computer network of the New England Regional Computing
™ @ (NERComP) as a communications network for at least part of the

EMC process for computer-based information services. Should the
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utilization of the NERComP network prove effective, it is possible that the
network might efficiently expand to include the entire Northeast region.
Furthermore, if demand for information from one or more data bases
watrrants it, NASIC could begin to spin tapes on its own, utilizing existing
hardware and technical resources within the region to do the processing
and the NERComP network as a delivery system. Finally, as NASIC moves
into an operational mode, it is likely that we will discover or modify other
existing resources to add to the efficiency of the delivery system for
computer-based information services.

NASIC: THE USER’'S PERSPECTIVE

The primary goal of NASIC is to provide valuable information services
to the bench level researcher in the Northeast. From the point of view of
this user, NASIC must provide fast and economical access to z body of
information that is of use to him. Thus, to meet its objectives NASIC must
be able to provide information from a broad range of data bases, must be
able to deliver information products that are timely, complete and
relevant, and must be able to do this at a price that will make the purchase
of this service desirable. ’ ,

It is the operating plan of NASIC that the user perceive these
computer-based information services as the logical extension of the
information services presently provided by the university library. When he
is in need of information, the user will arrange to discuss his particular
requirements with the Information Services Librarian (ISL) resident at his
own institution, Should the specific subject area be outside the range of
competence of the local ISL(s) or, should the user be located at an
institution too small to employ a trained ISL, the user can be directed to
an information specialist at the NASIC offices or to an ISL at another
university in the region who happens to have special competence and
knowledge in the specific discipline in question.

The ISL, after discussing the research problem with the user, will utilize
the knowledge he or she has acquired about the various data bases and
search techniques available to determine the most appropriate means of
providing the necessary services. A search profile will be developed and
coded by the ISL and the search ordered under the auspices of NASIC.
The mode {on line or off line} to be used in developing the profile and
ordering the search will depend on a number of factors including the
availability of processing alternatives, the time requirements of the user,
and the price the user is willing to pay. Within a period of time ranging
from a few minutes to a week or more, the output will arrive at the desk -
of the ISL, who will review it with the user for relevance and

O npleteness. At the same time, the user will be informed as to the
ions for obtaining hard copy of those articles that are of particular
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In mest cases the user will pay for these services by charging them to
his personal or grant account at the university. In some instances,
departments might allocate funds for.acquiring these services in their
budgets, as support to the research of department members. In other
situations, the college or university might choose to make these services
available to all faculty members and students either free or on a token
charge basis, with the service subsidy coming out of general library or
academic budgets. But in all cases the user will appreciate that he is
teceiving a valuable service which has a real cost attached to it. And, the
user will also be aware' of the fact that the availability of this kind of
information service was the result of a cooperative effort of his own

institution and similar institutions .operating under the auspices and
guidance of NASIC,

THE BROKERAGE CONCEPT

NASIC reflects the intent of the New England Board of Higher
Education, with the encouragement and financial assistance of the
National Science Foundation, to provide a large research community with
- econontical and effective access {0-a broad range of information services.
By utitizing existing human and machine resources, both within and
outside the Northeast region, NASIC hopes to demonstrate that these
services can be made available without paying for the redundance of
reinvention. While implementation of an effective brokerage operation is
essential to the long range success of this experiment, of far greater
importance is the demonstrated willingness of the region’s institutions of
higher education to recognize the need for cooperation for mutual benefit
and to work diligently to achieve that cooperation.
With a valuable product, effective management and continuing inter-
institutional cooperation, NASIC will be able to demonstrate that thé
brokerage concept can be applied to the provision of information services.

ERIC
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The Ohio State University
Mechanized Information Center

by Hugh C. Atkinson
The Ohio State University

The Mechanized Intormation Center, tunded by the Office of Science
Information Service of the National Science Foundation, provides current
awareness and retrospective scarch of bibliographicaily oriented informa-
tion. 1t is now preparing 12,000 bibliographies for 4,000 persons monthly
using data bases which include:

L]

Pandex

ERIC including Research in Educational and the Current Index to
Jourmals in Education

Pyychologival Abstracts (retrospective search only)

Chemical Tittes (current awareness only)

Bibliography of Agriculture {current awareness only)

Institute for Scientific Information: Source Data and Social Sciences
data :

NTIS, formeny the US. Government Reserach and Development
Reports

Current Index to Conference Papers

MARC tapes '

To make the operatian tinancially feasible, all retrospective searches are
run on a particular day from data which is sequentially stored approxi-
mating a six-month period per single disk pack. Permanent personnel for
the Mechanized Information Center are paid from the OSU Libraries

ERIC
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budget, und the NSF funds cover the developmental costs. When NSF
funding ends in February 1975, the Center will continue as a normal
reference service. The annual cost to MIC to run an SDI service of 4,200
curtent profiles. plus 6,000 retrospective searches is approximately
$120,000 per year. The MIC file holds approximately 3,000,000 entries,
and computer time is billed at standard rates, The cost for operational
personnel that probably will remain after the NSF funding drops off will
be about $65,000 per year, which is equivalent to about five reference
librarians. Cost for the developmental staff has run about $100,000 per
year for four years, B

KEY FACTORS FOR SUCCESS

On a campus like OSU where our catalog access library circulation
system contains 60,000 valid names of borrowers, the geographic location
where one gets data is very important. Centralized libraries. whether in
cities or on campus, break down. There is a real urge for departmental
libraries. One rule of thumb is that a serious member of the faculty will be
willing to walk as far for information as e does from his parking place to
his office. A student watks as far as from his class to the student union.
Because OSU has twenty-two tibraries on the campus, the Mechanized
[nformation Center’s services will not be centralized when the develop-
memal phase is over, but will be available at the reference desk of each
library. In addition to locus, the next most important factor for successful
information service is hours of service. Since information needs exist in
about the same time frante as other human activity, most patrons gather
information from 7:00 a.m. to midnight. The MIC will provide its profiling
services to all the reference desks and through any other agency during
these hours. Another key to success is the development of simple
information profiling techniques which will allow persons at remote
locations to use the system with a minimum of tutorial interaction. The -
MIC has opted for less precision and more coverage in designing its system.

ON-LINE CIRCULATION SYSTEM

The OSU Libraries has experimented for the last two years with an
on-line catalog access circulation systemy that has 1,000,000 author and
title short entries for the books held by the University Libraries. In
response (o a telephone inquiry, the OSU Libraries provides information
on whether a particular book is in or out, and van charge out the book and
mail it to the requestor if desired. All of the Libraries’ holdings,
comprising 2,700,000 volumes, are encompassed by that file. The Libraries
w1ll close its card catalog on July 4. 1976, as its part in the National

ennial Celebration.

ERIC
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Because The Ohio College Library Center has been requiring all of the
curtent cataloging for the past two years to be in full MARC format, with
the exception of non-Western alphabets, theses, and some other peculiar
forms, the OSU Libraries may have full data for most items acquired after
1970 when the card catalog is closed. Since speed is so important, the
Libraries may use indexes rather than the traditional library combination
of the item description and the index itself. In machine systems, one can
easily separate the indexing, the ocation, and the description.

SUMMARY

The Mechanized Information Center will use its experience to provide a
blueprint and the necessary research to make the closing of the card
catalog 3 reality, The primary need is to provide subject access to the OSU
collections.

The overall objective of all these systems is to make the OSU
collections as accessible as possible to all patrons.




Data Bases and Libraries

by G. A. Harrer
University of Florida, Gainesville

This paper outlines the philosophy and describes activities at the
University of Florida regarding the role of data bases in'the library. Some
majot problems are also noted. At the University of Fiorida libraries, far
from being simply large warehouses storing the printed word, are viewed as
vital units whose responsibility to the parent organization resembles that
of the memory portion of the brain to the human body. Libraries should
collecl, organize, store, and when necessay, retrieve any information of
value to the farger organization, be they universities or cities or whatever,

Dala bases are the very life blood of libraries, In the earliest forms, data
bases were recorded by means of wedge shaped impressions in soft clay or
scratches on palm fronds. Through the years, major advances have been
made in the symbols used to record knowledge and the media on which
these symbols were preserved. However, because of the early development
of the codex form of the book, libraries have been thought of as large
book wareliouses as the name “libraty” indicates. It is true that the major
medium used 1o record man’s knowledge is the printed page, and the book
remains the most efficient method for storing infcrmation. It is also fair to
say that librarians have had to deal with the intrusion of machinery
between man and the printed page, if only in the form of a magnifying
glass for many years. Storage of the printed page in the form of micro
images has been commonplace and libraries are certainly faced with this

277

ERIC

IToxt Provided by ERI



278 INFORMATION SERVICES FOR RESEARCH

Imposition. Why is the use of microfilm or other ihachine felt by many to
be an imposition? Perhaps, because the machine renders the collection
unbrowseable. Itis almost impossible to leaf through a microfilm coltection,
and a deck of punched cards carries the impediment to the extreme. Both
require the use of an intermediate machine, and some indexing assistance.

“The difficulty of information retrieval has been exacerbated by the size
of libraries today. It’s not possible to go to the stacks and browse through
the shelves of any but the tiniest speciality and effliciently gain
information. For minor specialities a good deal of the information on the
data bases may well be organized in a remote part of the library.
Recognizing the problem, libraries have spent a great deal of money to
create indexes to the data base, card catalogs, but the card calalog and
available bibliographies have become so large and complicated that the
libraries have hud to increase staft 1o assist the lay patron in locating
required information. Thus the reference department has become the
expert transfer medium in the interface between the seeker and the
intormation. As libraries have progressed from the magnifying glass to the
computer, the complexity of this interface has increased immensely ahd
has, in somie cases, been allowed to wag the dog. It is the responsibility of
the library to connect the user with the information whether the
information is stored on a strip of microfilm, a phono disc, a punched
card, or a large reel of magnetic tape. It-is the librarian’s responsibility [irst
to clarify the question, and then to know how to get at the required
information. -

The computer is not an end in itself. Just as librarians were long ago
accused of fostering libraries for the sake of libraries and catalogers were
alleged to love catalogs for their beautiful detail. today compulter
specialists are sometines thought to glory inthe precise complexity of the
computer without sufficiently considering their utility in the service of the
public. This we must carefully guard against,

The University of Florida Library was one of the first libraries to run
experimental searches of the earliest MARC tapes from the Library of
Congress. Later having obtained from the National Agricultural Library
the first reel of magnetic tape which contained the agriculture bibli-
ography, the library further experimented with information retrieval for
scholars in the agriculture expetiment stations. In 1968, the library
“obtained a budget line item for a systems analyst/computer specialist, and
in 1969 brought to the University Mr. Robin Fearn in the position of
Assistant Director for Systems. '

ICCC AT FLORIDA

@ [In 1970, the University of Florida agreed with the nine libraries of the
E lCte University system to jointly purchase a membership in the DUALabs

‘
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“Start™ program in order to have available for the University System 1970
Census data in useable form. When the University of Florida formally
became a member of the Start program, it agreed to represent the Florida
State University system at training sessions, and to hold later its own
training sessions in florida, alerting people to the availability of data. The
library further agreed to obtain any daia required by the State University
System Libraries from DUALabs. By early 1971, it became obvious that
the demand for census data was not limited to the Unijversity faculties but
extended throughout the state of Florida for planning groups, businesses,
and state Government. Requests for census data became so numerous that
the library was forced to take some formal steps. A program of
Information for Campus, Community, and Commerce was established as
an integral part of the University Library with oftice and operational space
within the main library complex. The Library Systems and Data Processing
Group provides design procedures, coordination, and computer program
support for 1ICCC computer operation. Although the library is equipped
with some data processing equipment, [CCC uses the campus IBM 370/65
computer for most processing, and has storage vaults now containing well
over a thousand reels of computer processable information files. The
objective of the 1CCC was to expand and improve informational products
and services of the University libraries to enhance the instructional
research and service missions of the University of Florida and the State
University System of Florida as a whole. Specific activities in which this
group has been involved to date include: consulting and advising other
university departments and organizations on problems of information
storage and retrieval; investigating the nature and structure of a regional
planning operation thesaurus; developing census and other social and
economic data servive to optiniize the utilization of both computers and
printed data: developing computerized bibliographic current awareness and
retrospective search services: developing a State Union List of Serials with
monthly updating capacity: developing a book catalog for the State
University Extension Division Library; and developing cooperative
programs fo exchange software, data bases, and other information
products and services. 1CCC personnel are based primarily in the library.
Three members of the library reference staff who were specifically trained
in the contents and organization of the data tiles, have obtained training in
the basic programming techniques and spend almost full time helping the
public access 1CCC tiles. Also in the library two otheér staff members who
are full tledged computer programmers work tull time on the 1CCC
System. Mr. Fearn the Assistant Director, supervises the total operation
and acts as advisor when necessary. In the computing center, se?erai
personnel are assigned primarily to library needs but are not on our

L. 1 ..
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E lChin the 1CCC, the Census Access Program was established as a major
,
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section to deal with the census. Because many requests for census data
came from industry outside of Florida the Census Access Program
obtained full files of all census data for the total United States. However,
availability of full informatlon only increased the demands. The Program
has served hundreds of clients from almost eveiy concelvable organization
and has run workshops both in Gainesville and elsewlhere in Florida to
inform the public about the organization and contents of census data.
ICCC continues to process this data as a major service at the library for
what appears to be an ever increasing demand. Using National Agricultural
Library “Cain™ tapes, ICCC has made available to the agricultural
community of Florida a vast amount of bibliographic information, and the
libraries are cureently providing SDI service for over 200 paying
subscribers. The libraries are also prepared to do current awareness
searches and retrospective searches ot Mark Il tapes, although at present
there is a very small clientele for this service. By agreement with the
University of Georgia computing center, the University ol Florida libraries
attempt to avoid any major duplication of data bases and process requests
for Georgia which require the use of the Universily of Florida data bases.

PROBLEMS

A primary problem in data handling in the library is cost. Since libraries
traditionally have not charged the local community for information, basic
costs have simply been borne by the university. University subsidy to the
library pays tor large collections of data, and for stall’ to organize them,
put them on the shelves, file them away, and provide reference service. To
date University of Florida libraries have purchased data bases with library
funds for book acquisition. Book funds are lor the acquisition of
information for the library’s data base, and this is certainly information
for the library’s data base. However, the problem of paying for computer
time remains. On many occasions, faculty pay for the computer time and
the libraries provide all other services for information retrieval without
charge. Because the Computing Center at the University of Florida
allocates time to departments, and the departments allocate time to
faculty, it is possible for the faculty members to get time on the computer
and absorb the library’s cost for computing service. Although this
procedure is aggravating the auditors in (he administration building
becauze there s no way of showing the true cost for the type of service the
library is giving, the libraries through ICCC have been doing it any way. If
searches are processed for the state government, facully with grants, or
non-university clients, a minor service charge is made for the use of the
data base. If services are provided for commercial firms who are interested
in some of this data, the libraries charge whatever the traffic will bear, and

E TC been able to recoop some expenditures. Any profit is used to
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subsidize experimental searches of data or to improve the data base. The
problem of fairly allocating the cost remains, How does one charge? Who
does one charge?

A second concern s access 1o the computer. There are times when
library programs simply had to be delayed because of other demands on
the computer. Some formal relationship will have to be established to give
the library a priority with the computing center or other alternative,

O
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Chapter 18

Resource Sharing
for Libraries

Major Trends in Library Computerization

by Richaid De Gennaro
University of Pennsylvinia

Activities and trends in library automation can be grouped into three
major categories. The first and most important one is the area of
cooperative computer-based networks or consortia. The Ohio College
Library Center (OCLC) which is by far the largest and most significant of
these systems, provides as a main activity a very effective on-line shared
cataloging system. OCLC has 50 active members in its parent Ohio
network and several satellite networks in various stages of joining of
participating including NELINET, FAUL, PRLC, UCL-PALINET, .the
Federal Libraries group and SOLINET. Several other cooperative projects
also deserve some notice. The SPIRES-BALLOTS project at Stanford
University which was started several years ago, has received over one
million dollars in development funds from the U. S. Office of Education
and the Council on Library Resources. BALLOTS is a bibliographical
system for a single library in an on-line mode. The system in its present
stage is proving to be rather expensive for Stanford to operate on its own,
and efforts are being made to expand it to include five other libraries from
the San Francisco Bay Area in a cooperative arrangement. While

- BALLOTS is a successful working system, ils national significance has
been limited because it appears to be locked into Stanford’s unique
computer environment and cannot easily be transferred or replicated

. e]sewhere in its present form. However, Stanford is planning to make the
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necessary madifications to the system in the next year or {wo to overconte
this limitation and to make it possible for BALLOTS to be brought up on
standard [BM 370 operating system software. This would increase the
transferrability of BALLOTS and probably also reduce its present high
operating cosls.

The Department of Higher tducation of the State of New Jersey
contracted with 1BM to develop and implement CAPTAIN, a central
bibliogeghic processing system based at Rutgers University, designed to
serve the needs of all the units of the State University and the state
colleges. The system has both on-line and batch processing features and is
apparently designed to make il possible or necessary for much of the
processing ol materials to be centered at Rutgers. Because CAPTAIN is in
the early implementation stages, it is too soon 10 assess its success and
long-range significance,

IBM has another major library system called ELMS which was
developed at the 1BM Los Gatos facility between 1965 and 1972. ELMS
was to be a comprehensive package system capable of doing most of a
library’s technical operations. Although it was implemented at the Los
Gatos 1BM library, the company has not tried to market it to individual
libraries. Instead, 1BM renamed the system “Library 370" and is trying to
interest a group of libraries in taking it over along with the quite
substantial expense that will be required to complete the development and
make it work. The lllinois Educational Consortium for Computer Services
has apparently agreed to be the first taker for “Library 370", but several
others are needed before work on the system can begin. One can question
the wisdom of continuing to put substantial resources into completing a
system for the long future which was based on concepts of library
automation and system design which may by now be somewhat out of
date.

Other cooperative systems are in varying stages of development and
implementation in Oklahoma, Maryland, Toronto, and elsewhere. These
few examples show that the automation of the acquisitions and cataloging
functions in libraries through cooperative systems is a rapidly growing
trend. it is clearly easier, cheaper, and less risky for libraries to automate
or get the products of automation by joining networks than by attempting
to develop stand-alone systems. Much of the glory has gone out of
pioneering computer systems, and it is now quite acceptable even for a
major library to have no in-house automation program and staft.

A second major category and trend in tibrary computerization can be
characterized as vendor-supplied systems and services. This approach to
automation has much in common with the cooperative approach. While it
is not yet as widespread and significant as the cooperative approach, it is

© owing rapidly and could in the fong run surpass it in importance,

]:MC larly for the mass of ordinary libraries. If it is easier, cheaper, and
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fess risky for a library to join a cooperative than to devetop individualized
systems, it may be even more advantageous for a library to become a
customer of a vendor and buy or lease the automated systems or products |
that it needs. This approach has not been important in the past because
few vendors had any tried and true systenis or products to offer. However,
a number of vendors have begun to offer systems and products to libraries
recently.

Book jobbers such as Richard Abel Co., Baker & Taylor, and Bro-Dart
use computer systems for internal operatiuns and are, therefore, in a
favorable position to offer computer-produced cards, lists, and other
computer-based services. Eventually, the customer library may be able to
tie directly into the jobber’s data base and system through communication
lines and terminals. In a few years, most of the catalog data in western
languages will be available in the standard miachine readable MARC
format, and international standard book and journal numbers will be
widely used. This will undoubtedly open new possibilities for systems
tinkages between jobbers and libraries.

Another very promising development is in vendor-supplied turnkey
minicomputer systems capable of handling circulation, ordering, account.
ing, serials control, cataloging, and so on. CLSI, in Waltham,
Massachusetts, appears to be the leader and is already offering book
ordering, accounting, and circulation modules. It has made several
ipstallations, and has contracts for others, including a circulation system
for- the Harvard library. The entire system, hardware and software, is sold
or leased to the library at prices which are advantageous when compared
‘with the cost of developing, operating and maintaining in-hc.se systems.
The installation and maintenance of the turnkey system are the responsi-
bility of the vendor who lailors a basic system to fit the needs of the
particular library. The library with such a system is free from the
vicissitudes of dealing with a university computing center or a libraty
cooperative and retains a measure of independence and flexibility as the
technology develops. CLSI will probably be joined by other vendors using
a similar approach in the near futuze.

Information Design, in Palo Alto, is successfully supplying libraries with
ready-made packages in computer output microfilm of the 400,000
records in the Library of Congress MARC data base. Because the data is
sorted and appropriately arranged, catalog entries can be easily found and
cards produced on an in-house reader-printer by a library staff with no
technical expertise. Josten's, Inc. maintains the Library of Congress MARC
data base on its computer and fills card orders from libraries on demand,
thus making it unnecessary for small libraries to cope with any level of
automation or technology.

@ ‘.ibraries can now buy the keyboarding of bibliographic data as well as

EMC]puter-produced book catalogs and many other products and services.
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As salaries and personnel benelits continue to rise, libraries will find it
increasingly advantageous 1o buy these products and services rather than
to attempt to produce them in-house. There is a future for imaginative
vendors in the library automation field.

The third category covers package systens that have been developed by
individual libraries or agencies and are available for and capable of being
teansterred 1o other environments. Several examples can be cited. Ohio
State  University’s on-ine circulation system is being considered for
transfer to the SUNY system, and the University of Pennsylvania’s batch
processing-System 7 circulation system is being offered by 1BM and Penn
as a package to other libraries. The Hennipin County (Minn.) Library used
the California Bibliographic Conversion System (o convert its catalog
entries, and then processed the entries with the New York Public Library's
book catalog system to produce a catalog. These successful ventures
suggest that systems transfer may finally be possible now that there are
systems of good enough quality to transfer and technical people who are
willing and able to do it. Univesity libraries are beginning to overcome the
“not invented here” syndrome, and systems transfer may begin to occur
more frequently.

There is still a good deal of "‘do-it-yoursell®’ library systems develop-
ment going on in many libraries throughout the country where a library
systems group composed of a few library or compulting center systems
people will undertake to design and implement a unique system for a
particular library. Experience has shown that such systems are inordinately
expensive to develop, maintain, and operate. Many libraries are quietly
abandoning this approach in favor of joining cooperatives such as OCLC,
or purchasing turnkey systems. The do-it-yourself approach will continue
but will probably diminish in significance.

Major libraries such as the Library of Congress, New York Public
Library, Stanfosd University, and the University of Chicago have done
some of the best pioneering development work in the field, and, should
not be classified among the do-it-yourself operations. Indeed, the
University of Chicago systems group which is among the most experienced
in the country is developing, with support from the Council on Library
Resources and the National Endowment for the Humanities, one of the
most conceptually advanced and flexible bibliographic systems in
existence. Chicago’s approach in its second generation system is to use a
modular design which makes the on-line aspects, the data base manage-
ment, and the applications programs all separate from each other and, to a
large extent, independent of the peripheral hardware that is used, The
system is being designed for an IBM 370/168 and has a minicomputer
front end to act as data concentrator and communicator with the CPU

Q _ic data and file handling capability, which is called HERMES, has

EMCesigned so that it ¢an be used by the development office, the
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hospital, and a aumber of other business applications in the university in
addition to the libsary.

When the University of Chicago system is completed by the end of next
year, it should be capable of heing used either as a stand-atone system for a
particular library or as the central system for a regional consortium. Thus
it may be an example of a large and flexible transferrable system and as
such would bave an tmponam influence on the future development of
library netwarks.

Cooperative Automation for Libraries

by Russell Shank
Smithsonian Institution

Comments in this paper are based on the premise that cooperative
development of automation, and the sharing of computer resousces, is the
most feasible approach to full utilization of the computer’s potential by
libracies in an academic and research environment. This was judged to be
the case for federal libraries during a study of automation among them
conducted tor the Federal Library Committee by the System Development
Corporation. The success of computer networking experiments, especially
the developmient of packet switching, and new developments in tele-
communications technology aimed specifically at the transmission of
digital data also lend creditibility to this judgement.

There are three possible conditions under which academic libraries can
successtully share computing resources. Libraries can join together in some
administrative relationship. either 1o fund jointly the development of
shared sutomated systems oz 1o design a system that integrates software
and computer services available from outside agencies. Alternatively, an
individual library can build & custom computericed vperation with
favilities and services from outside sources. The consostium concept is the
mwost promising ol the three alternatives. Federal libraries in Washington,
D.C. have joined together to form a network to aceess the data base tor
book cataloging at the Ohio College Lihrary Center in Columbus, and
hopefully to access data bases held elsewhere, These libraries nuay later
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turn to joint development of a cooperative system or to joint operation of
consortium-owned computers. However, formation of the Washington,
D.C. network does make some full-scale subsystems available quickly.

One must clearly differentiate between the sharing of computer
resources through the diffusion of software packages for local use, and
sharing through access to remote computers for whatever services their
software produce. In the Federat library community network management
assumed that individual internal operations coutd be adjusted to utilize
systemis run on remote computers faster than software packages could be
moditied to operate on local computers,

By relying on outside software and computerized information services
for data handling, calculations, or information storage and retrieval, library
management can avoid an expenditure for detailed design of performance
systems, programming, and debugging. A library can introduce a sophisti-
cated computer capability for one or another function relatively quickly,
following the decision that such a function should be automated. Purchase
of services, however, does not eliminate the need for systems analysis,
Determination of the needs and purposes of automating, remains a large
and vital task, as does the very difficult task of analyzing performance
capabilities, design specifications and a host of administrative details
relative to outside resources.

When one decides to make use of outside computing resources, one
must rapidly alter internal operating procedures to accommodate that
system. The long delay occasioned by the arduous tasks of inventing,
testing, refining and documenting one’s own coniputer system does not
oceur. The dimensions of the fall-back and recovery deliberations suddenly
becomes larger and their delineation more urgent. One always has the
spectre of the outside resonrce being taken oft the market or changed in
some signiticant way, leaving the sharing agencies with a void in vital
internal operations. However, this fear should decrease as the number of
computers to be shared in networks, and the functions they perform
increase. If internal system performance specifications are clear, and if
redundancy can be built into networks, switching to alternate resources
may be quick and relatively painless.

In cvaluating the utility of shared development of computerized
operations, one should consider two lactors: the number of functions to
be automated and the number of agencies included in the automated
system. The move to buy services and software for an integrated system
from a number of outside vendors adds a third dimension to the model,
thus increasing the sophistication of the analytical techniques required to
solve problems. What took like constrainis to viable systems from one side
nuy be seen as advantages from the other. IFor example, as the number of
“@ s in an automated, on-line cataloging system increases, so do the

EMC]\S of attaining agreement on standards for cataloging. However, as
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the number of libraries increases, so does the value of the data base for
support of an interlibrary lending system. The two views can be expressed
in a costbenelit ratio, but there is uo relisble and useful means for
measuring the “value™ of information services readered in order to state
the “benefit” side of the ratio.

The decision to achieve automation goals through shared computer
resources sotves some problems, but introduces others. In addition to the
need for quick and accurate specification of goals, and the need for
systems analysis, one of the most serious problems of working together is
the negotiation of mutually acceptable goals and the establishment of
priorities for the development of systems and subsystems, Compromises
are difficult to achieve among strong libraries with different problems. The
potential for system perturbations caused by changing membership in the
consortium increase as the number of agencies involved increases.
Agencies, both within the consortium and among the vendors of services,
may be forced out of action by outside influences. Expericnces among
agencies that have attempted to build cooperative information storage and
retrieval systems on a mix of data bases have raised serious questions, also,
about the quality of data files.

In some cases there may well be no way (o avoid the effort of
innovating internally even if an institulion wishes to share computer
resoutces. This was the case with the Smithsonian [nstitution’s develop-
ment of an automated inventory system for muscum collections, and a
concommutant information storage and retsieval subsystem. The inventory
problem was too heavy and pervasive, and no other museum seemed to be
witling to tackle the tasks of introducing the computer as a tool for its
solution. Since it could not go to the market place, the Smithsonian
devoted several years to the task, developing its own system, training the
stafl, and investing in the necessaty computer facilities, Now, the system is
available for shared uce.

Due in part to the telecommunications revolution in the United States,
the impetus for shared use of computer sesources is strong and will not
disappear. Unit communication costs will go down as competition in the

- communication industry increases, making it more attractive than ever 1o

O

create computer networks and information utilities for remote access,
especially for libraries and museums. The combination of computers fos
processing and for communivation channel management will enhance
distributed computing convepts. Costs of developing and operating
expensive central wiilities can be shared, and those utilities can be used to
drive considerably less expensive and limited processing by minicomputers
at individual locations.

RIC
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' Chapter 19

Discipline
Oriented
Applications

Hierarchical Computing for Chemistry

by John Cornelius
University of California, San Diego

An understanding of the environment at the University of California,
San Diego, is essential to an understanding of the approaches taken
towards solving a number of fairly common data processing problems. in a
Chemistry Department of 35 facully- members, approximately 20 are
experimentalists who are either now acquiring computers, have one, or are
asking for funds to acquire one. Each of the individual computers within
the department can be justified in terms of the scientific mission of the

. ... various principle investigators. Sheer weight of numbers dictates that-the - - -

department’s commitment to automatic data processing in the laboratory
ard in subsequent data reduction is substantial,

In chemistry laboratories during the last five years, a number of
turn-key systems have been integrated into instruments such as NMRs and
spectrometers, and approximately six ad hoc laboratory systems have been
built around either minicomputers or the departmental computer, an IBM
1800. Approximately eight additional minicomputers will be installed in
the department by 1976, many of which will be turn-key systems included
as part of an instrument that can be acquired at a price which is extremely
competitive with alternative schemes such a. utilizing the IBM 1800 or
some existing minicomputer. Several others will be home-grown systems
built around minicomputers and will be dedicated to specnﬁc tasks for
which theie are no existing turn-key systems.
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Because the department exerts ligtle or no contral over an investigator
who wishes to acquire a computer, there is no standard minicomputer in
the Chemistry Department at San Diego unlike many computer centess,
computer science departments, and_ chemistry departments elsewhere.
Incidently, one does riot need to view this diversity as being particularly
bad. Afthough standardizing all minicomputer applications within a
department or within a university campug is technically expedient, it is
frequently extremely unpopular and presents many political barriers to
fulfillment of the service function,

UCSD has a campus computer center which is in debt, a common
situation in the university environment. The indebtedness of the campus
computer center and the campus commitment to that computer center,
which is required because of financial constraints within the university,
produce some interesting side effects both politically and scientifically.
Decisions regarding acquisition of a computer for use in categorical
research by an individual investigator are often made on a political basis
father than on the merits of the problem or the merits of a particular
machine that might be available.

Research dollars are becoming more and more difficult to get. In
disciplines which can provide services and solutions such as cancer and air
pollution, basic research is not being funded while more productive service
lype science is. Research proposals are being written lor smaller amounts
and the funding process is considerably more competitive than five years
ago. This means that investigators have to take advantage of as many
existing capabilities as possible in order to acquire funding.

The objectives set by one group of Chemistry faculty at UCSD for
research into utilization of minicomputers are addressed directly to the
..problems of money and the computing capability that one can buy with it.

A Tirst objective is to promote innovative use of computers and advance

the state of the art of computer use for chemistry research. Secondly, the
group wants to enhance turn-key systems beyond the capabilities that are
normally delivered by the manutacturer. For the fairly common price of
$15.000 to $20.000. a turn-key system usually lacks adequate peripherals
to do gernmain things like compiling. assembling, link editing and loading of
object programs. In order to have the proper perhiperals for accomplishing
these things. one must double, or quadruple in some cases, the cost of the
minicomputer system which was acquired as part of a fairly inexpensive
spectrometer in the first place. Third, a consistent level of systems support
both in hardware ‘and software should be provided for all the different
Kinds of minicomputers in the UCSD Chemistry Department. Fourth, the
group would like to utilize the campus computer center whenver possible
because it alleviates a ot of the pressures which could be put on an

j~estigator to spend ol research money for computing at the computer
E lCrter. When there is no argument regarding what computer to use, it may
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as well be easy and natural for the investigator to use the campus center.
On the other hand, use of the campus computer center should not be
promoted in several areas since there are many instances where the’campus
center is simply not economical. One shouldn’t promote the use of money
in an unreasonable way since there is not enough of it. In areas where the
computer center is unsympathetic or where expertise and programs clearly
reside elsewhere, one should take advantage of that expertise, Parenthe-
tically it should be noted that the bulk of support software that comes
from minicomputers is written for IBM 360s. The UCSD campus computer
center has a Burroughs 6700, Since there are a number of 360's on the
ARPANET and the campus is on the ARPANET, Chemistry researchers
utilize the remote IBM 360 computers by the ARPANET wherever it is
reasonable to do so.

To provide maximum benefit poss;ble for the investigators equipment
and computing dollar, specific actions that are well within the state of the
art have been taken to meet the objectives outlined above. No effort has
been made to advance the state of the art in computer science in this
project since the existing technology is adequate to provide the pre-
requisite hardware and software.

Any system which interconnects computers requires a great deal of
interfacing effort. To make eflective use of this effort, project staff at
UCSD adopted a standard hardware interface unit which will provide

refatively simple protocols for user and system hardware. The CAMAC -

data processing standard for computer interfaces has the advantage that it
is not tied to any single manufacturer of main frames or peripheral devices.
Essentially this standard is a peripheral device which serves to multiplex
large numbers of peripherat units with diverse data transfer requirements
into a single central processor. Since the protocols in CAMAC are simple,

the UCSD chemistry compu!er Tacility can utilize personnel who are ot

trained in compuler science or engineering. For the past several years, the

project has been utilizing undergraduates, graduate students and post

doctoral tellows who are not normaily nimble with integrated circuits and

~ digital design techniques. This is a decided advantage since the under-
graduates, graduate students, and post doctoral fellows are the ones who

define the problem area and often conceive the best solution to a

particular problem. Utilizing this manpower in a relatively efficient

manner has been extremely advantageous in both the application sense and

in the system sense. CAMAC also reduces significantly the number of

interfaces that have to be made (o the numerous minicomputers in the

Chemistry Department. At the moment the Department has 10 central
processors representing 8 different manufacturers and - computer types.

Using CAMAC allows faculty to plug things into any of these computers

L‘! building a special interface for each computer and each plece of

EMC re.
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HIERARCHICAL COMPUTING

Utilizing CAMAC project staff has designed, and partially. built, a
computer system which provides bulk storage, utility services, peripheral
devices, and other types of data processing support to minicomputers
distributed throughout laboratories in the department. Presently two of
the department’s minicomputers are connected to a central [BM 1800 and
utilize the peripheral devices and disk storage at that site. The two
nunicomputers, a Texas Instruments 980 and 2 Digital Equipment Corp.
PDP-8 access the 30 megabyte disk storage on the IBM 1800 in real time
and both computers operate under the manufacturer supplied disk
operating system. Because the disk driver software provided by DEC and
Tl has been replaced with UCSD software that assumes the remote disk,
the Department has saved approximately $30,000 by not buying disk for
these two minicomputers but instead utilizing disk currently available in

" the Department.

Within the next three years with approximately 20 ‘minicomputers
planned to be connected to a central file system, the Department
anticipates savings on the order of $200,000.

The central computing facility in the Chemistry Department also
provides various utilities in the form of peripheral devices, disk manage-
ment programs, and in some cases remote computing where it is not
practical on the minicomputer. Many of the peripheral devices which are
available at the central facility are interfaced through CAMAC permitting
their utilization at the minicomputer site.

Hierarchical computing has actually been in existence much longer than
the communications technology which has made possible the type of -

e hierazchical computing that exists today. Transfer of information records.. ..._..

between computer by manual methods still occurs, but is disappearing
quickly. The advent of current communications technology permits higher
speed data transfers between computers but the essential change has been
in the boundary conditions, Today the turn around time between steps of
a hierarchical computing system is several orders of magnitude faster than
under manual methods, Nevertheless systems approaches are the same ones
used under the early systems to transfer information records and
programs, only the medium has changed.
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Computer-Based Medical Records

'by Elemer Gabrieli
SUNY at Buffalo

Although patient documentation is considered increasingly important,
the medical records in the hospital chart are still informal notes, without
explicit rules concerning content, format, and style. The ambulatory
patient’s office records are even more sketchy and expedient. This lack of
standards is the first problem, since utility of computer-generated ouiputs
is limited by the quality of the input records. For computerization,
purposeful input is inoperative,

""" Compuler-orientéd “structuring of the niédical “records followed ~am = -

erratic path during the 1960, [ndividual research projects developed their
structured clinical records as a part of the ground work to launch the
project. The design and composition of the data base reflected the opinion
and bias of the clinicians involved. These projects focused on the
technology, or on the output rather than on the input. It was often stated
that the purpose of the model is to prove the feasibility of automated

" records. T would like to propose that the construction of good clinical

records is still an unmet challenge.

In order to satisfy the data needs of the various users, the clinical input
record must be clinically oriented, rich in information, brief, computer-
compatible, integrated with all other records of the same patient, and the
layout design must serve the interest of the data recording clinician, The
latter is important, to keep the clinician interested, motivated. A return
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loop should be designed, with this psychological stimulus in mind.
Further, the completion of the record should be simple, expedient,
acceptable to the clinician.

RETRIEVAL — ARTIFICIAL MEMORY

The purpose of computerization is not only to retrieve a patient’s
record, a plain clerical function, but also to develop an external, artificial
memory! which can support our overburdencd memory. For such a
man-macljine relationship, we must be able to retrieve similzs cases in form -
of suminary statistics when *“descriptors” are chosen by the user of the
data system. Such an artificial menory must retrieve and tally single data
elements from the vast data bank, crossing the individual patient record
barriers. We may want to see the success/risk ratio of a certain drug in
several diseases, in'a certain age group, ete. For such a tlexible information
retrieval capability, we must store the clinical data individually, we must
develop a network of organized data, 10 function as an artificial cognitive
memory. The tirst criterion for such an ambitious undertaking is to code
the input medical records. The machine must identity the semantic
elements in the individual input record, and it must assign a purposeful
code to each semantic entity. This calls for a national, uniformly used
medical vocabulary. The urgent need for such a.'stable, formally
controlled, carefully designed medical vocabulary is quite apparent. Once
such a vocabulary is completed, automated semantic coding of the input
record will be the first step toward the creation of an artificial medical
memory. The design of an immaginative, purposetul information process-
ing blueprint will be the next large task of this decade. Retrieval-oriented

. processing ot the submitted clinical record calls for separation_of the input _

data into individual basic statements. Then, coding .of semantic elenknts
and linking the data to those in storage with corresponding meaning will
be another programming step. '

ARTIFICIAL MEMORY — POOLED EXPERIENCE

Retrieval of shared clinical experience is based on organized filing by
sermantic content of the input records. Retrieval can thus be unrestricted,
since the semantic files represent all the termis used in our medical
language. (There are about 35,000 basic medical terms currently in use.)

Medicine is the fast protession still practiced from memory. All other
information-dependent professions have changed to literature search prior
to opinion formation. It is only natural that medicine has been unable to
keep up with progress in research. The growing gap between available
QO  wledge and its use at the bedside is a growing concern. Also, in medical

MC‘ation, it is increasingly difticult to adequately cover all traditional and
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recently developed areas in the curriculum. Educators must recognize that
human memory has a limited capacity, and that the amount of facts a
physician should know is already more than a human memory can store.
We should no longer force medical students and physicians to memorize a
vast amount of trivial data, Computer-assisted clinical practice would be
substantially better if the machine could support our memory. Retrievable
shared clinical experience should enable the clinician to review similar
cases before selecting his diagnosis, and/or before organizing his thera-
peutic strategy. This man-machine memory combination will liberate the
physician from his cutrent limitation by his own memory, it will enable
him to focus on the patient. Such a retrieval capability will also shift the
criteria for selecting medical students. Instead of memory quality and
capacity, human qualities and rational thinking should be the hnghest
- values when evaluating medical school applicants.

IMPLEMENTATION

The techno}ugy is available for implementation of a computer-based
artificial medical-memory. The computational linguistic aspects have been
clarified, a computer-oriented medical vocabulary is now near to
Lompleuon2

The Universities may play a major role in the lmp!ementatlon of a
much-needed computer-assisted clinical system. The first task may well be
to re-orient the teaching facility. An inherent prejudice must be overcome,
Some of our leading academic clinicians may fear that machine-based
memory would replace human thinking, individualization, clinical judge-
ment. This fear is partially justified, since clinical function based only on

current practices. On the other hand, since the capacity of human memory
limits clinical medicine to utilize curcently available knowledge, we should
reevaluate traditional values and upgrade bedside medicine. We should
s¢parate those functions which can be done better by a machine, from
those which are the important human functions. This calls for honest soul
searching and extensive reorientation.

An artificial clinical memory will potentially upgrade clinical decisions,
but its efficacy will depend on the ability of the individual user to gather
the clinical data comprehensively, accurately. Also, the interaction with
the artificial clinical memory must be effective, productive. The dialogue
comparing the clinical problem with the machine-stored cases must be
logical, judicious, purposeful. The results should be limited only by the
quality of the machine-memory, and the logical development of the
rational clinical decision.

iversities should coordinate the large nafional task to develop the

: EMCrtiﬂcial clinical memory. This requires a multi-disciplinary approach,

“external memory will be expected to be substantially different fromour-—- -~
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probably a mult-university approach, since no university has more than a
few expetts on campus. The construction of such an electronic clinical
memory calls for a joint team of clinicians and information scientists to
design the blueprint for the hardwarc-software combination, and it
requires a body of clinical experts, in every recognized field of clinical
medicine to develop technology-oriented input rtecords, to specify the
output criteria, and to analyze and improve the semantic *‘isodata files™,
the foundation of the artificial memory. Unless academic medicine is
willing to accept this vast challenge, by default, government and/or
organized medicine will be {orced to respond to the growing pressures. In
the fatter case, most. probably the brain resources will still be recruited
from the academic circles, but the team effort may be planned by medical
organizations currently concerned with peer review. Such a development
would erode the role of the academic system. Large influx of funds would
strengthen the various “colleges”, “academies* and “associations™, rather
than present university structures.

Another urgent academic task is to train physicians, nurses, medical
record administrators, hospital administrators, information scientists,
health care planner, some to staff clinical information centers, and the rest
to use artificial clinical memory. Physicians with good clinical insight and
with broad background in communication sciences aad in information
handling technology must be educated, as to a new type of clinica!
specialty, to implement, to maintain, and to continuously upgrade the
computer-based artificial clinical memory,

Serious reevaluation of our entire medical school curriculum is also in
order. Once we accepted the potential of automated information
processing for upgrading clinical decisions, the selection of medical

i

Medical students should be trained to récognize similarities, and to be able
to diagnose and (reat using an artificial memory, i.e., to diagnose a disease
without past experience with a certain drug. Such machine-supported
thinking, with the electronic memory as an organic part of the medical
decisions, requires carefully planned, gradual elimination of personal
experience/bias. It also calls for subordinating our own recall to that of the
machine with a much larger data volume, and with up-to-date, compe-
tently organized information base. The teaching faculty, and then in turn
the student body must learr: simple retrieval of pertinent information, and
also how to form a clinical judgement based on accurate clinical data
‘acquisition, followed by judicious comparison of the clinical data with
similar experience offered by the machine. Rational decision making will
no longer be limited by the clinician’s memory and experience in
corresponding cases, but dependent only on the clinical qualities and logic
El{l}j(ile decision maker.
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Over the centuries, many new ideas developed in the academic mileau,
and ideological-technical progress enriched our culture. Computerization
of medicine seems to ignote this traditional pattern of evolution. Data
centers mushroomed during the last decade, frequently apart from
academic structures. These data centers often choose pragmatic goals,
quite at variance with the conceptual values traditionally advocated by the
academicians. Most of us considered the accounting-oriented hospital-
based data centers as temporary arrangements, to last only until good
medical data systems will evolve. We expected larger medical information
systems to replace the current billing/inventory type systems, providing
fiscal semces as derivatives of the medical data system. In reality, there are
already mofe than 3,000 data centers currently in operation. Most of these
are completely separated from clinical medicine, teaching, and research.
These data centers seem to become important factors in two aspects. One
is the fact that some of these adminisirative data centers have accumulated
a vast volume of medical data, and now these are the major sources of data
for further planning of U.S. medicine. The other even more important
aspect is that clinical medicine has lost control over the access to such data
banks. Patient privacy is now in jeopardy. It is proposed that with
adequate funding, a powerful artificial clinical memory could be imple-
mented within two or three years. However, before we agree to automate
sensitive clinical information, we must assure our patients that their right
to privacy will be honored. If patients in the consultation room hesitate to
reveal their complaints, or fears, if our patients begin to worry that their
private statements may “‘create a record”, if an uncontrolled data system
can become a potential source of embarrassment or humiliation, our entire
social structure will change. Academic medicine should play a critical role

-in this sudden crisis of confidentiality..Computers penetrated our health
care system, peer review requirements will further encourage automation

of medical data. Simultaneously, the growing role of government in paying

for health care, and the justified need for data to control cost and quality,
are all added pressure: to augment the scope of automated medical data.
In the name of economy, or political expediency, our most cherished
western cultural values and civil rights may be lost. Academic medicine
must become the champion of our cultural and political heritage. Medical
privacy, patient confidentiality, are not in conflict with data automation,
but unless academic medicine develops the ethical guidelines, the legal
framework, the data security standards, medical data will be increasingly
computerized and used for many justifiably purposes, ignoring the privacy
of the patients.

Universities are now in a peculiar situation. Computerization within the
health industry has developed unplanned, uncoordinated. Our academic

O  is still traditional yet computer technology is already a part of

EMCne To derive the potential benefits of the technology, and to
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control the inherent risks, bold nat'~nal planning is necessary. It is
proposed that academic medicine should sit at the planning table, and

become a visible leader in progress, and the champion of our cultural
heritage.
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User Issues in
Medical Record Automation

by Robert M. Strong
Lincotn Laboratory, M.L.T.

A few practical questions have shaped the design of an automated
medical record system being implemented in a small, less than 10,000
patients, primary care setting which is part of the Outpatient Department
of Beth Israel Hospital in Boston, Massachusetts.! Work is being done on a
much more limited scale than that which Dr. Gabrieli has suggested, and
should provide a contrast of the practical with the ideal. To some extent
the project has met his criteria and laid the groundwork for the future.

7T The Iniplemeéntation is being cirried out using the compiter fadilities of * T
a record system developed by Drs. Grossman and Barnett at Massachusetts
General Hospital for the Harvard Community Health Plan.2 The decision
to take this route reflects staff feeling that sufficient work has now been
done on the computer science aspegts of such systems and that further
work will have at best a second-order effect on cost and responsiveness, at
least for systems handling less than 30 to 40,000 patients.

The first-order problems, from the peint of view of those users whose
primary concern is care delivery, are cost, availability of th~ data at the
time of a patient visit, and the implicity of the data entry mechanisms.
Why the concern at this level? It can well be argued that the most
important reasons for automation involve use of the data for non-clinical
purposes such as epidemiology, studies of utilization patterns for academic
or management purposes, audit of provider performance for quality

O
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control, management of costs in prepaid settings by control of provider
performance, and so on. Whether one's interest is in the acade mic vein, or
in a specific management problem, be it management of an OPD, an HMO
or the Medicare payment mechanism, the data comes from the
patient-physician encounter and the events which stem from it. Collecting
the data depends on the cooperation of the clinicians on the firing line. It
is a shock to find that in any real setting that is precisely how the
clinicians view their position; as being on the firing line where the delivery.
of care to patients is the only goal. This seems to be true even in heavily

- academic settings like the Beth Israel Hospital.

At Beth Israel, fundamental reasons for automation are non-clinical,
=-d there is little chance that there will be an immediate improvement in
clinical care as a result of automation, In the long run, better management
must result in better and cheaper care if the management values are
selected properly, The availability of this data must result in an
improvement in understanding of disease processes, and sooner or later the
barriers to record linkage and patient-portable records must fall, However,
the clinician cannot now justify any burden to the patient care process on
this basis. He or she must look for immediate benefits in return for present
burdens.

COSTS

The economic impact of an automated record must be kept small.
Typical current paper record costs range from SO¢ per visit to $2.00 per
visit, depending on whether the setting is a private office or the out-patient
department of a teaching hospital. At the Beth Israel, costs for keeping
medical records have historically averaged $1.72 per visit. Typical
estimated equivalent costs for existing automated systems suitable for
small populations run from $3.00 to $5.00 per visit. Is there any way one
can justify paying more for an automated system than one can save on the

- replaced paper system? | think there is. Until recently, staff on the Beth

Israel project were trying to convince skeptical administrators that the
data made available through automation really would allow them to save
money. Numerous arguments were used depending on the incentives
operative in the particular setting. However, now one can make those
arguments on the basis of real data that money can be saved. Drs.
Schroeder, Kenders, et al® offer data suggesting that physician per-
formance can be modified in significant ways by peer pressure. Their data
suggest thalt for their selected patient population, physician behavior could
be modified to the tune of $15.00/yr per patient averaged over drug orders
and laboratory procedures.

If this number is correct and repeatable in other settings, even allowing

E TC a factor of 2 error, it implies that one can pay for the automated
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record instantly! - In spite of the unusual selection procedures of Dr,
Schroeder’s experiment, data indicate that results can be achieved in many
other settings, and for much different patient populations. In prepaid
settings, normal economic incentives are more likely to be operative, and
‘the drives to nianage costs are likely to be stronger. There is yet no proof
that physician performance can be altered on the basis of such goals alone,
However, the Harvard. Community Health Plan has been engaged in an
attemipt to use data derived from their record system to alter physician
habits with a goal of improved quality and seems to have had considerable
success. Perhaps one need not force the added costs of automation to zero,
~ but need only to make the cost reasonable. The cost target at Beth Israel
~ Hospital is an increase of no more than 30%.

© THE MARK-SENSE TECHNIQUE

There are some techniques which can be used to control costs in
automated record systems. A quick analysis of existing systems shows that"
the largest segment of the system cost is associated with collection of the
data. This effect is always present in both the computer budget and the
personnel budget. Some researchers, anticipating a drop in the cost of
computer hardware, have proposed an intimate relationship between the
physician and the computer with a CRT terminal in every office. One
effect of such an arrangement is to obscure the cost of the personnel
involved, the physician. A second effect is to interject a disruptive
influence into the physician-patient relationship.

~In the Beth Israel project, an attempt has been made to minimize both
the computer costs and the personnel costs by collecting much of the data
using mark-sense forms. The physician deals entirely with a paper record.
While almost all of the duplication of data recording, and most of the clerk
intermediaries have been eliminated, the computer costs have been
reduced. The intent is to collect all possible data via this mechanism,
Currently the design includes: collection of problem list entries and
changes (it is a problem-oriented record); laboratory orders; medication
orders; encounter data; some social data; and the results of protocol
directed encounters with various non-physician providers. The ASC group
is also engaged in the development of such protocols.

There are, of course, serious drawbacks to the mark-sense method. The
most important limitation is that any list must be finite in length. Since
the set of comments which a physician might desire to enter into the
record is semi-infinite, one must draw the line at some point and accept as
a given that there will be some free text entry by clerk. Project staff
believe, however, that in those areas chosen for mark-sense eniry more
than 90% of the entries made can be handled by the mark-sense method.

El{llc the mark-sense method entails the development of different forms
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for different provider classes and specialties, but this burden is not as great
as that imposed il more data were entered by the clerk.

The forms design problem turns out to be a non-trivial one. Lists must
be limited lest they become ungainly and difficult to use. Remember that
acceptance, or lack of it, by the providers ultimately determines the
amount and quality of the data collected. Lists which are too short soon
cease to serve the provider's needs and the system wili be subverted in
unimaginable ways. Data entry costs are essentially proportlonal to the
data which must be entered by clerk.

One critical problem has not yet been resolved in the Beth Israel
project. What can be done about the progress note, the catchall for other -
data which the physician desires to enter? Basically, we don’t know yet. It
seems clear that most of the immediate goals of automation can be
achieved on the basis of the data already collected. It is unlikely that
physicians will provide much of this data in coded or codable form in the
near future, although one can attempt to collect signs and symptoms via
mark-sense techniques. There is no hope of being able to do an automated
analysis of free text notes. Part of the difficulty with progress notes stems
from the physician’s view of his role in primary care settings. Unlike the
hospital based practitioner or the specialist, providers in the primary care
setting see themselves as caring for the patient, not for his diseases.
Consequently, data relating to the patient, and to his or her state of mind
and general well being are more important to the physician that the state
of the patient’s diabetes or hypertension. One is often criticized for
attempting to “take the Jife out of the record,” a concern for the life of
the record is not important in any of the.non-clinical uses which have been
contemplated by the Beth Israel project staff, and perhaps would not be as
important in a hospital or specialty practice setting. However, it is
important to the physician in primary care,

The primary non-clinical use of the progress note which has been
suggested is audit of physician performance by the tracer disease method.
For other reasons, the Beth Israel record system would require that such

- audit, as well as many other longitudinal studies, be done by hand. This is
not viewed as a critical constraint. From the point of view of the clinical
uses of the record, the primary reason for being concerned. with the
progress note is cost. In simplistic terms, the presence of the progress notes

"on the printout is intended to save money by eliminating some of the
activity of the paper record, or eliminating the paper record entirely. Until
better methods of computer storage are available, capable of handling
non-verbal material such as ECG’s, X-rays, and occasional photographs,
there will atways be a need for some kind of paper file. Project staff have
chosen to retain the paper record and to use it as the repository of all
progress notes. It is to be pulled only for the patient visit and to file data

“ich cannot be entered directly into the automated record. The

[mc
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* physician's progress note is written directly into the paper record.

- An examination of the activity of the paper records of active
outpatients at the Beth Israel Hospital revealed that 70 per cent of the
activity in the record room could be eliminated by two simple mecha-
nisms: the use of the computer summary printout for review of returning
laboratory data rather than pulling the paper records; and the use of an
automated reporting system by which the hospital’s laboratory informa-
tion system computers report results directly to the automated record.
The summary printout includes the problem list, lab data, medications and
visit history. If the hospital computer reports laboratory resuits directly to
the medical record system, it is not necessary to employ a clerk to return
paper reports 1o a paper record.

THE SUMMARY RECORD

tHopefully the limited summary record will be sufficient source data for
a large fraction of the unscheduled visits made by the Beth Israel patient
population. If this procedure is satisfactory, the center can save the cost of
the associated paper record activity.

There is one more important characteristic of the Beth lIsrael system.
Data on the Summary is viewed as having a limited useful lifetinie. After a
suitable period, now set + 12 months, it will no longer appear on the
Summary unless “‘current” ‘n some sense. Current data includes: medica-
tions ordetred and not J ontinued; laboratory data which is the most
recent example of its »;+ o, and problem list transactions which are always
current. At the tin e data is expunged from the computer file, it is
placed on tape and the paper record is brought completely up to date. The
expunging procedure is designed primarily to limit the length of the
Summary and make the important data more easily available to the

“physician. [t also has the effect of conserving disk storage space, limiting
the maximum access lime for an unscheduled record request and
conserving computer resources at both entry and print time. In addition
there are other, less desirable, results of the policy. On-line retrospective
data search will be limited 1o one year's data. Tracer type audit will be
very difficult to do. One can expect some calls for the paper record in
unscheduled situations if only because of physician insecurities. Sign and
symptom data, when available to all, will probably not be extremely
accurate. However, these problems are not particularly burdensom given
project goals. The system will contain a prospective data tabulating
provision and this, in conjunction with the 12 months of current data
should be sufficient for most anticipated needs.

Data compression is not a problen primarily because the Beth Israel
system is isolated. Techniques for the compression of data in known

E TC are well known, and since disk storage costs are dropping rapidly
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the value of further work is doubtful. There is need for work in the area of
coding diagnoses, signs, and symptoms, so that data retrieval and
automatic analysis can be carried out. This is a perennial problem which is
one not of assigning code symbols to terms, but one of standardizing
terminology. Medical language is full of ambiguities and duplications.
Furthermote it tends to be descriptive rather than nominative, particularly
when the problem-oriented record is is use. This is an enormous problem,
Anyone can establish a set of terms for his or her own use and assign a
suitable code for internal use. However, a multiplicity of terms does not
permit interchange of information or enhance the comparability of data.

The Beth Israel project is not working in this area although solutions
are needed. There are two efforts worthy of note: the SNOMed code
which is a good compromise between classification and description; and
the CLIP system in development by Drs, Simon and Leeming at the Beth
Israet Hospital. Dr. Gabrieli has described SNOMed eatlier in this Chapter.
Tts principle use will be in the coding of diagnostic terms and problems in a
problem oriented record..It will form the basis for disease related retrieval
mechanisms, and hopefully will become a universal standard for that
purpose. CLIP is a purely descriptive language with a limited vocabulary
designed for the characterization of radiographs. The primary advantage of
CLIP is that it is designed to permit easy conversion of coded statements
into more pleasing English text for printouts. CLIP appears easily
extendable to coding of other consultant reports, such as EKG’s, and may
be the structure needed for coding progress notes as well.

Work at the Beth Israel Hospital is just now getting off the ground.
Hopefully, the project will succeed in developing a system which works at
the Beth Israel, and is directly applicable to other small settings as well.
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Facilities for Data Manipulation
in the Humanities

by Michael E. Lesk
Be!l Laboratories

The variation in computing services available to humanities researchers
is very broad, and not entirely related to their ability to pay. Cooperation
among humanists should result in a wider awareness of useful computer
facilities, techniques and services so that all could perform their research
with computer programs of the power now available at only a few sites.

This discussion is restricted to written data, ignoring the interesting but
difficult problems presented by digitized speech and music, machine-
readable forms of two-dimensional pictures, and descriptions of physical
objects such as museum holdings. Fewer general techniques exist for data
other than written language, and even the few tend to be both more

~ voluminous and more expensive, and thus of interest to a greatly restricted
~ set of researchers. Writing is more compact and more easily processed. A
typical user of time-sharing system at Bell laboratories uses about
100,000 bytes of on-line storage for his programs and data. This represents
only trivial amounts of humanistic data, perhaps 20 pages of printed text
or 10 seconds of digitized speech, and only a tenth of one high quality
piclure. Even writing is quite bulky by normal computer standards, and
other forms of data humanistic are frequently impossible to store on-line
atall. o

The wide differences in the facilities available to humanists have

unfortunate effects in the transferability of work among workers and

Q 305

Toxt Provided by ERI



306 DISCIPLINE ORIENTED APPLICATIONS

locations. Often, for example, the most interesting data are available from
projects that have been operating for a substanlial time: this may nwan
that they are using out-of-date formats and equipment. All too few
installations can easily convert data from older computers into modern
formats.

THE IMPORTANCE OF IDENTIFICATION

What sorts of data should be collected? There is plenty of machine-
readable text. Various abstracting services, such as Chemical Abstracts, U.
S. Government Research and Development Reports, and Computer and
Control Abstracts, are distributing many thousands of abstracts from
different subject areas. The production of books and magazines by
computer composition has as its byproduct machine readable forms of
many items. However, samiples of raw text without adequate identification
are of little interest. Consider the problem of identifying in a set of
abstracts in English and German those which are translations of another
abstract. Needless to say, this was done by hand. Given a set of paragraphs
from the galley proofs of a computer-typeset magazine, can one assemble
them into the original artictes? 1t is depressing to see how often a
potentially valuable set of machine-readable data is made usetess for future
research by the elimination of identifying or classifying information which
was simply not of interest to the collector. In particular, for information
retrieval applications it is important to have such information as the
bibliographic references in a machine-readable article, any known
questions referring to an article, and assessments of relevance where
available. Reconstructing these linkages later can be painful. However,
when a collection is properly identified and formatted, it can often be
used by later researchers. Repeated use of the same material offers great
opportunities both for saving work in transcription to machine-readable
forni and in the accumulation of data for further studies.

FACILITIES NEEDED

What facilities should be made available to assist in data processing,
once the data are collected? First of all, on-line access with a time-sharing
system is a great convenience. Those who only process magnetic tapes
serially are in the position of a researcher who is never allowed to skim
books in a library, but must read each one he takes off the shelf from
cover o cover before he may look at the next book. Admittedly, storage
requirements are high, but costs are sapidly coming down. Minicomputer
systems should be examined by researchers: they are Lypically closer to

l'he state of the art than large systems, permitling lower costs, higher
]: lC iability, and bigger capacities. With minicomputers overhead. both of
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the computer sort and ol the management sort, is lower. In exchange, one
loses the services supported by overhead, which one may want. The
common ways of conserving space, such as organizing files without
extraneous blanks or fill characters, or using compression techniques,
normally yield only a two- or three-fold reduction in size. In practice this
is often not enough to make an important difference, and the best solution
is an efficient backup storage scheme providing for fast and automatic
transfer of archived material to the working store. :

The next important step, once the cata are available in machine
readable form, is to provide a good context editor software package to go
through it. All too often, a canned editor is restricted to operation on
line-numbered programs; for humanities use, an editor must have context
search and substitution capabilities. Also a flexible editor can be used for
many format changes that would otherwise require special text processing
programs. To converl, for example, between a representation of upper and
lower case in terms of case shift characters and in terms of an expanded
character set should be a trivial operation in a good editor. Is is necessary
to line-number files on tape or disk? One doesn’t have 1o worry about
getting them out of order when one drops them, and a good editor will
find lines even if unnumbered. Good utitities are another requirement; this
should include record-keeping facilities to keep track of past generations
of data, and basic conversions between data media and data representa-
tions, Usually, the computer manufacturer supplies these, since business
programmers need such facilities too, but there is at least one large
computer system on which the manufacturer’s utility programs could not
concatenate two files into one. Among the obvious programs that may be
wanted for humanities purposes are: word, letter, and syllable counters;
sorts and concordances; and various kinds of search routines. In fact, a
complete document retrieval package working by word matching may be
of use in selecting passages for browsing if it is available.

A major problem facing humanities researchers is the preparation of
high quality output. Many text formatting software packages are now
available, Combining these with upperflower case printers or terminals is

* almost a necessity. Many cheap terminals with good quality printing are
available. For more exotic requirements, various devices such as CRT
recorders, microfilm plotters, and dot matrix printers with programmable
character sets can be used. These can be obtained at reasonable costs if
high speed is not required. A particularly attractive alternative is the
phototypesetter. Small phototypesetting machines can be obtained for less
than the cost of a line printer and produce publication-quality output.
With many such machines, une can order custom designed fonts of
characters taken from individual artwork. For a few thousand dolars
extra one can have a machine which can print almost any alphabetic or

E lC*’c language. With some typesetters based on CRT character
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generation, the character design can even be reduced to a software
problem. Even if one's computing center does not ofter a phototypesetting
service, outside firms can often be hired for small runs.

To encourage and simplify the job of browsing through data, normally
quite inconvenient on computers, a basic retrieval program may be of use.
Even a simple selection program that finds occurrences of individual words
or letter patterns can be of great help in locating relevant material (as well
as a killer at Scrabble). More sophisticated retrieval programs can identify

“word co-occurrences and other structures of particular interest in
documents. In these ways, the amount of time spent looking for what to
study can be reduced, and the amount of productive time spent studying it
can be increased.

ERIC
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Steps Toward Making Literary
Texts Avaitable

by Stephen V. F. Waite
Dartmouth College

Among the first recorded uses of computers to study literary texts are
the eftorts of John W. Ellison in 1947 analyzing the manuscript tradition
of the New Testament and Roberto Busa's work on the campus of Saint
Thomas Acquinas, begun in 1949. After a decade or miore of slow growth,
the past dozen years have witnessed an efflorescence of work rapidly
expanding in both the number of those involved and in the varied nature
of their interests. '

Representative of the nature of the work being undertaken are piojects
as disparate as concordances and authorship studies. Since the éstablish-
ment of the Cornell- series of concordances in the late 1950°s!,
computer-produced concordances have become accepted even by the
people otherwise opposed to the intrusion of Vulcan into the houses of
the Muses, While the first results were most often directly reproduced
from printout, in uppercase only, since 1968 it has been possible to
photocompose elegant books indistinguishable from those typeset
normally, except for theic accuracy. Lexical work for large scale projects
in languages from French to ancient Greek is frequently predicated on the
preparation of large bodies of text in machine-readable form. Grammatical
studies, metrica) work, and stylometric undertakings in general can be far
more accurate and thorough than would have been possible without
computer aid; since the amount of human effort expended on a particutar
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project may well be a constant, the end product may not come sooner for
the computer aid but rather be more comprehensive. Authorship studies,
particulasly those of Mosteller and Wallace on the Federalist Papers, have
altracted wide attention.

This quick survey of fields of application is not intended in any way to
be exhaustive but rather to point out one thing which they all have in
common. All spring from the text, which must in one way or another be in
computer-usable format before fusther work can proceed. Unfortunately,
many humanities scholars are more facile in argument than in typing, and
richer in imagination than in funds to hire assistants. As a result, many
projects have foundered precisely upon the rocky problem of getting an
accurate text; yet for other authors, as many as three projects have been
engaged in the identical task of copying a text into computer.readable
format.

For these reasons, there has been a growing undercurrent of interest
directed towards keeping worthwhile projects from the aforementioned
shoals by making those texts which presently exist in machine-readable
form as widely accessible as possible. There will always be those who
prefer to keep the results of their efforts to themselves, but experience to
date has shown that such people ate definitely in the minority. Various
methods towards accomplishing the goals can be suggested, but it is
unclear which of them will best avoid the multi-formed Scylla of intensely
competing undertakings while skirting at a safe distance the Charybdis of
endless planning.

The minimum that can be done is publicizing as much as possible the
availability of those texts which are presently in machine-readable form.
To a considerable extent, Computers and the Humanities? is performing
this project for literary studies as a whole, while specialized material can
be found in Computers and Medieval Data Processing’ for medieval
material, Arithmoi® for Biblical studies, and Calctli® for Greek and Latin.
Although no newsletter is being published, information on early German is
being collected by Rudolf Hirschmann, Department of Germian, University
of Southern California, Los Angetes, California 90024.

Yet there is a vast gulf between knowing that a text exists and being
able to obtain it. Faculty members change institutions, lose interest, and
go on sabbatical; the last is perhaps most difficult to overcome, for a
person who is in Europe is effectively isolated from tapes in_ his office in
Baltimore. Further, literate individuals may justitiably have absolutely no
knowledge of how a computer reads tape or cards, and the differences
between the expectations of different installations can prove an extremely
effective barrier. The next level of possible operation is that of having a
center, however established, which undertakes to ascertain the formats
3" ired by various kinds of machines and acts as an intermediary for

Emc‘ests so that the muaterial would be prepared appropriately for
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transmission from one instaltation to another. This approach, essentially
that of acting as a broker, has never been tried.

The next step up in the scale seems to be that of having the texts
themselves in some central location, whence they can be distributed upon
request. This approach was adopted in the summer of 1969 by the
Ankrican Philological Association, the national association of ¢lassical
scholars, and much of what is said here is based on prejudices gained as a
result of supervising the American Philological Association’s Repository of
Greek and Latin Texts in Machine-Readable Form. The Directors of the
Association at the outset laid down certain guidelines: the texts are
distributed at cost to anybody requesting them; there is no guarantee of
their accuracy; and the work of the person who originally prepared the
material in machine-readable form must be acknowledged appropriately in
every subsequent use made of it. The Association has an Advisory
Committee for Computer Activities, which has been helpful in overseeing
the growth of the collection during the past four years until it now totals
some 200,000 lines of text, Such Greek works as all of Homer and the
New Testament, and Latin writings ranging from Cato the Elder 1o
Boethius are represented. Tapes have been distributed widely both in this
country and in Europe. In 1973 alone, there have been thirteen requests
filled from five countries.” Often many texts are included in a single
request, so that it is safe to say that man-years' of effort have been saved.
The costs for a tape are usually quite modest; a tape of the /liad would
normally be available for less than $20.00. It must be pointed out here
that Dartmouth College has been most generous in its policy towards
altowing computing time and that the project received a grant of nearly
$10,000 from the National Endowment for the Humanities for the
fifteen-month period ending in June 1972. Without both of these sources
of support, work would have been far slower.

Publicity has been given to the collection in various publications and
meetings, and a list of the holdings is available upon request. One
additional possibility is that of including the listings of the holdings in the
card catalog of the college library; this idea was first suggested by the
college librarian, and it raises serious questions about the nature of
accessibility and about the problem of depending on the knowledge that a
particular text is today on one tape while tomorrow a corrected version
may be on another tape. The various ramifications are going to be
explored in the coming year.

One of the big problems that has been faced by the collection is that of
standardizing the texts, especially those in Greek, which must be
transliterated into a Roman font for printouts on most kinds of computer
equipment. Different conventions have been followed by different
mdw!duals often with eminent justification; the precise character used to

EKC.ent a particular letter does not matter as long as one standard can




P

T

L

312 DISCIPLINE ORIENTED APPLICAT|0N§

easily be transformed into another. More important is the kind of
information to be included; for instance, the British palicy is normally to
omit accents, while the American standard is to include them. For this
reason, a 15-page set of guidelines for keypunchers was prepared this
sumner in conjunction with the punching of the entite corpus of Greek
literature being directed by Theodore ¥. Brunner at the Thesaurus Linguae
Graecae, University of California, lrving, California 92664; when
completed, the results are to form the basis for major lexicographical
work. These guidelines, while they cannot be allinclusive and do not
follow exactly the representations used by the American Philological
Association, are . compatible with them. Experience points up the
desirability of having a uniform text format so that different works can be
handled readily. While it ‘is far t00 soon to begin even to think about
standardizing the approaches being used to study the texts, standardi-
zation of the texts themselvés seems inevitable, and, in Europe, coopera-
tion on these lines is proceeding between centers in France and Italy for
modern languages. ]

Inevitably also, errors are detected in texts in the Repository, and some
recipients have been most conscientious about reporting them; one,
Henrietta Warwick, of Minneapolis, Minnesota has even gone (0 the effort
of obtaining the alterations which are to appear in the forthcoming third
printing of R. A. B. Mynors’ Oxford Classical Text of Vergil’s Aeneid.
These corrections, in good conscience, must be put into the versions being
sent out, and careful verification must be carried out to make certain that
the changes are indeed corrections. Certain kinds of errors, such as illegal
collocations of characters, can be detected by computers, and relatively
crude scanning programs based on simple metrical rules can show up
mistakes in poetic texts. All of these proofreadings, editings, and
corrections can take time to run, verify, and enter. The American
Phitological Association has been fortunate in having assistants, one of
whom came on a volunteer basis, to help in this work from time to time.

The aim of the collection is sending out texts so that scholars and

students at various institutions can exercise their own ingenuity in
approaching their own problems. In effeci, it is a network, one which
depends fargely on the U.S. Mail; as a sidelight, unlike most computer
tapes, tapes of literary texts can be sent book-rate. Given the demands
even of publish-and-perish tenure decisions, this relatively slow pace

remains practical; indeed, for European cuntacts, it seems the only one,

practical. Yet literary scholats can look forward to piggybacking on a
potentially existing national network designed for other purposes to allow
yet quicker access to these texts,
Perhaps less desirable, such a network will also allow access to the
programs which presently exist to manipulate the texts. Already, there
O e been requests from such phitosophicatly and geographically disparate
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places as Madrid and Wellesley for concordances prepared on demand at
Dartmouth. A network with the ability to transport- easily 10,000 lines
and more of results would perhaps make such output more readily
acc<ssible and cheaper than its present rate of about one-half cent for each
word in the text concorded. On the other hand, it might lead to increasing
dependence on canned programs with the resulting channeling of scholars
away from f(resh approaches. While the time for a national center for
working with texts in the humanities still seems far in the future,
Dartmouth has begun tentatively collecting texts in modern languages into
a data bank with the acronym LIBRI, Literary Information Bases for
Research and Instruction. This collection will supplement the one for
Greék and Latin. ; ~

Many technical problems clearly have been glossed over in this quick
survey of possible coordinating centers. Equally important are considera-
tions of copyright; here, there is hope that within a few months a major
publisher may come forward with a release which would enable work for
scholarly purposes and serve as a model for others to follow. Also
untouched are other questions: how to establish centers to cover texts in
modern languages; how to gain the support of professional associations for
them; moral if not financial; and whether there should be one such center
or several perhaps oriented towards specific languages or periods. Much
rernains to be done before there can be an advance beyond a user services
type of network to a facilitating or transmission network, to use the terms
presented at the 1973 Spring EDUCOM Conference®. Nonetheless, the
keel laid now can be the basis of a shipshape product able to navigate
safely the perils and problems described.
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Chapter 20

Data Transmission

Regulation of
Computer Communications

by Robert P. Bigelow, Esquire

Government regulation of computer communications is a factor with
which educational administrators must reckon in 1973 and beyond.
Although federal agencies (executive. legislative, judicial and independent)
are the most prominent promulgators of rules and regulations governing
communications, states and industry associations are also involved. This
paper surveys the significant faciors and actions in the regulation of
communications.

Regulation of communications in the United States is based on statute,
the major one being the Communications Act of 1934. Other statutes that
may be impottant include the Communications Satellite Act of 1962, the
Automatic Data Processing Act of 1965 (known as the Brooks Bill) and
the Antitrust Acts (Sherman, Clayton and Robingnn-Patman).

" THE FEDERAL GOVFRNMINT

The Federal Communications Commission (FCC) is the major
independent agency concerned with communications regulations. The FCC
is charged with the “‘control of interstate and foreign communication by

(a company which serves the public generally) must furnish
communications services al reasonable prices in response to reasonable
requests. Within the FCC, the Common Carrier Bureau oversees the

O
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activities of AT&T, GT&E, approximately five hundred independent
telephone companies, and the data transmission companies offering
specialized services such as packet communications and microwave.

Other administrative agencies also have regulatory responsibilities. For
cexamiple, the Geperal Services Administration supervises the federal
government’s purchases of compnters and related services; the Federal
Trade Commission has issued orders regulating programming schools; and
the Securities and Exchange Commission oversees certain financial aspects
of public companies that provide computer or communications services.

In the Executive branch several agencies and offices play o vatiety of
rotes in the regulation of digital data communications.- The Office of
Telecommunications Policy, part of the President's staff, coordinates
government policy regarding communications. in addition to his function
as the principal advisor to the President on domestic and foreign
telecommunications, the Director of OTP supervises a staff which provides
liaison to the FCC and congressional offices, coordinates the operations of
the federal communications system, and administers the national
communications system {ihe federal systém linked with other systems) in
a nationa! cmcigensy. -

Within the Department of Commerce, three groups are concerned with
telecommunications. The Office of Telecomniunications provides statisti-

“cal support to OTP. The Institute for Computer Science and Technology
in the National Bureau of Standaids conducts special studies for various
branches and agencies of the government. (This office may be most
familiar to EDUCOM members because the director, Ruth Davis is an
EDUCOM trustee.) And the Patent Office attempts to safeguard proprie-
tary rights in computer software, )

Also in the Executive Branch one finds other organizations that
regulate various aspects of computer coninunications, such as the Defense
Communications Agency of the Department of Defense, the State
Department (duties under the Cable Landing Act), the Antitrust Division
of the Department of Justice which enforces the antimonopoly laws, and
the Treasury Department which promulgates IRS policies on equipment
depreciation, : ’

Congress itself controls one agency which has some responsibility for
communications: the General Accounting Office headed by the
Coimptroiier General who renders apinianc an the legalities invalved in the
federal procurement of supplies and equipment, including communications
and computers. Instituiional and corporate lawyers may find helpful
precedents in his opinions on the validity of corporate contracts. Congress,
of course, passed the FCC Act and more recently Senator Hart has
proposed a far ranging investigation of the conventration of power in the

mputer and communications industries.

O
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and the Fxecutive Branch, und decides cases brought by government or
private citizens (for example antitrust). An important judicial precedent in
computer communications is the Consent Decree entered in 1956 in the
case of United States vs. Western Electric, where it was agreed that the Bell
system would not engage in any business “other than the furnishing of

common carrier communications services” with certain exceplions, |
CLSR 24,30.

OTHER FORCES

Several industry associations also affect the regulation of computers
and communications by their suggestions and. sontetimes, their lobbylng
activities for different industry suppliers and users. The International
Communications Association (ICA) represents large companies that are
users of voice communications, and the timesharing section of ADAPSO

- represent users of data communications. The United States Independent
Telephone Association {USITA) represents the non-Bell non-GTE
companies. The North American Telephone Association (NATA) and the -
Independent Data Communications Manufacturers Association (IDCMA)
represent interconnect equipment suppliers. The Computer and Business
Equipment Manufacturers Association (CBEMA) represent the larger
manufacturers, while the Computer Industry Association represents the
small independent computer manufactursers.

In September and October of 1973 state public utilities commissions
have become involved in regulating computer communications. In
Nebraska, the Attorney General has taken the position that the owner of a
private system must qualify as a common carrier. In North Carolina a
similar proposal is under consideration before the state Public Utitities
Commission.

REGULATION IN TRANSITION

Regufations governing the provision and use of communications
facilities are constantly being revised by federal and state commissions. To
understand the process of regulation, it is helpful to recognize the
difference between a tariff (rules and rate schedule} which is submitted by
a communications company and the tariff which carries the force of
regulation. (The procedures at federa} and state level are usually simiar.)
Tariffs filed by public utility companies are nothing more than proposed
schedules of rates and regulation. They become effective after a
predetermined time unless suspended by the commission. In most cases
the comunssion itself does not consider the tariff (there may be 2 staff

@ ). and iis validity is not challenged. In this cas2 the tariff becomes

EMCve, but may still be challenged years later. It is only after a hearing
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and an agemy decision that a particular tariff provision can be mnsndered

s “approved” by the agency.

Changes in regulations in recent years have focused on three areas:
interconnection, transmission, and message switching. The Carterfone
decision, 13 FCC 2d 420, | CLSR 1019, is perhaps the best known case
involving the interconnection of non-Beli equipment with the Bell
communications system. In Carterfone the FCC ruled that the Bell tariff
absolutely prohibiting the interconnection of non-Bell equipnient to the
Bell communications system was iltegal and always had been, but also said
that non-Bell equipment could not be attached in a way (hat would harm
the network. Notwithstanding continuing studies and committees to
achieve interconnect standards, Bell and General Tetephone have carried
on war against the interconnection concept. Although individual FCC
decisions like Carterfone have encouraged those interested in promoting
interconnection, recent state activities, particularly in Nebraska and North
Carolina noted above, have dashed eartier hopes.

A second area of regulatory change concerns data paths or the
“transportation” of information. As competition in data transmission by
wire hecame feasible, the Bell system responded by proposing Telpak, a
“quantity discount” approach which was found to be discriminatory by
the FCC and courts, see 31 FCC 2d 674, 3 CLSR 449. Specialized
common carriers like MCt have attempted to “‘skim the cream” (1o use the
Bell expression) from the data transmission market by providing fast,
economical, and efticient microwave transmission from nne major point to
another major poinl. Other transmission methods have been considered
frequently by the FCC, e.g., cable television and domestic satellites.
Lasers, waveguides, and one way multipoint distribution services will
become important communications services in the near future. Bell,

General Telephone and the independent telephone companies refuse to

take these new competitors lying down. State and federal regulatory
agencies must reevaluate existing regulations, both 1o recognize the new
technology and to permit this technology to be used in the communica-
tions services at reasonable rates.

AT&T and others have begun a serious effort to encourage the state and
federal regulatory commissions to continue the monopolistic approach.
AT&T has recently filed a request that the FCC hold evidentiary hearings
to consider the effects and future implications of *“continued competi-
tion” rendered by newer specialized common carriers. [n requesting the
hearings, AT&T suggested that the FCC consider several major questions,
including the degree to which the established common carriers have served
the public interest over the years, the social and economic effects of the
policy on existing common carriers and rieir customers, and the likelikcod
© bad experiences with regulated competition in other industries like

]:MCnlroads and aitlines will be repeated in the telephone industry. John
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D. DeButts, Chairman of the Board of AT&T, recently urged the public
utility regulatory commissions to declare a moratorium on “experiment-
ation in economics” in order to consider the possibility that there may be
sectors of our economy, telecommunications one of them, where the
nation is better stived by modes of cooperation than by modes of
competition. Regulation regarding data transmission is changing and is
bound to continue to change.

In 1973 packet communications has emerged as a technology which
could be more efficient than current means of message switching especially
for some types of computer communications. Message switching is
currently the primary domain of communications companies because of
the FCC’s Computer Inquiry which dragged on from November 1966 to
April 1973. Over 3000 pages of information were consideted by the FCC
and evaluated by the Stanford Research Institute, followed after further
deliberation, by a tentative decision in 1970. After more responses from
the industry were received, the FCC rendered a final decision in 1971
which, in turn, was appcaicd to the vourts by the General Telephone
Corpotation and generally affirmed. Only after five and one-half years of
testimony, rebuttal and judicial appeal, was a final decision reached. The
length of time icquired fur these deliberations is outrageous but not
atypical. More of the sanie can be expected before the federal and state
regulations regarding network regulation becomes clear.

CONCLUSIONS

What is the importance of the regulation of communications? Although
85-90 percent of communications now is voice traffic, by 1985 it is
estimated that more than 50 percent of communications traffic will be
data. Some of the major users of data transmission in the late 1980"s will
be colleges and universities. 1t is up to university administrators and

‘computer users to have some familiatity with the regulatory problems

involved. Whether one likes it or not, one is going to have to deal with the
federal government, and with state governments, in order to get economic
communicatidns services for computing in higher education.

O
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Bell System Services for
Digital Data Transmission

by Carl F. Stuehrk
AT&T

It appears that Data Communications, both present and proposed, are
affording exciting opportunities to the Data Processing Manager for
improved utilization of resources with corresponding lower costs,
Designers and administrators of sophisticated computation centers for
colleges and universities are concerned both with being able to perform the
offered assignments and with performing that work in the most efficient,
economical manner. One must be keenly aware of the need to balance and
optimize computer resources and data communications capabilities, and as
such must be concerned with evaluating the various afternatives available.
An increasing number of alternatives are available in the form of Private
Line dedicated channels of varying speeds and capabilities, specialized as
well as general networks, common usec type services such as Dataphone
WATS, and combinations thereof.

The Bell System has traditionally offered a variety of services both of a
facility as well as a network nature. Today, in fact, the ubiquitous,
nationwide message network still constitutes the largest, most flexible, and
most heavily used data network in the world. While the Bell Systems does
not currently ofter a specialized PL type data switching network service, 1t
does ofter a wide variety of data communications services which enable
the sophisticated user to construct operational data networks of one’s
own. AT&T expects to continue the role of a major provider of basic data

Elk\l‘c 322

Aruitoxt provided by Eic:



DATA TRANSMISSION SERVICES 323

communications services and will expand and augment services in the
future to be responsive to the needs of the industry.

A new Bell System data communications service should afford higher
education users even more alternatives in the future. Dataphone Digital
Service represents a new environment for system planners, designers, and
managers, and should provide new opportunities for designing and
optimizing teleprocessing/computer networks.

For almost 15 years, data transmission has been provided generally on
analog type facilities. These services require conversion to adapt the
business inaching signal format to ihe analog transmission medium. The
modem converts the binary signal of the terminal into analog form for
transmission over the communication facility, and at the end of the
receiving end, performs the reciprocat function.

Analog systems have grown rapidly over the past decade with
increasing volumes of data being moved over the public switched network
as well as over many private circuits and networks. Despite known design
limitations and a recognition that digital transmission is inherently a more -
efficient medium for transporting digital data, analog data sysiems have
performed well and have grown to a high degree of complexity and
sophistication. The Bell System and others have devoted, and -are
continuing to devote, considerable effort to improved analog performance
since analog channels are expected to occupy an important position in the
data communication world for many years to come. The new Bell System
family of modems recently introduced, including the 201C, 208A, and
others yet to be announced, are concrete evidence of AT&T’s continued
development in this direction. A growing demand for even higher speeds,
greater accuracy, and increased through-put however has dictated the need
for a new digital data transmission environment.

In the new environment employing end-to-end digital transmission,
signal conversion will not be necessary. Throughput capacity and
efficiency should increase and total costs should go down with the
elimination of the modem and the improved error performance. These
goals are realizéd as a result of the inherent nature of the digital
technology as well as the specific design of the system.

The potential for digital data systems was recognized by the Bell
System as early as 1961 even as the first digita) transmission systems were
being installed to carry voice circuits in heavily congested metropolitan
areas. While it was technically feasible to use the system for data, the
economics of doing so did not support the idea. At that time, the data
market was still in jts infancy and data requirements were simply not of a
magnitude sufficient to match the characteristics of what is basically a
high capacity system. The volume could be handled very well by the
exnstmg analog plant, both from a technical and an economical standpoint.

E lC1961 however, data communications has continued to grow at a
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rate of 25-30 percent per year. Accordingly, by 1970 it was felt that the
timing was right, technically and economically, for the application of
digital technology to data communications. Planning and design began for
a new digital data system.

The application of digital technology by the Bell System takes shape as
Dataphone® Digital Service. Fitst and most important, it is a data only
system, i.e., it does not provide voice coordination. Initially, service
provided over DDS will be private line, full duplex in nature. It will offer
synchronous transmission speeds of 2.4, 4.8, 9.6 and $6 kilobits per
second. Subject to regulatory approvals, point-to-point private line service
will be available in early 1974, and multipoint service wili fullow by
mid-1974. The Bell System is exploring the possibilities of offering other
versions of DDS as well as other transnission speeds above and below the
initial speeds.

The DDS architecture consists of three different sub-systems. The first
sub-system consists of the local facilities connecting the customer premises
1o the local ielephone central office. The second includes the link between
the local central office and the digital data hub office. The hub office and
the nationwide in‘ercity digital network make up the third sub-system.

At the customer premise, digital facilities will be terminated in the DDS
interface. The signal on the line side of the interface is different than on
the terminal side because the design includes a signal format that is
bi-polar in nature between the DDS interface and the local cenirai office.
The DDS interface processes the iranstuiiied signal into the bi-polar
format and regenerates it in the process. The interface also provides an
important testing capability with local and remote test centers, Because
the digital signal is synchronous (timing is provided by the network),
another important function of the interface is to provide timing recovery
so that the business machine terminal is synchronous with the transmission
medium. Two types of interfaces will be available: the data service wnit
(DSU) that provides all functions; and the channel service unit (CSU) that
provides only channel terminating and testing capability. The availabitily
of two types of interfaces provides an option to the terminal manufacturer
to incorporate the three functions of timing recovery, signal processing,
signal regencration into its terminal design.

At the local central office a number of different customer services will
be brought together, irrespective of channel speed. The central office also
connects to the digital hub via a T-1 carrier line. At the central office,

into an assigned tirne slot of a T-1 carrier by multiplexing techniques. One
T-1 system has the capability of handling 460 2.4kb channels, 230 4.8kb
channels, 115 9.6kb channels or 23 S6kb channels. Because multiplexing
@ ‘oment in the local central office is flexible, it can mix and match the
EMCUS speeds to provide optimum utilization of the T-1 system,

s
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The DDS hub office terminates local facilities and connects these
facilities to the intercity digitat facilities. It is also the principal location
for testing of all long haul and local distribution links. At the hub, a highty
accurate timing source is maintained and synchronized with other timing
sources throughout the network. In this way, precise network timing is
generated which controls the transmission system within each local area.
The hub office also performs functions similar to the local office, but
higher up in the network hierarchy. It multiplexes tocal lines and T-1 lines
into various types of long haul, high capacity facilities that make up the
intercity digital network.

One of the newest of the high capacity facilities, “DUV" or Data Under
Voice, is a transmission system in which a presently unused portion of the
frequency spectrum on existing microwave radio channels is employed for
the transmission of a 1.544mb data siream. Most Bell System microwave
radio channels are designed to transmit up to 1800 voice channels divided
into three master groups of 600 channels each. Since voice channels
occupy a frequency spectrum that extends from about .6mhz to about
Bmhz, the segment between 0 and .6mhz is generally unused. DUV takes
advantage of this and impresses a 1.5mb data stream within this frequency
slot. With this new development, there is the capability of providing digital
data transmission anywhere radio facilities are available; which amounts to
efficient utilization of existing resources.

DDS represents a new environment in which higher and greater
reliability should be very possible. Concentration functions take place at
the local central office, where many separate service channels of diverse
speeds are combined into one common short haul T-1 carrier. A similar
arrangement also takes place at the hub office. Channels from many T-1
lines and local lines are combined and multiplexed into common long haui
digital facilities. At these two stages of multiplexing testing features have
been engineered that will improve system performance and assure greater
system reliability.

At the local central offices and at the digital hub offices, on-going
monitoring of the quality of the service takes place. This performance
miohitoring looks for signal format violations and timing violations which,
in the DDS system are prime indications of difficulty. If a difficulty is
detected, the system will automatically switch to standby systems. Thus
rapid restoration is assured if transmission problems occur. Similar
monitoring and proteciion arrangenments take place between digital hub
offices. If an individual DUV channel becomes sub-marginal, it will
automatically switch to a standby protection channel. In the DDS design,
an envelope of protection envelopes the service from the transmitting local
central office to the receiving central office at the other end of the circuit.
Within the envelope of protection, monitoring and automatic switching

Q sure a high level of performance and reliability.
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Tlhere are attractive features in the loop plant as well with testing
capabilities built into each Hub office. A test person in Chicago or New
York, for example, wherever the trouble is first noticed, has the ability to
test the end of the circuit in one’s own area at all critical points: at the
local central office; at the line side of the station interface; and at the
terminal side of the station interface. In addition, one will be able to
initiate a toop around test at each of these points. In this way, the trouble
can rapidly be isolated and the proper remedy determined. However, in
addition to being able to detect trouble in the local circuitry, it is also
possible to make identical tests at every station on the circuit.

All of this means better service in terms of lower error rates, minimal
downtime and rapid restoration. Design objectives for DDS are to provide
end-to-end (ransmission performance which will average no more than one
error second in 200 seconds of transmission at 56 kilobits per second. It is
expected that average circuit downtime should not exceed three to four
hours per year!

While DDS represents a new environment. it is a system that lends itself
quite readily to transition. It will be compatible with present analog
services operating at the same speeds. The station interface is an EIA
standard at 2.4, 4.8 and 9.6 kb and a CCITT interface at 56 kb. The data
transmission format is such that the network is transparent to all data
{anguages.

What about price? Digital technology represents a basically lower cost
method of transporting digital data from one place to another. AT&T
hopes to pass on to the users of these services the benefit of this inherent
cost savings. The exact level of rates for service utilizing DDS, which are
now under study preparatory to filings with the FCC and other regulatory
agencies, will be shaped by several influences including the market and
cross elasticities between other services both Belt and non-Bell. In October,
1972 AT&T filed 214 applications with the FCC to consiruct the initial. -
intercity digital facilities for the 1974 network. This filing included
“illustrative rates” which generally were lower than comparable analog
rates. However, these rates are now being given extensive study and,
subject to regulatory approvals, AT&T will file appropriate rates before
the year is out.

When will Dataphone Digita} Service be available? Subject to regulatory
approval, service is expected to be available belween New York and
Boston in January 1974 and by May 1974 will be expanded to include
Washington, Phifadelphia and Chicago. According to the planned scheduls
for rapid and steady network growth fromi the cast coast across the
country, by the end of 1974, 24 metropolitan areas will be served on a
coast to coast basis, and by the end of 1975, DDS will serve a total of 60
cities. By the end of 1976, 96 cities will be covered. Customers having

Elillclirements in cities not initially served by DDS, will be able to utitize
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analog facilities to connect to the Digitzl Data System. Plans are also
underway to offer Intrastate and loca! DDS by the Bell Operating
Companies on a coordinated basis with the interstate development. In
summary, the Bell System believes that what data users really want is a
communications capability that is relatively error-free, efficient, and

eccnomical, and easily integrated into their systems. DDS provides for
this.

"1

PCl’'s VANLINE Service

by Lee B. Talbert
Packet Communications, Inc.

To explain what the Proposed service of Packet Communications Inc.
may mean to educational users, one should begin with aii cxplanation of
PCP's secvice philosophy. PCI believes that a mature data communications
neiwork service should be transparent to the user. A user should be able to
use a communications outlet in much the same way that he uses electrical
current. The average user of data communications does not need to know,
nor does he necessarily care to know, low the data communications
network operates. What the user is concerned with is transporting his data
to and from the computer on demand, with the assurance that his data be
delivered reliably, accurately, and inexpensively.

This service philosophy is not present in today's communications
marketplace. If a user is to make the best use of existing data
communications facilities and the new data channel facilities and services
now available, one must become deeply involved in communications
systems engineering and management. Users who venture into data
communications projects are now generally responsible for:

¢ Acquiring the necessary transmission channels (lmes)

« Working out inlerconnect arrangements.

¢ Monitoring the tines tor errors and loss of service.

¢« Hiring hardware and software specialists.

o Purchasing or leasing equipment in addition ro that prowded by the

carriers.
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o Planning for backup facilities in the event of line or equipment
failure.

This tends to leave one little time or money to improve the content of
what is communicated. In short, the necessary solution on order of
magnitude larger than the basic problem. What is needed is a transparent
communications service which leaves the user free to concentrate on the
reason for communicating, not on the act of communicating. Freeing
resources in this way, has important implications for individuals and
institutions interested in achieving: 1) a discipline for communicating; 2) a
way to eliminate unnecessary duplication of information rescusces; and 3)
a set of protocols and a program of user education which makes the
achievement of steps 142 a reality.

" VANS

The VAN Service, or “Value Added Network™ Service, is a relative -
newcomer to the communications marketplace. To the user a Value Added
Network Service' should provide a flexible and transparent computer
communications neiwork without the normal management headaches.
VAN Service is produced by adding equipment and ancillary services to
the facilities and services which are available from existing common
carriers. The resulting service fulfills the specialized communications needs
of computer communications users. In January of (973, Packet
Communications Inc. requested authorization from the Federal Com-
munications Commission to offer a national packet-switched computer
communications service on a shared network basis. Since then three other
companies have made such filings. No VAN Service now cxists, but it is a
certainty that such will not be the case for very long.

PCI's proposed Value Added Network Service will be different from
what is available from the common carriers in three ways. First, additional
services will be tailored to meet the specialized needs of data and
computer communications users. Second, packet-switching gives users a
virtual network which uses costly resources only on demand for data to be
sent. Finally, the potential for resources and [aciliiics sharing opens new
economies and extends geographic coverage for users.

Packet's VANLINE NETWORK SERVICE customers will obtain a
secvicg which is different from a transmission channel between two fixed
points similar to the way that steel is different from steel valves. Some of
the significant advantages will be:

o Single vendor responsibility for the complex computer/

communications network.

*» Access to a national network which gives the user the possibility of
@  etasy addition or deletion of terminai access points.
| C Distance-independent pricing.

Aruitoxt provided by Eic:



DATA TRANSMISSION SERVICES 329

s Error detection and correction (less than ane undetected error per
year).

s Automatic alternate routing in the event of a line or node failure.
This routing allows automatic line load leveling which will tend to
overconte network congestion in peak periods of transmission and
increase efficiency. Thus lower costs to users.

s Staudard interfaces and protocols.

Specific protocols for computers to terminals and computers to computers
will allow communication between dissimilar equipment. Available services
will include: 1) terminal speed and code conversion to network standards;
2) local echoing which allows full dupiex operation over great distances
without "“sticky keyboard™ detay; and 3) local terminal interfaces which
are dialup and/or private line. synchronous or asynchronous. Thus,
PackeU’s service is designed iv be a complete communications system.
However, this is not the full extent of the advantages. A good solution o
the problem of data communications is not that simple.

PACKET-SWITCHING

Packets VANLINE Service is based on a new technology, packet.
switching, which permits PCl 10 assume full responsibility for a client’s
data communicaiions while at the same time increasing performance and
lowering costs. This technology is message oriented but differs in
important  ways from today’s more conventional message-switched
systems.

Packet-switching is the technique for transmitting data which was
incorporated by the Departnient of Defense Advanced Research Projects
Agency (ARPA) in its research network. Unlike today’s conventional
circuit-switched channel communications system in which an entire circuit
must be dedicated to a given'i:urstor dala stream for the duration of a
conversation, a_packet-switched data comamunication nelwork transmits
information by interspersing small messages on shared wideband lines
rather than by dadicating lines to the exclusive use of a given data stream.
In packet-switching. data streams are divided into small segments called
packets which can coptain up to approximately 1000 bits or 130
characters of data.

In PCP’s proposed network packets are forwarded by a network of
minicomputers called Packet Switching Processors (PSPs) over optimal
routes across the network 1n much the same way that freight cars are
routed from coast to coast over a network of interconnected railroad lines.
By sharing the network among a great many users, the result is efficient
use of dedicated wideband lines, and redundancy of available routes
throueh the PSP minicompulers and their connecting lines.

E TC~et Communications Inc. will provide its proposed service with a
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phvsical  plant  composed  of  channel  facilities leased from  the
common carriers  and interconnected by mini-sswitching  computer
equipment, The actual network would consist of similar sec-
tions in many cities interconnected in a  distributed  fashion by
inter-city trunk facilities.  Several specific components will be pro-
vided by PCL: PSPs; TAPs: Network supervision; and Customer
computing.

PSPs permit full two-way conversations among computers on the
network. PSPs also support the distributed receive-and-forward functian
which is »o0 fundamental to the packet-switching concept. Full error
checking and retransmission is used on all network lines except those
connecting to terminals which cannot support error control. The proba-
bility of an undetected error will be less than 10~ 12 through the use of a
24 bit cyclic redundancy checksum.

Certain of the computers connected to PSPs on the network will be
operated by Packet Communications Inc. TAPs, for Terminal Access
Processors, are one kind. TAPs provide for access to the network of a
variety of terminal types of different speeds, codes, and models; The
various data streams from these terminals are translated into a standard
network internal format. TAPs then concentrate and multiplex these data
streams through their serving PSP into the network and thence to the
various computers specified by the terminal users. Terminal-to-TAP access
can be by private line were justified, or more generally, by dial access line.
Because these interconnections are almost identical to those provided by
remote-access computing service companies today, terminal users will be
able to use virtually any type of terminal and line in much the same way
they do at present, with greater flexibility in terms of computers and
services available and with greater reliability and ease of use, yet lower
overall costs. [t is important to observe that the TAPs provide no data
processing in any common sense. Rather they provide format control,
code translation, mulitiplexing, accounting for usage and other funda-
mental communications functions. ‘

Another category of computers connectcd to the network is the
Network Operations Center (NOC) computer. The functions of these
centers are: acvounting and billing: network status monitoring; and control
of operations. There will be two such centers in the network, one in the
Boston area, and the other in the western United States.

The final and most important category ot neiwork computers is the
customer computer. Customer computers can be connected in a variety of
ways to a serving PSP and thus to the network. These vary as to reliability,
bandwidlh, and degree of Packet responsibility tor the connection.

What does transparency of network service mean? PCl proposes to
~ssume the burden of acquiring lines. monitoring them, and maintaining
FRJCem. In addition Packet Communications Inc. also will be responsible for

+
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the receive-and-forward strategy used to transmit a message without errors.
The user need never be concerned with how TAPs communicate with PSPs
or how PSPs communicate with PSPs. He or she does not need to know
how the network works internally any more than one needs to know
where or how the electricity used to start a terminal is being generated and
transmitted to the outlet. What one does need to know is how to interface
with the outlet so as not to be electrocuted. The same is true of the PCi
network where the TAP is an outlet and certain procedures must be
foltowed if communication is to be permitted.

The host or user computer can be connected to the PSP by the user or
by Packet Communications Inc. [f PCI’s hardware and software are used,
the user only needs to learn to use the network communication program
which interfaces his computer to the network. It is important to note that
the network does not involve users in the job of running the network.
Rather, the user is freed to become involved in the decision processes
which affect one’s computer operation: operating system commands;
resource sharing between computer centers; and special programs which
allow information to be translated into another machine's code once it has
been successfully communicated. All of these are concerned with what the
user js doing. That is computing. Users can get down to the job of
computing, or resource sharing once they are relieved of the burdens of
_communications. When they perceive that what Packet Communications
Inc. is proposing is 3 virtual network scheme which gives reliable, cost
effective communications on a demand basis, then new applications and
new industries will be created to make use of this new national
marketplace for computing and databased services.

CONCLUSION

Packet.switching combines advances in network, design, distributed
network control, and low-cost minicomputers, to provide a practical
solution to a nationwide need for a national, public, high-performance
data communications system. Packet-switching is weil suited to new
communications technology and to the opening of the marketplace.
acket-switching networks are capable of achieveing substantially more
efficient line utilization, greater reliability, higher transmission speeds, and
greater flexibility than heretofore has been realized by any available
computer communications systems.

With a cominunity of users sharing such a communication system, the
user-interfacing minicomputers distsibuted through the network also may
be used to provide user-interfaced protocol and, in effect, provide a
common language for communication between differing types of
O ment and data organizations. The result is a common marketplace for

[MC uting, for remote terminal access and for computer resource sharing.
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Common protacols can be provided for access from a variety of terminals
(intcitace, batch, intelligent, transaction, eic)) to any of a variety of
computer makes and types, tor computer load sharing, and so on. A wide
range of user data speeds, as well as such problem traffic as bursty
transmissions and short transaction messages may be intermixed without
loss of network efficiency. A further byproduct of the muttiply-connected
packet-switched network is that, once a given geographic area is spanned,
total network cost varies little with traflic distance and thus true
geographically-independent pricing is practical. Such characteristics make
packetswitching uniquely wellsuited to a  publicly-shared data
communications service.

What does this alt mean for members of EDUCOM? Only the future will
supply definite answers. However, certain facts are apparent:

o A value added network will enable users to get down to the business

of computing.

o Such networks will make resource-sharing on a national basxs
economically viable.

o There are economies of scale which could bring down the cost of
libraty services, paper, special education programs.

+ The existence of packet-switched computer communications service
will make possible small research grants devoted to user protocols
and manuals which teach individuals how to share resources.

» A public network might overcome some of the political problems
within a state where the legislature feels it might be good for the
police and universities and highway departments to share the same
facitities. Each facility would pay only for what it used and would
have clear accounting for that use.

In the end each customer must evaluate the packet approach in the
light of 1the amount and types of information one sends and the number
and kinds of political problems a public network will solve. A public
network can save substantial amounts in equipment and software rented.
It can eliminate the need 10 change equipment. It can ease accounting and
billing loads. and it can facilitate computer communication between
entities who prefer to remain autonomous.

O
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Appendix A
FIND System Commands

Elementary Commanss

ATTRIBUTES  List attributes in any data base

EXPLAIN Explain a command

REYRIEVE Sets up working data base for a session with FIND
SELECT Extracts specified subset of working data base
SORT Re-orders working data base by specified criter.a
PRINT Displays the working data base on the terminat
STATISTICS Computes statistical measures

CANCEL Halts a command

STOP Terminates a session with FIND

Advance Commands

CORRELATION  Print correlation between two or more altributes

DEFINE Compases new attributes based on old ones

EXFIUTE Performs FIND commands stored in a file

3] Provides linear and exponential fit routines

FORMAT Allows fexible formatting of output

OUTPUT Allows output to a saved file

RETRIEVE Additional information on use of the RETRIEVE
command

SORT Additional information on use of the SORT
command

XTAB Provides frequencies and cross-tabulations

Miscellaneous Commands

COUNT Count 211ributes and entities

LAREL Insert textual information into FIND output

LOAD Retrieve a previously saved working data base

REDUCE Permanently shrink a working data base

RENAME Change the name of an attribute in the working
data base .

RESTORE Restore the working data base to original state

SAVE Save 3 copy of the working data base

SCRATCH Destroy a portion of the working data base

TiIME Print running time

Data Base Maintenance Commands

UPDATE Initiates a data base update session

1DENT Specifies a list of identitying attributes

LOG Specifies a file in which to record changes

EXAT Terminates a session with UPDATE

ALTER Specifies data items for immediate modification
MODIFY Specifies a list of attributes for Seferred modification
ADD Creates a new entity

DROP Deletes an entity from the data base

ERIC y/3 34
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Appendix B

FIND Availabte Data Bases
(December 1973)

Administrative

Faculty Personnel

Staff

Departmenta! Budgets & Expenditures
Student Courses

Physical Facilities

Art Gallery Collection

Alumni {Development Office)

Endowment Funds
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Appendix C

Resident File OMIC, 1973
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Appendix D |

Sample Queries of
University of Vermont Data Bases

EXAMPLE 1.

Find the overall percent of salary increase for the University for FY '74.

KEY: Pay.Type - 1and 2, Salaried Empioyees
LSTA.Code - Leave Sabb,Terminated,Active
Current.Sal.Base - Current Fiscal Satary
Pri.Sal.Base - Prior Fiscal Salary

STEP t:  Sum Cur.Sal.Base — Sum Pri.Sal.Base
Where Pay.Type RN 1/2 and LSTA.code NE 'T’ and Pri.Sal.Base NE 9,

RETURNS: Expression
Sum Cur.Sal.Base Value 21,885,265.36
Sum Pri.Sal.Base Value 20,658,168.00

1,227,097.36

STEP 2: 100 * 1227097 / Sum Pri.Sal.Base
Where Pay. Type RN 1/2 and LSTA.Code NE "T* and Pri.Sal.Base NE Q.

RETURNS: Expression
Sum Pri.Sal.Base Value 20,658,168.00

5.94

O
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EXAMPLE 2:

STEP 1: Records Count H.rank max H.rank avg H.rank min H.rank

where SY Eq 373 and £in Eq'A' and Sex Eq 'F' and Res

Eq 'l

RETURNS: Record count is
Count H.rank value
Max H.rank value
Avg H.rank value

Min H.rank value

880

760

80

60

25

# in select

# had H.rank
inputed

Population is in-state, females who have applied and been accepted for

Fall '73 semester.

H.rank is used as a standard score scale for prediction studies of each year's

applicant population.

O
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" EXAMPLE 3:

STEP 1:  Sum Amt.Awarded. A Where Cotlege.Dept Eq 'Medicine' and Award.
Start.Date.A Gr.720630 and Award.Stop.Date.A Ls 730701.

RETURNS: Gives $ amount for Dept of Medicine for all awards
that started and ended within the fiscal year.

e " At o o - Mt o e - o — o — A — —— it e — o

STEP 2:  Project.Title Amt.Awarded.T Start.Date.T Stop.Date.T
Where Director £q Smith, TH

RETURNS:  Gives all projects, total amount awarded for each and
date of peniod covered for one faculty member,

e " T -t o o A T ——— — i — — iy on —— e S B

STEF3:  Applic.Type.A Award. Stop Date.A Spon.Code UVMID Director
where Award Stop.Date A
RN 730901/731231

RETURNS:  Gives all current awards that will run out within the
Sept:-Dec. period of this year.

— - —— o — i o it ot o i ok s o At it i e St —— o — ——— — o ——

STEP 4: Sum Tot.Dols.Req Where Applic.Date.N RN 730101/730917 Tand
Pend. Code.N Eq 'P' and Spon.Code RN 'AN000O'/' ANOOGS'.

RETURNS: Gives totat $ amount requested from National Science
Foundation since the 1st of the year, which has not
yet been awarded or rejected (is still pending) — new
applications, not additions to old ones.

O
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Appendix E

Agenda SIGSOC Working
Session on COMPATIBILITY

1:30 — 5:30, Wednesday, June 6, 1973, in the
Regency Flair Meeting Room, Americana Hote!
7th Avenue at 52nd Street, New York City

SESSION G. R. Boynton, Political Science Program Director,
CHAIRMAN: National Science Foundation

DISCUSSANTS: Hugh Cline, Russel] Sage Foundation
George Sadowsky, The Urban Institute

The SIGSOC Working Session on Compatibility attempts to summarize
the current situation and then develop some ¢-ansensus on steps to be taken
to improve the situation in the future. The fast hour of the session will be
. devoted to discussipg and voting on a series of specific resotutions.

PROGRAM

1:30  "An overview of socia! science computing and some recent efforts
relevant to compatibility”
R. Anderson, SIGSOC Chairman

1:45 - “CONDUIT project findings pertaining to compatibility”
T. Dunnagan, CONDUIT Central, Duke University

2:00 = "Design of an optimally compatible social data analysis system"
E. Coover, J. Dyer, J. Gross, C. Johnson, J, Lutgen, J. Miner,
University of Minnesota

2:20 "A preprocessor permitting P-STAT to be written for five
different computers"
R. Buhler, Princeton University

2:40 "The approach to compatibility of the Cambridge Project and the
Consistent System"
J. Kiensin, D. Yntema, R. Wiesen, J. Markowtiz,
Massachusetts Institute of Technology

345
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3:00

3:20

3:40

3:45
4:00

“Data and software compatibility problems: the experience of
the ICPR"

G. Marks, ICPR, University of Michigan -

"Data structures and codebook formats: the Berkeley experience"
M. Shanks and H. Weinstein, Survey Research Center,
University of California at Berkeley

"$PSS plans refevant to compatibility"
K. Steinbrenner, NORC, University of Chicago

Coffee break

Discussants and Discussion
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Appendix F

Conference
Participants
Leon Adkison " Mohammed M. Aman
Assistant Professor of Information Chairman, Department of Library Science
Systems St. John's University

Yirginia Commonwealth University Jamaica, New York 11439
101 South Floyd Avenue .

. sy
Richmond, Virginia 23220 Ernest J. Anastasio

: Associate Director {ODAR)
R. Albano Educational Testing Service

Associate Professor Princeton, New Jersey 08540

| New York City Community College
. 300 Jay Street

. Brooklyn, New Ycrk 11201 Cary D, Anderson
| Ditector, Health Sciences
- Donald L. Alderman Computation Unit
| Associate Research Psychologist McMaster University
: Educational Testing Service Hamilton, Ontatio, Canada

‘ Princeton, New Jersey 08540
\ Ronald E. Anderson

| Howard W. Alexander Associate Professor

: Professor of Mathematics University of Minnesota

| Eartham College 2122 Riverside Avenue

‘ Richard, Indiana 47374 Minneapolis, Minnesota 55404

| Williard F. Allen R. P. Andres

i Associate Vice President Associate Professor
University of Alberta Princeton Univessity

* Room 3-12, University Hali Department of Chemical Engineering
Edmonton, Alberta, Canada Princeton, New Yersey 08540

; John E. Alman Thomas Archibald
Directos, Computing Center Chief, Management Information Systems

: Boston University ODCSCOMPT
\ 111 Cummington Street U. S. Military Academy
| Q Hn, Massachusetts 02215 West Point, New York 10966
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Rosemarie Arcieri
EDUCOM
Princeton, New Jersey 08540

Donald R. Arnold
Director, Office of Management Systems
New Jersty Department of
Higher Fducation
225 West State Street
Trenton, New Jersey 08625

Robert L. Ashenhurst

Director, Institute for
Computer Research

The University of Chicago

5640 South Ellis Avenue

Chicago, IMinois 60637

Daniel M. Asquino

Staff Associate (Systems Development)
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Customer Services, Compuling Center

University of Notre Dame

Notre Dame, [ndiana 46556

Teffrey W. Schram

Director, Academic Services

Educational [nformation Services, [ne,
Hill Center for the Mathematical Sciences
Rutgers, The State Universily

New Brunswick, New Jersey 08903

Jeffrey A. Schuliz

Case Western Reserve University
Department of Operations Research
(Yeveland, Ohio 44106

J. D. Seader
University of Utah
Silt Lake City, Utah 84112

Warren D, Seider

Associate Professor, Chemical
Engineering

376 Towne Building

University of Pennsylvania

Philadelphia, Pennsylvania 19104

R. G. Selfridge
Department of Engineering
University of Florida
Guainesville, Florida 32601

Russell Shank

Director of Libraries
Smithsonian Institution
24NHB

Washington, D.C. 20560

Michael S. Sher

Associate Director, Center tor
Advanced Computation

University of llinois at Urbana-
Champaign

115 Advanced Computation Building

Urbana, Hinois 61801

Pau§ Sherburne
Bloomficld College
Bloomfield, New Jersey 07003

Gordon R. Sherman

Director, Computing Center

Tennessee Higher Education Commission
University of Tenncssee

Knoxville, Tennessee 37916

Ralph M, Shoffner

Vice President

Richatd Abel and Company
Post Office Box 4245
Portland, Oregon 97208

Kerneth Shostack

Oftice for Information Technology
Harvard University

1730 Cambridge Street

Cambridge, Massachusetts 02138

Paul W. Sire

Director, Office of Management
Information and Computing

University of Vermaont

. Burlington, Vermont 05401

Patricia C, Skarulis

Acting Assistant Director
Computer Center

Rutgers, The State University

Hill Center e
New Brunswick, New Jersey 08904

John E, Skeiton

Assistant Professor Mathematics
University of Denver

Denver, Colorado 80210

William D. Slysz

Director of Technical Services
Social Science Data Center
University of Connecticut
Storrs, Connecticut 06268

Jeffry Smith

Systems Head

Educational Testing Service
Princeton, New Jersey 08540
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John B. Smith
Professor, Department of English
Pennsylvania State University

University Park, Pennsylvania 165802

Peter J. Smith

DECsystem-10 Educationa Market Manager

Digital Equipment Corporation
146 Main Street
Maynard, Massachusetts 01754

Robin Spock

Baruch College of CUNY

{7 Lexington Avenue

New York, New York 10010

Fred Spurgat

Director, Computer Center
Concordia ‘leachers College
River Forest, lllinois 60305

Einar Stefferud

Einar Stefferud & Associates
3002 Midvate Avenue

Los Angeles, California 90034

Robert Steinhart

Senior Marketing Representative
IBM Corporation

673 Morris Avenue

Springfield, New Jersey 07081

Paul Stephan

Case Western Reserve University
Dept. of OR, Sears 566
Qleveland, Ohio 44106

Virginia Sterba

New York University

81 Perry Street

New York, New York 10014

Chatles D. Sternberg

Computer Systems Analysis
School of Systems and Logistics
Air Force Institute of Technology
Wright-Patterson Air Force Base,
Ohio 45433

Richard Storer

Acting Director Computer Center
Rutgers, The State University
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New Brutiswick, New Jersey 08903

John C, Storlie

Computer Center Director
University of Wisconsin

La Crosse, Wisconsin 54601

Robert M. Strong

Beth Israel Hospital

Kirstein Building, Room 366
330 Brookline Avenue
Boston, Massachusetis 07215

George Struble

Director, Computing Centet
University of Oregon - - L
Eugene, Oregon 97403

Carl F. Stuehrk

Director — Service Plans

American Telephone and Telegraph
195 Broadway

New York, New York 10007

George J. Sullivan

Manager of Computer Services
Rutgers University

Alexander Libsary

Cotlege Avenue

New Brunswick, New Jersey 08901

Lewis J. Sunderland
City University of New York
535 East 80th Street
New York, New York 10021

Len Swanson

Associate Project Director
EDUCOM

Princeton, New Jersey 08540

Lee Talbert

President

Packet Communications, Inc.
176 Second Avenue

Waltham, Massachusetts 02154

Bruce L. Taylor

Director, EISD Division
Educational Testing Service
Princeton, New Jersey 08540

Robert F. Teitel ,

Technical Manager, Computer Services
The Urban Institute

2100 M Street, N.W,

Washington, D.C. 20037
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Karl C. Thomas

Director, Computer Center
Marshall University

Huntington, West Vitginia 25701

Thomas R. Thomas

Director of Academic Computing Center
University of Vermont

Burlington, Yermont 05401}

Mehran Thomson, Jr.

Director, Exact Scierices
Washtenaw Community College
Post Office Drawet WW(C

Ann Arbor, Michigan 48106

Richard S. Touma

Assistant Vice President for
Academic Sesvices

Fairleigh Dickinson University

Rutherford, New Jersey 07070

Cheryl M. Traver
Stanford University

- Room 30, Encina Hall
Stanford, California 94305

Giuseppe Traversa

Prof. Matematica Applicata
Universita Degli Studi
L'Aquila, ltaty

~ Larry E. Travis
Director, Academic Computing Center
University of Wisconsin
1210 West Dayton Stseet
Madison, Wisconsin §3701

Patricia Treat
EDUCOM
Princeton, New Jersey 08540

Thomas O. Truitt

Board of Directors

Educational Information Services, Inc.
New Jersey Depl. of Highey Education
225 West State Street

Trenton, New Jersey 08625

Wiltiam Turnbull

President

Educational Testing Service
Pﬁncelon New Jersey 08540
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Janct Tuttle

Assistant to the Director

Information Processing Services
Massachusetts Institute of Technology
Cambridge, Massachusetts 02139

R. E. Utman

Princeton University Library
P. O. Box 200

Princeton, New Jersey 08540

Dacia Van Antwerp
11111 French Road
Chrysler Institute
Detroit, Michigan 48234

Wiltiam Van Hassel

Office of Data Analysis Research
Educational Testing Service
Princeton, New Jersey 08540

Roger N. vanNorton
Assistant Deputy Chancellor
New York University

70 Washington Squate S.
New York, New York 10003

Henry G. Vaughan

Director, Management Systems
and Analysis

Cornell Unijvetsity

217 Rand Hall

Ithaca, New York 14850

Robett C, Verderber

Office of Science {nformation Service
National Science Foundation |
Washington, D.C. 20550 :

Bernardo Wacholder :
Systems Coordinator — Computer Senqces
Massachusetts State College ¢

65 Franklin Street ek
Boston, Massachusetts 02110 =

Steven V. F. Waite

Faculty Application Resource Adv.
Dasrtmouth College

Kiewit Computation Center
Hanover, New Hampshire 03755
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Harold B. Wakefield Gerard P. Weeg

Assistant Chancellor Director, Computer Center
State University of New York University of lowa
99 Washinglon Avenue lowa City, lowa 52242 :

Albany, New York 12216
Edward C. Weiss

John E. Walker, Director Program Director, Research Program
Computing Center Office of Science Information Service
Lehigh University National Science Foundation

Room 119, Packard Lab Washington, D.C, 20550
Bethlehem, Pennsylvania 18015 :
Arthur W, Westerberg

Philip Wallack University of Florida
New York University School of Gainasville, Florida 32601
Fducation
Higher Education Program ‘ Paul Wesolowski
Jersey City State College Director, Management Information and
Jersey City, New Jersey 07305 {nstitutional Research
Polk Community College
R. Brian Walsh Winter Haven, Florida 33880
Director, Computing Center
University of Notre Dame Alvin H. White
Notre Dame, Indiana 46556 7280 Church Street

Gilroy, California 95020
Glenn O. Ware

Assistant Professor V. E. Wichert

University of Georgia Director, Systems

Office of Computing Activities . Educational Testing Service
Boyd Graduate Building ‘ Princeton, New Jersey 08540

Attens, Georgia 30602
: David M. Wilson

Charles H, Warlick Assistant Director of System Operations
Director, Computation Center and Development .
University of Texas Indiana Higher Education Telecommunications _

- Austin, Texas 78712 System

. 1100 West Michigan
Arthur Warner Indianapolis, Indiana 46202

" Project Director
Grumman Data Systems David E. Winkel
Bethpage, New York 11714 - Director, Division of Computer Services
University of Wyoming
David M. Wax . Laramie, Wyoming 82071
Acting Director, Northeast Academic !
Science Information Center (NASIC)  William K, Winters

New England Board of Higher Education  Director of Information Systems
40 Grove Street Oklahoma State Regents for
Wellesley, Massachusetts 02181 - Higher Education

Oklahoma City, Oklahoma 7310§
George Weathersby
Associate Director
Natjonal Commission on the Financing Todd Wipke

of Postsecondary Education Department of Chemistry
1030 15th Street, N.W., Suite 1060 Princeton Unjversity -
© _ington, D.C. 20005 ‘ Princeton, New Jetsey 08540
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loe B. Wyatt

Director, Office for Information
Technology

Harvard University

1730 Cambridge Strect

Cambridge, Massachusetts 02138

Douwe Yntema
Director, Cambridge Project

Massachusetts Institute of ‘Technology

Cambridge, Massachusetts 02138

Eugene P, Young

Assistant Vice President for Academic
Affairs )

Rutgers, The State University

New Brunswick, New Jersey 08903
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Sally Zeckhauser

Director, Analytic Studies Oftice

Harvard University

Office for Information Technology
1730 Cambridge Street
Cambridge, Massachusetts 02138

Myron Zimmerman

Student Director of Operations
Juniata College

Huntington, Pennsylvania 16652

Pranas Zunde

Professor

Georgia Institute of Technology

School of Information and Computer Science
Atlanta, Georgia 30332
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