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Abstract

We study the complexity of the Code Equivalence Problem on linear error-correcting codes by relating
its variants to isomorphism problems on other discrete structures—graphs, lattices, and matroids. Our
main results are a fine-grained reduction from the Graph Isomorphism Problem to the Linear Code
Equivalence Problem over any field F, and a reduction from the Linear Code Equivalence Problem over
any field Fp of prime, polynomially bounded order p to the Lattice Isomorphism Problem. Both of these
reductions are simple and natural. We also give reductions between variants of the Code Equivalence
Problem, and study the relationship between isomorphism problems on codes and linear matroids.

1 Introduction

A linear error-correcting code (or simply code) C ⊆ Fn is a linear subspace of Fn, where F is a (typically
finite) field. Variants of the Code Equivalence Problem (CE) ask, given two codes C1 and C2 as input, whether
C1 and C2 are “the same” in some sense. Specifically, Permutation Code Equivalence (PCE) asks if the codes
are the same up to permutation of coordinates of codewords, and Linear Code Equivalence (LCE) asks if
they are the same up to permutation and scaling of coordinates of codewords.

In addition to isomorphism problems on fundamental discrete structures like codes being of inherent
interest, the code equivalence problem appears prominently in cryptography. Indeed, several code-based
cryptosystems are directly inspired by the code equivalence problem, including the well-known McEliece
public-key cryptosystem [McE78] from the late 1970s; a recent instantiation (“Classic McEliece”) of the
McEliece cryptosystem, submitted to the NIST post-quantum standardization process [ABC+22]; and the
recent LESS identification scheme [BMPS20, BBPS21]. Furthermore, cryptosystems like LESS are not only
inspired by CE, but rely on its hardness for their security. Accordingly, understanding the complexity of CE
is important for cryptography.

Another active line of more recent work has studied the Lattice Isomorphism Problem (LIP). Informally,
two point lattices L1 and L2 are said to be isomorphic if one is a rotation of the other. In particular, in the
last few years, a number of LIP-inspired cryptosystems have been proposed including a KEM [DvW22], a
public-key cryptosystem [BGPS23], a digital signature scheme [DPPvW22], and [BCK23]. Although these
“LIP cryptosystems” are analogous to and in part inspired by “CE cryptosystems,” very little work has
directly compared these cryptosystems, or directly compared CE and LIP.

1.1 Our Results

In this work, we study the complexity of the Code Equivalence Problem by relating it to isomorphism
problems on other discrete structures. We next summarize our results, while deferring formal definitions to
Section 2.
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Figure 1: Reductions between the Graph Isomorphism Problem (GI), variants of Code Equivalence (CE), and the

Lattice Isomorphism Problem (LIP). When working over Fq for q = 2, all four variants of CE are the same, and

when q = 3, LCE and SPCE are the same. Several of these reductions were already known, or known with worse

parameters. Our first main result, given in Theorem 1.1 and formally in Corollary 3.7, is a fine-grained reduction

from GI to Linear Code Equivalence (LCE) and Signed Permutation Code Equivalence (SPCE) over any field F. Our

second main result, given in Theorem 1.2 and formally in Theorem 5.1, is a reduction from SPCE (and LCE) over

fields Fp of prime order to the Lattice Isomorphism Problem (LIP).

1.1.1 Reducing Graph Isomorphism to Code Equivalence

Our first main result is a fine-grained reduction from the Graph Isomorphism Problem (GI) to Linear Code
Equivalence over any field F. See Section 3.2 for formal statements.

Theorem 1.1 (GI to LCE; informal). There is a polynomial-time reduction from GI on graphs with n
vertices and m edges to LCE over any field F on codes of dimension n+O(1) and block length m+O(n).

Theorem 1.1 is not the first reduction showing GI-hardness of code equivalence. Indeed, such a re-
duction was first given by Petrank and Roth [PR97], and additional reductions were given by Kaski and
Österg̊ard [KO06] and Grochow [Gro12].

However, our reduction has several advantages. First, our reduction is fine-grained: it outputs codes of
dimension roughly n whereas the reductions in [PR97, Gro12] output codes of dimension m. (The block
length of their output codes, which is 3m + n, is also nearly always higher than for our codes.) Second,
our reduction holds over all fields F, and in particular all finite fields Fq. The reductions of [PR97, KO06]
are only for binary codes. Third, our reduction is simple and natural: if the input graphs are sufficiently
“well-connected” we just map them to their (transposed) incidence matrices, which are generator matrices
for the output codes. The reduction in [KO06] is similar to ours and also simple, but ours is more efficient
and general. Fourth, our reduction is to LCE and not just PCE as in [Gro12]. There is a known dimension-
preserving reduction from LCE to PCE ([SS13b]; see also Corollary 4.5), and so showing hardness of LCE
is at least as strong.

We note that despite being fine-grained our reduction only shows relatively mild hardness of LCE simply
because Babai’s quasipolynomial-time algorithm for GI [Bab16] shows that GI is not that hard. I.e., even
if Babai’s algorithm were optimal, our reduction would not imply (sub)exponential hardness of LCE. Nev-
ertheless, understanding the relationship between GI and CE is a fundamental question, and our reduction
shows a strong connection between the problems.

1.1.2 Reducing Code Equivalence to Lattice Isomorphism

Our second main result is an efficient reduction from LCE fields of prime, polynomially-bounded order p to
to the Lattice Isomorphism Problem (LIP) on point lattices. See Section 5 for formal statements.

Theorem 1.2 (LCE to LIP; informal). Let n ∈ Z+ and p = p(n) ≤ poly(n) be a prime. There is a
polynomial-time reduction from LCE on codes over Fp of block length n to LIP.

The p = 2 case of Theorem 1.2 was already given by Regev in unpublished work [Reg14], modulo some
technical details. We follow his reduction approach, which is quite simple and natural. Indeed, his reduction
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maps linear codes C1, C2 ⊆ Fn
2 with sufficiently large minimum distance to the lattices L1 := C1 + 2Zn,

L2 := C2 + 2Zn (the so-called Construction-A lattices obtained from C1 and C2). However, there are issues
that arise when trying to generalize this approach to the p > 2 case. The main issue is that the isometry
groups of C1 and C2 and L1 and L2 no longer “align nicely.” When p = 2, PCE and LCE are the same
problem, but this is no longer true for p > 2, and so there is also the question of which variant of CE to
reduce from. We handle these issues by reducing a different variant of CE called the Signed Permutation
Code Equivalence Problem (SPCE) to LIP, and then reducing the more standard LCE to SPCE.

We also note that combining Theorems 1.1 and 1.2 shows GI-hardness of LIP, giving an alternative
to a previous such reduction appearing in [DSV09]. (In fact, Regev [Reg14] observed that combining the
reduction in [PR97] and the p = 2 case of Theorem 1.2 already shows this.)

1.1.3 Other Results

In part to give a modular reduction from LCE to SPCE, we introduce the Universal Code Equivalence
Problem (UCE). UCE is a promise version of CE in which the input codes C1, C2 are either promised to be
permutationally equivalent (YES instances), or not even linearly equivalent (NO instances). The promise
excludes the case where C1, C2 are linearly but not permutationally equivalent. We then show that taking the
closures of the input codes C1, C2 gives a reduction from LCE to UCE, where the closure of a code C ⊆ Fn

q

is the code C ⊗ (a)a∈F∗
q
. This builds on a result of Sendrier and Simos [SS13b] who showed that computing

the closures of C1, C2 gives a reduction from LCE to PCE. Indeed, because UCE trivially reduces to each
of PCE, SPCE, and LCE (preserving the dimension and block length of the underlying codes), our work
strengthens the result of [SS13b].

Finally, we discuss connections between codes and linear matroids. In particular, we note that there is
a close connection between equivalent matroid representations and equivalent codes, and specifically that
codes with parity-check matrices A1 and A2 being (semi-)linearly equivalent implies that the linear matroids
M [A1] and M [A2] are isomorphic. We did not see this connection discussed elsewhere. See Section 6.

1.2 Related Work on Matroid Theory and its Applications to Reductions

We focus on saying more about work related to the hardness reduction used to show Theorem 1.1, and
sketching how it is useful to us. First, we note that our reduction is similar to and was inspired by a
reduction from GI to LIP in work of Dutour Sikirić, Schürmann, and Vallentin [DSV09]. This in turn is
related to an earlier reduction from GI to CE over F2 appearing in [KO06, Theorem 11.55]. Although the
reduction in [KO06] uses similar ideas to ours, it is not fine-grained as ours is. ([KO06] uses less efficient
graph gadgets to ensure “well-connectedness” and does not observe that it is more efficient to work with the
dual codes to the ones they output.) So, our work is the first to achieve the parameters in Theorem 1.1 even
in the important case of binary codes (F = F2), although [KO06] could have achieved this with a bit more
work. More importantly, our reduction works for general fields F and not just F2.

We note that the main technical tools in our hardness reduction corresponding to Theorem 1.1 and
in [KO06, DSV09] come from matroid theory. (Although our reduction is simpler and achieves better pa-
rameters than the one used by Petrank and Roth [PR97], its correctness analysis requires heavier machinery.)
Many of these results are stated in Oxley’s textbook on matroids [Oxl11], and we have written our reduction
in a way that relies on results written there as much as possible.

In particular, Theorem 1.1 and the reductions in [KO06, DSV09] use the work of Whitney [Whi33] on
the connection between isomorphic graphs and isomorphic graphic matroids, and the theory Tutte [Tut71]
developed about chain groups. Tutte uses the algebraic topological view of the |V | × |E| incidence matrix
A of a graph G = (V,E) as the boundary operator, which is a linear map from 1-chains (vectors indexed
by edges in a graph) to 0-chains (vectors indexed by vertices in a graph). He also studies the transposed
incidence matrix AT or co-boundary operator, which maps 0-chains to 1-chains.

By definition, the kernel of A is called the cycle group of G, and because of this codes C := ker(A) for
such A are called cycle codes. Tutte showed that the set of supports of primitive vectors in such a cycle code
C (i.e, of non-zero vectors in C with inclusion-wise minimal support) is in bijective correspondence with the
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set of simple cycles in G. The set of simple cycles of G determines the graphic matroid M(G) of G, which
in turn determines the graph G (up to isomorphism, for “well-connected” G) by Whitney’s work [Whi33].

1.3 Other Related Work

A substantial amount of additional work has studied algorithmic and cryptanalytic aspects of CE includ-
ing [Sen00, BCGQ11, Beu20, BBPS23]. Additionally, [SS13a, SS13b, BD22, DG23] study the relationship
between variants of code equivalence. Specifically, [SS13a, SS13b] give a reduction from LCE to PCE (men-
tioned above), [DG23] uses a similar idea to [SS13b] to give a reduction from SPCE to PCE, and [BD22]
shows that two codes are equivalent under a very general notion of “equivalence” if and only if they are
semi-linearly equivalent.

Our main reductions are from GI to CE and CE to LIP, respectively. We note two prior works that in
some sense give reductions in the opposite direction of ours for special cases. Specifically, [BOS19] gives an
efficient reduction from PCE to GI when the codes in the PCE instance have a trivial hull (the hull of a code
C with dual code C⊥ is C ∩ C⊥). [DG23] gives an efficient algorithm for LIP on Construction-A lattices built
from codes with trivial hulls using oracles for both SPCE and ZLIP, which is LIP restricted to rotations
of Zn. To the best of our knowledge, [Reg14, DG23] are the only prior works considering the relationship
between CE and LIP.

In terms of other work on the complexity of CE, [PR97] shows GI-hardness of PCE on binary codes
(as noted above), and gives an interactive proof system for the problem, showing that it is unlikely to be
NP-hard (we discuss this proof system in Section 6). Moreover, recent work [BM23] gives a search-to-decision
reduction for PCE.

The main algorithm for the general LIP is [HR14], although some other work has studied LIP on struc-
tured families of lattices, mainly by reducing it to the Shortest Vector Problem on those lattices. In [CGG17],
the authors study when Construction-A lattices built from binary and ternary codes have orthogonal bases
(i.e., are isomorphic, up to scaling, to Zn).

Finally, we note the work of Rao and Sarma [RS11], which to the best of our knowledge is the only
systematic study of computational isomorphism problems on matroids. We discuss this work further in
Section 6.

1.4 Acknowledgments

We would like to thank Jean-François Biasse, Léo Ducas, Josh Grochow, Amir Nayyeri, Oded Regev, and
Noah Stephens-Davidowitz for helpful comments and discussions. We would also like to thank Raghavendra
Rao for answering our question about [RS11].

2 Preliminaries

We use ∥x∥0 to denote the Hamming weight of a vector, and ∥x∥ to denote the Euclidean norm of a vector
in x ∈ Rn. We will use the notation AI,J to denote the |I| × |J | submatrix of an m× n matrix A formed by
taking the rows indexed by I ⊆ [m] and columns indexed by J ⊆ [n] of A.

2.1 Algebra

We use F to denote a field and Fq to denote a finite field of order q, where q is a prime power. Given a
commutative ring R, we use R∗ to denote its multiplicative subgroup. When R is a field F, F∗ = F \ {0}.
We use Sym(S) to denote the symmetric group on a finite set S, and define Sn := Sym([n]).

2.1.1 Matrix Groups

Let R be a commutative ring. We define Pn(R) to be the set of n×n permutation matrices over R, SPn(R) to
be the set of n×n signed permutation matrices over R, Mn(R) to be the set of n×n monomial matrices over
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R, and GLn(R) to be the set of invertible n×n matrices over R. A signed permutation matrix S ∈ SPn(R)
is a matrix with S = DP for a diagonal matrix D = diag(d1, . . . , dn) with d1, . . . , dn ∈ {−1, 1} and P ∈ Pn.
A monomial matrix M ∈ Mn(R) is a matrix with M = DP for a diagonal matrix D = diag(d1, . . . , dn)
with d1, . . . , dn ∈ R∗ and P ∈ Pn. We note that Pn(R) ⊆ SPn(R) ⊆ Mn(R) ⊆ GLn(R) for any R, and that
each of these sets of matrices forms a group under matrix multiplication. For fields F, Mn(F) corresponds
to the set of linear isometries on Fn with respect to Hamming distance.

An orthogonal matrix is a matrix O ∈ Rn×n satisfying OTO = In. We define On to be the set of n× n
orthogonal matrices. We note that On is the set of linear isometries on Rn with respect to Euclidean distance,
and so for any O ∈ On and x ∈ Rn, ∥Ox∥ = ∥x∥.

2.2 Codes

A linear code (or simply code) is a linear subspace C ⊆ Fn, where F is a field. (Typically F is taken to be
a finite field Fq, but codes are well-defined over general fields and one of our main results holds for such
general fields.) Here n is called the block length of C, the dimension k of C is its dimension as a vector space,
and the minimum distance of the code is defined as

d = d(C) := min
x,y∈C,
x ̸=y

∥x− y∥0 = min
x∈C\{0}

∥x∥0 .

A code over F with block length n, dimension k, and minimum distance at least d is called an [n, k, d]F code.
We sometimes drop d or F and write things like [n, k, d] or [n, k]F when we do note wish to specify a code’s
distance or field of definition. For codes over finite fields F = Fq of order q, we write [n, k, d]q and [n, k]q.

There are two standard ways to represent codes [n, k]F codes, both of which we will use. The first way
to represent a code is as the linear span of the columns of a generator matrix G ∈ Fn×k with linearly
independent columns (equivalently, the image of G):1

C(G) := {Gx : x ∈ Fn} .

The second, dual representation is as the kernel of a parity check matrix H ∈ F(n−k)×n with linearly
independent rows:

C⊥(H) := {x ∈ Fn : Hx = 0} .

We note that G ∈ Fn×k of full column rank and H ∈ F(n−k)×n of full row rank satisfy C(G) = C⊥(H) if and
only if HG = 0.

For convenience, we will in fact allow slightly more general versions of generator (respectively, parity-
check) matrices, in which the columns (respectively, rows) are not required to be linearly independent. I.e.,
we allow generator matrices of [n, k] codes with more than k basis vectors, and parity-check matrices of
such codes with more than n − k parity-check constraints. It is straightforward to compute a “standard”
generator matrix with exactly k basis vectors or parity-check matrix with exactly n−k constraints efficiently
from an “overcomplete” generator or a parity-check matrix of an [n, k] code using Gaussian elimination.
Additionally, it is efficient to compute a generator matrix from a parity-check matrix and vice-versa.

Given a code C ⊆ Fn, we define its dual code as

C⊥ := {x ∈ Fn : ∀y ∈ Fn, ⟨x,y⟩ = 0} .

If G is a generator matrix of a code C and H is a parity-check matrix of C (i.e., C = C(G) = C⊥(H)) then
the dual code C⊥ of C satisfies C⊥ = C(HT ) = C⊥(GT ). If C is an [n, k] code then C⊥ is an [n, n− k] code.

For a code C ⊆ Fm1 with generator matrix G and a vector y ∈ Fm2 , we define

C ⊗ y := C(G⊗ y) = {x⊗ y : x ∈ C} ⊆ Fm1m2 ,

1In coding theory codes are often generated by the rows of generator matrices. Here we match the column-basis convention
commonly used for lattices.
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where ⊗ denotes the Kronecker product.2 Given a code C ⊆ Fn, we call the code CI := {(xi)i∈I : x ∈ C} ⊆ F|I|

for I ⊆ [n] a punctured code with puncture pattern I. I.e., CI is the code obtained from C by projecing each
codeword of C onto the coordinates I.

2.3 Lattices

A lattice L is set of all integer linear combinations of some n linearly independent vectors b1, . . . , bn ∈ Rm.
The matrix B := (b1, . . . , bn) with these vectors as its columns is called a basis of L. That is,

L = L(B) := {Bz : z ∈ Zn} = {
n∑

i=1

aibi : z1, . . . , zn ∈ Z} .

Here n is the rank of the lattice, and m is its ambient dimension. The minimum distance of a lattice L is
defined as

λ1(L) := min
x,y∈L,
x ̸=y

∥x− y∥ = min
x∈L\{0}

∥x∥ .

We note that codes and lattices are defined analogously. In particular, the dimension of a code is
analogous to the rank of a lattice and the block length of a code is analogous to the ambient dimension of
a lattice. The minimum distance of a code is defined in terms of Hamming distance, while the minimum
distance of a lattice is defined in terms of Euclidean distance.

Furthermore, we note that two generator matrices G1, G2 ∈ Fm×n
q generate the same code if and only if

G2 = G1U for some U ∈ GLn(Fq), and similarly that two basis matrices B1, B2 ∈ Rm×n generate the same
lattice if and only if B2 = B1U for some U ∈ GLn(Z). Matrices in GLn(Z) are called unimodular matrices.

2.3.1 Construction A

There is a simple way to define a lattice LA(C) from a code C ⊆ Fn
p for prime p, which is called a Construction-

A lattice [CS99].3 Specifically, the Construction-A lattice associated with such a code C is the lattice defined
as

LA(C) := C + pZn . (1)

I.e., LA(C) is the lattice obtained by lifting C to the integers, and allowing for adding integer multiples of p
to each coordinate. (When lifting Fp to Z and mixing arithmetic between elements in Fp and Z, we associate
the elements of Fp with the integers {0, 1, . . . , p− 1} in the natural way.) We note that LA(C) has rank and
ambient dimension n. We also note that C is isomorphic to LA(C)/(pZn) as an additive group.

Let ei be the ith standard normal basis vector. The following lemma gives a sufficient condition for the
2n vectors ±pei to be the (only) shortest non-zero vectors in LA(C) when C ⊂ Fn

p .

Lemma 2.1. Let p be a prime, and let C ⊂ Fn
p be a linear code with minimum distance d > p2. Then

λ1(LA(C)) = p and x ∈ LA(C) satisfies ∥x∥ = p if and only if x = ±pei for some i ∈ [n].

Proof. By definition, ±pei ∈ LA(C) for every i, which implies that λ1(LA(C)) ≤ p. It remains to show that
any vector x ∈ LA(C) \ {0,±pe1, . . . ,±pen} is such that ∥x∥ > p. By definition of LA(C), we can write
any such x as x = c + y for c ∈ C and y ∈ pZn. If c = 0, then x ∈ pZn \ {0,±pe1, . . . ,±pen}, and so
∥x∥ ≥

√
2p > p. Otherwise, if c ̸= 0, ∥x∥ ≥

√
∥c∥0 ≥

√
d > p. The lemma follows.

2One can more generally define the tensor product of codes C1 and C2 with generator matrices G1 and G2 as C1 ⊗ C2 =
C(G1 ⊗G2), but we will only use the case where C2 is one-dimensional (generated by a single vector y).

3Technically, the definition of Construction-A lattices in [CS99] is only for the p = 2 case, but it immediately generalizes to
arbitrary primes p.
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2.4 Matroids

We next give background on matroids. We refer the reader to the book of Oxley [Oxl11] for a comprehensive
resource on matroids. We will generally use the notation in [Oxl11] and will cite a number of results from it.

Definition 2.2. A matroid M = (E, I) is a pair consisting of a ground set E and a collection I of subsets
of E that satisfy the following three properties:

1. ∅ ∈ I.

2. If I ∈ I and I ′ ⊆ I, then I ′ ∈ I.

3. If I1 and I2 are in I and |I1| < |I2|, then there is an element e ∈ I2 \ I1 such that I1 ∪ {e} ∈ I.

We call the second and third items the hereditary and independence augmentation properties of matroids,
respectively. We call sets I ∈ I independent sets and sets S ⊆ E,S /∈ I dependent sets of M , respectively.
We call a maximal independent set I ∈ I a basis of M , and a minimal dependent set S ⊆ E of M a circuit of
M . I.e., adding any element to a basis makes it dependent, and removing any element from a circuit makes
it independent.

Two matroids M1 = (E1, I1) and M2 = (E2, I2) are said to be isomorphic if there is a bijection π : E1 →
E2 such that for every set S ⊆ E1, S ∈ I1 if and only if π(S) ∈ I2.

2.4.1 Classes of Matroids

The two most important classes of matroids (which inspire much of the terminology about matroids) are
graphic matroids and linear matroids.

Definition 2.3. Given an undirected graph G = (V,E), the graphic matroid (or cycle matroid) M(G)
derived from G is defined as follows. Its ground set is the set E of edges in G, and S ⊆ E is an independent
set if and only if the subgraph G′ = (V, S) of G is acyclic (i.e., a forest).

For connected graphs G, the bases of M(G) are spanning trees of G. The circuits of M(G) are the (sets
of edges contained in) cycles of G.

Definition 2.4. Given a matrix A = (a1, . . . ,am) ∈ Fn×m over a field F, the linear matroid M [A] is defined
as follows. Its ground set is the set of indices [m] of columns of A, and S ⊆ [m] is independent if and only if
the (multi)set of columns indexed by S is linearly independent over F.

A matroid M is called F-representable if there exists a matrix A over F such that M = M [A]. Such a
matrix A is called an F-representation of M . A matroid M is called representable (or simply linear) if it is
F-representable for some F. We next show that every graphic matroid is F-representable for every field F.

Given a simple graph G = (V,E), we call a directed graph D = D(G) = (V,E′) an orientation of G if for
every undirected edge {u, v} ∈ E, exactly one of the directed edges (u, v) and (v, u) is in E′. Furthermore,
given a directed graph D = (V,E), we define the incidence matrix A = A(D) ∈ {−1, 0, 1}V×E of D as
follows.4 Let v ∈ V and let e = (u,w) ∈ E be a directed edge. Then

Av,e :=


1 if v = w,

−1 if v = u,

0 otherwise.

(2)

We note that A is well-defined over any field F (with −1 = 1 if F is a characteristic-2 field), that each column
of A has exactly two non-zero entries (corresponding to the head w and tail u of each edge in D), and that

4We use notation like A ∈ {−1, 0, 1}V ×E to indicate that A is an |V | × |E| matrix whose rows and columns are indexed by
V and E, respectively.
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if D1 and D2 are orientations of the same undirected graph G that A(D1) = A(D2) · F for some diagonal
matrix F with ±1 entries on the main diagonal.

The following theorem says that incidence matrices of (orientations of) graphs G are representations of
M(G).

Theorem 2.5 ([Oxl11, Proposition 5.1.2 and Lemma 5.1.3]). If G is a simple graph, then M(G) is repre-
sentable over any field F. Moreover, if D = D(G) is an (arbitrary) orientation of G, then A(D) ∈ FV×E is
an F-representation of M(G).

We will use the following standard fact.

Lemma 2.6. Let G = (V,E) be a connected graph and let F be a field. Then the incidence matrix A ∈ FV×E

has row rank |V | − 1.

Proof. Let n := |V |. Because each column of A contains one 1, one −1, and otherwise 0s, we have that
1TA = 0. So, the row rank of A is at most n− 1.

We now prove that the row rank of A is at least n − 1. Let T = (V,ET ) be a spanning tree of G with
incidence matrix AT . Because AT is a submatrix of A, it suffices to show that AT has rank (exactly) n− 1.
Specifically, we claim that for every edge f ∈ ET , e

T
f is in the row span of AT , where ef ∈ {0, 1}ET is the

standard normal basis vector indexed by f . Fix such an edge f . Then removing f from ET partitions T
into two connected components with respective vertex sets W and W . Define x ∈ {0, 1}V by

xv :=

{
0 if v ∈ W ,

1 if v ∈ W .

Then xTAT = ±eTf , as needed.

2.5 Isomorphism Problems

We next define (the decision versions of) several computational isomorphism problems.

2.5.1 Problems on Graphs

We first define the Graph Isomorphism Problem (GI).

Definition 2.7 (Graph Isomorphism Problem). The Graph Isomorphism Problem (GI) is the decision
problem defined as follows. Given graphs G1 = (V,E1) and G2 = (V,E2) with n := |V | as input, decide
whether there exists σ ∈ Sn such that (vi, vj) ∈ E1 if and only if (vσ(i), vσ(j)) ∈ E2 for all i, j ∈ [n], i ̸= j.

2.5.2 Problems on Codes

We say that codes C1, C2 ⊆ Fn are permutationally (respectively, signed permutationally, linearly) equivalent
if there exists P ∈ Pn(F) (respectively, S ∈ SPn(F), M ∈ Mn(F)) such that PC1 = C2 (respectively,

SC1 = C2, MC1 = C2). We use C1
P
≈ C2, C1

SP
≈ C2, and C1

L
≈ C2 to denote that codes are permutationally,

signed permutationally, and linearly equivalent, respectively. We define the following three corresponding
computational problems.

Definition 2.8 (Code Equivalence Problem Variants). For n, k ∈ Z+ and a field F, the Permutation Code
Equivalence Problem (respectively, Signed Permutation Code Equivalence Problem, Linear Code Equivalence
Problem over F, denoted PCEF (respectively, SPCEF, LCEF), is the decision problem defined as follows. On
input generator matrices G1, G2 ∈ Fn×k, decide whether there exist P ∈ Pn(F) (respectively, S ∈ SPn(F),
M ∈ Mn(F)) such that PG1U = G2 (respectively, SG1U = G2, MG1U = G2).
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We note that all three problems are the same in the F = F2 case since Pn(F2) = SPn(F2) = Mn(F2),
and that SPCE and LCE are the same in the F = F3 case since SPn(F3) = Mn(F3).

We will also use the following promise problem, which we call the Universal Code Equivalence Problem
(UCE). It has the YES instances of PCE and the NO instances of LCE.

Definition 2.9 (Universal Code Equivalence Problem). For n, k ∈ Z+ and a field F, the Universal Code
Equivalence Problem over F (UCEq) is the decision problem defined as follows. On input generator matrices
G1, G2 ∈ Fn×k, decide which of the following holds:

1. (YES instance.) There exist P ∈ Pn(F) and U ∈ GLk(F) such that G2 = PG1U .

2. (NO instance.) There do not exist M ∈ Mn(F) and U ∈ GLk(F) such that G2 = MG1U .

We note that UCE trivially reduces to each of the other three variants of code equivalence that we have
defined.

Lemma 2.10. Let n, k, d ∈ Z+ and let F be a field. There is a polynomial-time reduction from UCEF on
[n, k, d] codes to each of LCEF, SPCEF, and PCEF on [n, k, d] codes.

Proof. The reduction is the identity mapping. The lemma follows by noting that the YES and NO instances
of UCEF are subsets of the respective YES and NO instances of each of LCEF, SPCEF, and PCEF.

We will use the following lemma, which says that two codes are equivalent (in any of the above senses)
if and only if their dual codes are equivalent.

Lemma 2.11. Let n, k ∈ Z+ and let F be a field. If two [n, k]F codes C1 and C2 are permutationally (re-
spectively, signed permutationally, linearly) equivalent, then their dual codes C⊥

1 and C⊥
2 are permutationally

(respectively, signed permutationally, linearly) equivalent.

Proof. Suppose that G1, G2 ∈ Fn×k are respective generator matrices of C1, C2, that H1 is a parity-check

matrix for C1, and that C1
P
≈ C2. Then by assumption, H1G1 = 0 and there exist P ∈ Pn(F) and U ∈ GLn(F)

such that PG1U = G2. We claim that H2 := H1P
−1 is a parity-check matrix for C2. Indeed, this follows

because H2G2 = H1P
−1PG1U = 0. Therefore, HT

1 , H
T
2 are generator matrices for C⊥

1 , C⊥
2 , respectively, and

HT
2 = (P−1)THT

1 . It follows that C⊥
1

P
≈ C⊥

2 .
A similar argument works with signed permutational or linear equivalence in place of permutational

equivalence.

Additionally, we note that even if G1, G2 ∈ Fn×k′
are overcomplete generator matrices of [n, k]F codes

C1, C2 (i.e., if k′ > k), it still holds that C1
P
≈ C2 if and only if there exist a permutation matrix P ∈ Pn(F) and a

full-rank matrix U ∈ GLk′(F) such that PG1U = G2. Similar statements are true for signed permutationally
and linearly equivalent codes.

Finally, we note that two codes C1, C2 ⊆ Fn over a field F are called semi-linearly equivalent if there exist
M ∈ Mn(F) and a field automorphism α of F such that C2 = MC′

1, where

C′
1 := {(α(x1), . . . , α(xn))

T : x = (x1, . . . , xn)
T ∈ C1} .

2.5.3 Problems on Lattices

We now define the Lattice Isomorphism Problem (LIP).

Definition 2.12 (Lattice Isomorphism Problem). For n ∈ Z+, the Lattice Isomorphism Problem (LIP) is
the decision problem defined as follows. On input bases B1, B2 ∈ Qn×n, decide whether there exist O ∈ On

and U ∈ GLn(Z) such that B2 = OB1U .

9



3 From Graphs to Codes

We now present our fine-grained reduction from the Graph Isomorphism Problem to Linear Code Equiva-
lence over any field. Our reduction uses matroid theory, and we use results about matroids from Oxley’s
textbook [Oxl11].

3.1 Results about Isomorphic Matroids

We start by collecting useful results about when matroids are isomorphic.
The following result addresses the relationship between when two graphs G1 and G2 are isomorphic and

when their corresponding graphic matroids M(G1) and M(G2) are isomorphic. In fact, Whitney’s famous 2-
isomorphism theorem [Whi33] gives a complete characterization of when M(G1) and M(G2) are isomorphic,
but we will only consider the special case when the graphs are 3-connected. A graph G is called k-vertex-
connected or simply k-connected if it has at least k vertices and it remains connected when fewer than k
vertices and their incident edges are removed.

Theorem 3.1 ([Oxl11, Lemma 5.3.2]). If G1 and G2 are 3-connected graphs and M(G1) and M(G2) are
isomorphic, then G1 and G2 are isomorphic.

We note that the converse statement to Theorem 3.1—if G1 and G2 are isomorphic then M(G1) and
M(G2) are isomorphic—holds in general, regardless of whether G1 and G2 are 3-connected. We will use this
in the sequel.

We next give an efficient reduction from the Graph Isomorphism Problem on general graphs to the
Graph Isomorphism Problem on k-connected graphs, which shows that the assumption about 3-connectivity
in Theorem 3.1 is essentially without loss of generality. A very similar reduction was used in a similar context
to ours in [DSV09].

Lemma 3.2. For any k, n ∈ Z+, there is a poly(k, n)-time reduction from GI on graphs with n vertices and
m edges to GI on k-connected graphs with n+ k vertices and m+ kn edges.

Proof. On input graphs G1 = (V,E1) and G2 = (V,E2), the reduction constructs G′
i from Gi for i = 1, 2

as follows. It adds k new vertices to Gi, and adds an edge between each of these k new vertices and each
of the original vertices v ∈ V . It is straightforward to check that G′

1 and G′
2 are k-connected, and that if

G1 and G2 are isomorphic then so are G′
1 and G′

2. Furthermore, because each new vertex in G′
1 and G′

2 has
degree n (which is higher than the degree of any old vertex), any isomorphism between G′

1 and G′
2 must

map old and new vertices to each other. It follows that if G′
1 and G′

2 are isomorphic then G1 and G2 are
also isomorphic.

We next present a result about when two matrices represent the same linear matroid.

Theorem 3.3 ([Oxl11, Proposition 6.3.12]). Let n, k ∈ Z+, let F be a field, and let A1, A2 ∈ Fk×n. Suppose
that there exist U ∈ GLn(F) and a non-singular m × m diagonal matrix D such that UA1D = A2. Then
M [A1] = M [A2].

From this, we get the following corollary saying that two codes being isomorphic implies that the linear
matroids defined by their parity-check matrices are isomorphic.

Corollary 3.4. Let n, k ∈ Z+, let F be a field, and let A1, A2 ∈ Fk×n. If C⊥(A1)
L
≈ C⊥(A2) then M [A1]

and M [A2] are isomorphic.

Proof. Using the assumption that C⊥(A1)
L
≈ C⊥(A2) and the fact that codes are linearly equivalent if and only

if their dual codes are (Lemma 2.11), there exist U ∈ GLk(F) and M ∈ Mn(F) such that MTAT
1 U

T = AT
2

(and therefore also UA1M = A2), with M = DP for a non-singular n × n diagonal matrix D and for
P ∈ Pn(Fq). Let A′

1 := UA1D. Then M [A1] = M [A′
1] by Theorem 3.3, and M [A′

1] and M [A2] are
isomorphic since A2 = A′

1P . The result follows.
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3.2 The Reduction

We are now ready for our main reduction from Graph Isomorphism to Code Equivalence.

Theorem 3.5. For any field F, there is a polynomial-time reduction from the Graph Isomorphism Problem
on 3-connected graphs with n vertices and m edges to each of SPCEF and LCEF on codes of dimension n− 1
and block length m.

Proof. On input graphs G1 = (V,E1) and G2 = (V,E2), each with n vertices and m edges, the reduction
works as follows. It constructs arbitrary orientations of G1 and G2 with respective incidence matrices A1 and
A2. It then outputs their transposed incidence matrices AT

i ∈ {−1, 0, 1}Ei×V ⊆ FEi×V (recall Equation (2))
for i = 1, 2 as generator matrices for the codes C1 := C(AT

1 ) and C2 := C(AT
2 ), respectively.

It is clear that the reduction is efficient and that the output codes have block length m. Moreover, the
incidence matrices A1 and A2 have row rank n−1 by Lemma 2.6, and so the codes C1 and C2 have dimension
n− 1. It remains to show correctness.

Assume that G1 and G2 are isomorphic via an isomorphism π : V → V . Then there exists U ∈ Pn(Fq)
corresponding to the permutation v 7→ π(v) for v ∈ V , P ∈ Pm(F) corresponding to the permutation
e 7→ π(e) for e ∈ E1, and D = diag(d1, . . . , dm) for d1, . . . , dm ∈ {−1, 1} such that DPAT

1 U = AT
2 .

5 It

follows that C1
SP
≈ C2 and C1

L
≈ C2.

Now, assume that C1
L
≈ C2 (which is implied by C1

SP
≈ C2). By Lemma 2.11, this implies that the dual

codes C⊥
1 = C⊥(A1) and C⊥

2 = C⊥(A2) are also linearly equivalent. By Corollary 3.4, it then holds that the
linear matroids M [A1] and M [A2] are isomorphic, which in turn implies that the graphic matroids M(G1)
and M(G2) are isomorphic by Theorem 2.5. Finally, using Theorem 3.1 and the fact that G1 and G2 are
3-connected, we have that G1 and G2 are isomorphic.

Remark 3.6. We make two remarks about Theorem 3.5 and its proof. First, we remark that it is not really
necessary to switch back and forth between considering the codes C1 and C2 and their dual codes in the proof
above. However, working with C1 and C2 directly implies that the corresponding dual matroids of M∗(G1)
and M∗(G2), called the cographic or bond matroids of G1 and G2, are isomorphic instead of that M(G1)
and M(G2) are isomorphic directly. It is not difficult to show both that codes are equivalent and matroids
are isomorphic if their duals are, but we need to use duals either for matroids or codes in order to apply
results from [Oxl11] as they are stated. (The reduction in [DSV09] works with bond matroids instead of
cycle matroids directly when reducing GI to LIP.)

Second, we remark that not only does the proof of Theorem 3.5 work for codes defined over arbitrary
fields, it largely work for codes defined over arbitrary rings. Indeed, the theory of chain groups developed
by Tutte in [Tut71], which underlies this reduction, allows for using rings rather than fields. However, codes
defined over rings (which are modules instead of vectors spaces) are not as nice algebraically and do not
allow for some of what we have done above.

We conclude with the following corollary about reducing Graph Isomorphism on arbitrary graphs to
Linear Code Equivalence.

Corollary 3.7. For any field F, there is a polynomial-time reduction from GI on graphs with n vertices and
m edges to LCEF on codes of dimension n+ 2 and block length m+ 3n.

Proof. Combine the reduction in Lemma 3.2, setting k = 3, with Theorem 3.5.

4 Reductions Between Code Equivalence Variants

In this section we give reductions between variants of the Code Equivalence Problem, which we will use in
the next section.

5Here D fixes inconsistent orientations of edges e ∈ E1 and π(e) ∈ E2 in the incidence matrices A1 and A2.
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4.1 Distance-Increasing Self-Reductions for LCE and PCE

The following lemma says that every permutation σ on the Cartesian product [m]×[n] induces a permutation
σ′ on [m] such that σ′ is a “projection” of σ.

Lemma 4.1. Let m,n ∈ Z+ and let σ ∈ Sym([m] × [n]). Then there exists σ′ ∈ Sym([m]) such that for
every i ∈ [m] there exist j, j′ ∈ [n] such that σ(i, j) = (σ′(i), j′).

Proof. Construct the bipartite graph G = (V = L ⊔R,E), where L = {v1, . . . , vm}, R = {w1, . . . , wm}, and
there is an edge from vi ∈ L to wi′ ∈ R if and only if there exist j, j′ ∈ [n] such that σ(i, j) = (i′, j′).

Notice that to prove the lemma it suffices to show that G contains a perfect matching (where an edge
from vi to wi′ in the perfect matching corresponds to the mapping σ′(i) = i′). We claim that for every S ⊆ L,
|N(S)| ≥ |S|. Assuming this claim, G contains a perfect matching by Hall’s Theorem (see, e.g., [Got21])
and the lemma follows.

It remains to prove the claim. Let S ⊆ L, and suppose that |N(S)| < |S|. Let T := {(i, j) : vi ∈ S, j ∈ [n]}
and T ′ := {(i′, j′) : wi′ ∈ N(S), j′ ∈ [n]}. Then σ(T ) ⊆ T ′, and so |σ(T )| ≤ |T ′| = n |N(S)| < n |S| = |T |.
However, σ is a permutation and hence injective, so |σ(T )| < |T | is a contradiction.

We now get the following theorem, which gives efficient distance-increasing but dimension-preserving
reductions for LCE and PCE.

Theorem 4.2. Let q be a prime power, let r ∈ Z+, let y ∈ (F∗
q)

r, let C1, C2 be [n, k, d]q codes for some
n, k, d ∈ Z+, and let C′

1, C′
2 be the [rn, k, rd]q codes defined by C′

1 := C1 ⊗ y, C′
2 := C2 ⊗ y, respectively. Then:

1. C1
L
≈ C2 if and only if C′

1

L
≈ C′

2.

2. If y = 1r, then C1
P
≈ C2 if and only if C′

1

P
≈ C′

2.

Proof. We first prove the forward direction of the items, in which we assume that C1 and C2 are equivalent.
For Item 1, suppose that M ∈ Mn(Fq) is such that M(C1) = C2. We claim that M ′ := M ⊗ Ir ∈ Mnr(Fq) is
such that M ′(C′

1) = C′
2. Because C′

1 and C′
2 are codes of the same dimension and M ′ is injective, to show that

C′
1

L
≈ C′

2 it suffices to show that for every c′1 ∈ C′
1, M

′c′1 ∈ C′
2. By assumption, such a codeword c′1 = c1 ⊗ y

for some codeword c1 ∈ C1, and moreover c2 := Mc1 ∈ C2. So,

M ′c′1 = (M ⊗ Ir)(c1 ⊗ y) = (Mc1)⊗ (Iry) = c2 ⊗ y ∈ C′
2 ,

where the second equality uses the mixed-product property of Kronecker products. The claim follows. The
forward direction of Item 2 follows from a very similar argument with P ∈ Pn(Fq) and P ′ := P⊗Ir ∈ Pnr(Fq)
in place of M and M ′, respectively.

Now, we prove the backward direction of the items, in which we assume that C′
1 and C′

2 are equivalent.
For Item 1, we have by assumption that there exists M ′ = D′P ′ ∈ Mnr(Fq) such that M ′C′

1 = C′
2 where D′ ∈

Fnr×nr
q is a full-rank diagonal matrix and where P ′ ∈ Pnr(Fq). Then by identifying elements (i, j) ∈ [n]× [r]

with indices (i − 1)r + j ∈ [nr] and applying Lemma 4.1, there exists a submatrix P = (P ′)I,J of P ′ such
that P ∈ Pn(Fq), I := {(i− 1)r + ji : i ∈ [n]}, and J := {(σ(i)− 1)r + j′i : i ∈ [n]} for some permutation
σ ∈ Sn and j1, . . . , jn, j

′
1, . . . , j

′
n ∈ [r]. Let M := (M ′)I,J and note that M ∈ Mn(Fq).

Define the punctured codes

Ĉ1 := {cJ : c ∈ C′
1} , Ĉ2 := {cI : c ∈ C′

2} ,

and notice that M Ĉ1 = Ĉ2, which in particular implies that Ĉ1
L
≈ Ĉ2. Because linear equivalence is a

transitive relation on codes, to show that C1
L
≈ C2, it therefore suffices to show that C1

L
≈ Ĉ1 and C2

L
≈ Ĉ2.

Let D1 := diag(yj′1 , . . . , yj′n) and let D2 := diag(yj1 , . . . , yjn). Then D1C1 = Ĉ1 and D2C2 = Ĉ2, from which

it follows that C1
L
≈ Ĉ1 and C2

L
≈ Ĉ2, as needed.6

6We note that full-rank diagonal matrices such as D1 and D2 are themselves monomial matrices.
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A similar argument to the one above shows that the backward direction of Item 2 holds. It suffices to
run the same argument and note that (1) if M ′ = D′P ′ for D′ = Inr then M = InP for P ∈ Pn(Fq), and

(2) using the assumption that y = 1r, we have that D1 = D2 = In. Indeed, (1) implies that Ĉ1
P
≈ Ĉ2, and

(2) implies that Ĉ1 = C1 and Ĉ2 = C2. The result follows.

The following corollary is immediate.

Corollary 4.3. Let q be a prime power, and let n, k, d, r ∈ Z+. Then there is a poly(n, r, log q)-time
reduction from LCE (respectively, PCE) on [n, k, d]q codes to LCE (respectively, PCE) on [rn, k, rd]q codes.

4.2 A Reduction from LCE to UCE

We next give a reduction from LCEq to PCEq appearing in [SS13b]. The reduction is to map the input codes
Ci for i = 1, 2 to C′

i := Ci ⊗ (a)a∈F∗
q
, which [SS13b] calls the closure of Ci. However, [SS13b] did not include

a correctness proof, so we give one as the proof of Theorem 4.4. In fact, we only prove correctness for one
direction of the reduction since Theorem 4.2 already implies the converse and in fact something stronger;
see Corollary 4.5 below.

Theorem 4.4. Let q be a prime power, let n, k, d ∈ Z+, let y := (a)a∈F∗
q
, let C1, C2 be [n, k, d]q codes, and

let C′
1, C′

2 be the [(q − 1)n, k, (q − 1)d]q codes defined by C′
1 := C1 ⊗ y, C′

2 := C2 ⊗ y, respectively. If C1
L
≈ C2,

then C′
1

P
≈ C′

2.

Proof. For any a ∈ F∗
q , multiplication by a induces a permutation on the elements in F∗

q . Therefore, for
every a ∈ F∗

q , there exists a matrix Qa ∈ Pq−1(Fq) such that

Qay = ay . (3)

Suppose that M = DP ∈ Mn(Fq) for D = diag(a1, . . . , an) and P ∈ Pn(Fq) is such that M(C1) = C2.
Let Q ∈ F(q−1)n×(q−1)n

q be the block diagonal matrix defined as

Q :=


Qa1 0 · · · 0
0 Qa2

· · · 0
...

...
. . .

...
0 0 · · · Qan

 ,

where each Qai is as defined in Equation (3). Let P ′ := Q · (P ⊗ In), and note that P ′ ∈ P(q−1)n(Fq). We
claim that P ′C′

1 = C′
2, which implies the theorem. To prove this, it suffices to show that for every vector

c′1 ∈ C′
1, P

′c′1 ∈ C′
2. By assumption, such a vector c′1 is of the form c′1 = c1 ⊗ y for some c1 ∈ C1, and

c2 := Mc1 is contained in C2.
Then, using the mixed-product property of the Kronecker product several times,

P ′c′1 = Q · (P ⊗ In) · (c1 ⊗ y)

= Q · ((Pc1)⊗ (Iny))

= Q · ((D−1c2)⊗ y)

= Q · (D−1 ⊗ y) · c2
= (In ⊗ y) · c2
= c2 ⊗ y ,

which is contained in C′
2, as needed. The penultimate equality follows from the fact that

Q · (D−1 ⊗ y) =


Qa1(a

−1
1 y) 0 · · · 0
0 Qa2

(a−1
2 y) · · · 0

...
...

. . .
...

0 0 · · · Qan
(a−1

n y)

 = In ⊗ y ,
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where we have used the definition of the matrices Qai from Equation (3).

We now get the following corollary, which says that LCEq efficiently reduces to UCEq. We note that al-
though the reduction is the same as in [SS13b], our result is stronger than the corresponding result in [SS13b],
which says that LCEq efficiently reduces to PCEq instead of UCEq. This strengthening requires Theorem 4.2,
but from that is just an observation.

Corollary 4.5. Let q be a prime power, and let n, k, d ∈ Z+. Then there is a poly(n, q)-time reduction from
LCE on [n, k, d]q codes to UCE on [(q − 1)n, k, (q − 1)d]q codes.

Proof. Let y := (a)a∈F∗
q
. On input generator matrices G1 and G2, the reduction outputs the generator

matrices G′
1 := G1 ⊗ y and G′

2 := G2 ⊗ y. The reduction clearly runs in poly(n, q) time. Furthermore,

if C(G1)
L
≈ C(G2) then C(G′

1)
P
≈ C(G′

2) by Theorem 4.4, and if C(G′
1)

L
≈ C(G′

2) then C(G1)
L
≈ C(G2) by

Theorem 4.2, Item 1.

5 From Codes to Lattices

In this section, we give a simple, efficient reduction from the Signed Permutation Code Equivalence Problem
on prime fields Fp (SPCEp) with sufficiently large minimum distance to the Lattice Isomorphism Problem
(LIP). Using reductions from the previous sections, this also yields an efficient reduction from LCEp to LIP.
We again note that the p = 2 case of this reduction is due to Regev [Reg14].

Theorem 5.1. Let p be a prime and let n ∈ Z+. There is a poly(n, log p)-time reduction from SPCEp on
codes with block length n and minimum distance at least p2 + 1 to LIP on lattices of rank n.

Proof. On input generator matrices G1 and G2, the reduction outputs bases of L1 := LA(C1) and L2 :=
LA(C2), where C1 := C(G1) and C2 := C(G2). It is efficient to compute bases of L1 and L2. Indeed, they have
respective generating sets (G1 | pIn) and (G2 | pIn), and these can be converted into bases by computing
their Hermite Normal Formal in poly(n, log p) time (see, e.g., [MG02]).

It remains to show correctness. First, suppose that C1
SP
≈ C2, and that SC1 = C2 for S ∈ SPn. We then

get that SL1 = S(C1 + pZn) = C2 + pZn = L2.
Now, suppose that L1 and L2 are isomorphic, and that OL1 = L2 for O ∈ On. By Lemma 2.1 we have

that ±pei ∈ L1 and ±pei ∈ L2 for all i ∈ [n], and, using the assumption that C1 and C2 each have minimum
distance at least p2 + 1, that all other non-zero vectors in L1 and L2 have norm greater than p. Because
multiplication by O is norm-preserving (and in particular O is non-singular), it follows that for every i ∈ [n],
O(pei) = ±pej for some j, and that O(pei) ̸= O(±pei′) for i ̸= i′. This implies that O ∈ SPn(R).

Let S ∈ SPn(Fp) be the signed permutation matrix obtained fromO by mapping the elements−1, 0, 1 ∈ Z
to the elements −1, 0, 1 ∈ Fp entry-wise in the natural way. We claim that SC1 = C2. Indeed, for every
x ∈ C1 we have that Ox ∈ L2, Sx = Ox mod pZn,7 and C2 = L2 mod pZn. So, Sx ∈ C2 as needed.

We now get the following corollary, which is our main result relating the complexity of (Linear) Code
Equivalence and the Lattice Isomorphism Problem.

Corollary 5.2. Let p be a prime, and let n, k ∈ Z+. Then there is a poly(n, p)-time reduction from LCEp

on [n, k]p codes to LIP on lattices of rank R, where R := 5n if p = 2 and R := (p−1)(p+2)n = (p2+p−2)n
for p > 2.

Proof. If p = 2, apply Corollary 4.3 with r := 5 to reduce LCE2 on [n, k]2 codes to LCE2 on [5n, k, 5]2 codes,
and then reduce to LIP using Theorem 5.1 (where we note that 5 > p2 and that LCE2 = SPCE2).

If p > 2, first apply Corollary 4.3 with r := p + 2 to reduce LCEp on [n, k]p codes to LCEp on [(p +
2)n, k, p + 2]p codes. Second, apply Corollary 4.5 to reduce these LCEp instances to UCEp instances on

7We interpret mod pZn as a map from Zn to Fn
p , and note that y mod pZn is equivalent to applying the mod p operation

coordinate-wise to y.
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[dn, k, d]p codes, where d := (p − 1)(p + 2) = p2 + p − 2 > p2. Third, apply Lemma 2.10 to reduce these
UCEp instances to SPCEp instances on [dn, k, d]p codes. Finally, apply Theorem 5.1 to reduce these SPCEp

instances to LIP on lattices of rank R = dn.

5.1 Examples Showing Non-Reductions

We conclude this section with examples showing non-reductions. Specifically, we show that the simple
“Construction-A” reduction in Theorem 5.1 does not (directly) work as a reduction from either of PCEp of
LCEp to Lattice Isomorphism, which motivates reducing from SPCEp instead.

We first show that the reduction does not work for PCEp. Let C1, C2 ⊂ F10
3 be the dimension-1 codes

with generator matrices G1 :=

(
1
1

)
⊗ 15 and G2 :=

(
1
−1

)
⊗ 15, respectively. Then C1, C2 have minimum

distance greater than 9, C1 ̸
P
≈ C2, and LA(C1) is isomorphic to LA(C2).

We now show that the reduction does not work for LCEp. Let C1, C2 ⊂ F26
5 be the dimension-1 codes

with generator matrices G1 :=

(
1
1

)
⊗ 113 and G2 :=

(
1
2

)
⊗ 113, respectively. Then C1, C2 have minimum

distance greater than 25, C1
L
≈ C2, and LA(C1) is not isomorphic to LA(C2).

6 Isomorphism Problems on Matroids and their Connection to
Code Equivalence

In this section, we discuss connections between isomorphism problems on matroids and their connections
to code equivalence. We focus on the (dis)similarities between the Linear Matroid Isomorphism (defined
formally below) and Code Equivalence.

In Section 3, we used results about when graphic and linear matroids were isomorphic in our main
reduction, but we did not study the corresponding computational problems in their own right. We now
define these problems, more or less following the definitions given in [RS11].

Definition 6.1 (Graphic Matroid Isomorphism). The Graphic Matroid Isomorphism (GMI) Problem is
defined as follows. Given two graphs G1 = (V,E1) and G = (V,E2) as input, decide whether M(G1) is
isomorphic to M(G2).

Definition 6.2 (Linear Matroid Isomorphism). For a field F, the Linear Matroid Isomorphism Problem
(LMIF) is defined as follows. Give two matrices A1, A2 ∈ Fk×n for some k, n ∈ Z+, decide whether M [A1] is
isomorphic to M [A2].

First, we note that combining Theorem 3.1 and Lemma 3.2 yields a reduction from Graph Isomorphism to
Graphic Matroid Isomorphism. (We emphasize that without the 3-connectedness assumption in Theorem 3.1,
it is not true that two graphs need be isomorphic if their corresponding graphic matroids are.) Second, we
note that Theorem 2.5 gives a reduction from GMI to LMIF for any field F. Combining these results implies
that GMI and LMIF over any field F are GI-hard. In what follows, we discuss the complexity of LMI itself
and its connection to code equivalence.

6.1 The relationship between CE and LMI

The definition of a linear matroid M [A] from a matrix A is similar to the parity-check definition of a code
C⊥(A), and so it is natural to ask how the two objects are related. More specifically, it is natural to ask how
CE and LMI are related.

Question 6.3. Let A1 and A2 be matrices. What is the relationship between the codes C⊥(A1) and C⊥(A2)
being equivalent and the linear matroids M [A1] and M [A2] being isomorphic?
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To make this question precise, we need to specify what variant of code equivalence we mean and what
field F we are working over. However, it is interesting for essentially any choices of these things.

Equivalent matroid representations. Oxley [Oxl11, Chapter 6.3] defines two representations A and
A′ of a linear matroid to be projectively equivalent if there exist an invertible matrix U and a non-singular
diagonal matrix D such that UAD = A′. He defines two representations to be equivalent if it is possible
to apply a field automorphism to each entry in UAD for such U and D to obtain A′ (the same field
automorphism is applied to each entry). We note that projective equivalence is stronger than equivalence.
(In fact, Oxley defines both terms in terms of applying a sequence of operations, but then proves that these
definitions are equivalent to the descriptions given above in [Oxl11, Propositions 6.3.12 and 6.3.13]; we stated
Proposition 6.3.12 as Theorem 3.3 in the previous section.)

Relating equivalent representations and equivalent codes. We note the close correspondence be-
tween projective equivalence (respectively, equivalence) of matroid representations and linear equivalence
(respectively, semi-linear equivalence) of codes. Indeed, the only difference is that there is no permutation
matrix in the definition of (projective) equivalence, i.e., (projectively) equivalent representations generate
the same matroid, not just isomorphic matroids. However, if we extend the definitions in the natural way
to isomorphisms, we recover the definitions of linear and semi-linear code equivalence.

Define two linear matroids M1 and M2 represented by matrices A1 and A2 to be linearly isomorphic if
there exists a matrix A′

1 such that (1) A1 and A′
1 are projectively equivalent representations of M1, and (2)

A′
1P = A2 for a permutation matrix P . Define M1 and M2 to be semi-linearly isomorphic in the same way,

but with “projectively equivalent” replaced with “equivalent” in condition (1). Then M [A1] and M [A2] are
linearly isomorphic (respectively, semi-linearly isomorphic) if and only if C⊥(A1) and C⊥(A2) are linearly
equivalent (respectively, semi-linearly equivalent). In fact, we already formalized the linear equivalence part
of this in Theorem 3.3 and Corollary 3.4 in the previous section but without phrasing it this way.

6.2 Known Hardness of LMI

Oxley and Welsh [OW02] use a result by Khachiyan [Kha95], which proves NP-hardness of a problem he
calls Linear Degeneracy. The problem is to decide whether every size-k subset of n rational input points in
k dimensions is linearly independent. Specifically, [OW02] notes that this result implies that it is coNP-hard
to decide whether the linear matroid generated by M [A] for a (single) matrix A ∈ Qk×n is isomorphic the
the uniform matroid Uk,n (i.e., the matroid on a ground set of size n whose bases are all subsets of size
k).8 They call the problem of checking whether a linear matroid is isomorphic to Uk,n the Uniform Matroid
Isomorphism Problem.

The work of Rao and Sarma. In [RS11], Rao and Sarma formally define computational problems on
matroids and study the complexity of these problems. In particular, they define and study LMI. As part
of they work, they note that it is possible to represent Uk,n over any field with at least n elements using
a Vandermonde matrix, which implies that Uniform Matroid Isomorphism is efficiently reducible to Linear
Matroid Isomorphism over such fields. Combining this with [OW02], this implies that LMIQ is coNP-hard.

However, [RS11] also claims more. In its abstract, [RS11] claims that LMI is coNP-hard over “polyno-
mially growing fields,” and discussion in the paper seems to imply that LMI is coNP-hard on all fields with
at least n non-zero elements. (The relevant theorem statement in their work, [RS11, Proposition 3.4], just
claims that “LMI is coNP-hard” without explicitly specifying for which fields or giving a proof past the
discussion above.)

In fact, the key result in [Kha95] on which [OW02, RS11] rely, is stated only for infinite fields (specifically,
for the rationals). So, the coNP-hardness proof for LMI over finite fields in [RS11] at a minimum contains a
gap (we thank Raghavendra Rao for confirming this [Rao24]). It appears to be wrong for fields of polynomial
order, but likely to be correct for prime fields of sufficiently large exponential order.

8In fact, they state their result as showing NP-hardness rather than coNP-hardness, presumably under Turing reductions.
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The hardness reduction in [Kha95] is a reduction from Subset Sum over the integers, to Linear Degeneracy
over the rational numbers (the output Linear Degeneracy instance is in fact integral). However, the reduction
seems likely to work more generally as a reduction from Subset Sum over fields F of size at least roughly n
(where n is the number of values in the Subset Sum instance) to Linear Degeneracy over F.

Subset Sum is in fact still NP-hard on prime fields Fp of sufficiently large exponential order (fields of order
2Ω(nc) for some constant c > 0). One can see this by upper bounding the (largest possible) values output by
the standard reduction from 3-SAT to Subset Sum, and then choosing p to be larger than their sum. This
ensures that there is no “wrap-around,” i.e., subset sums of values are valid over Fp if and only if they are
valid over the integers. On the other hand, Subset Sum is polynomial-time solvable over fields of polynomial
order by using a dynamic programming algorithm similar to the one for knapsack on bounded-weight items.
So, Khachiyan’s reduction only proves vacuous hardness over such fields, and therefore Rao and Sarma’s
claim about coNP-hardness of LMI over such fields is incorrect.

6.3 A Complexity Discrepancy Between LCE and LMI

Assuming that the coNP-hardness reduction in [RS11] does work for prime fields of order p = 2O(nc), this
shows a gap between the hardness of LMI and LCE over Fp. Indeed, LCEp for such p is clearly in NP, and
is in coAM using a slight variant of a protocol introduced by Petrank and Roth [PR97] (see below). From
this it follows that LCEp is not NP-hard or coNP-hard unless the polynomial hierarchy collapses.

The coAM protocol for LCEq is as follows (q need not be a prime). On input generator matrices G1, G2 ∈
Fn×k
q , Arthur samples a uniformly random bit b ∼ {0, 1}, uniformly random M ∼ Mn(Fq), and uniformly

random U ∼ GLk(Fq). He then sends MGbU to Merlin, and asks what b is. The protocol in [PR97] uses
the same idea, but is for PCE. This protocol only runs in polynomial time for LCE over finite fields Fq with
log q = poly(n), and does not work for LCE over infinite fields.
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