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Abstract. The Module-NTRU problem, introduced by Cheon, Kim,
Kim, Son (IACR ePrint 2019/1468), and Chuengsatiansup, Prest, Stehlé,
Wallet, Xagawa (ASIACCS ’20), generalizes the versatile NTRU assump-
tion. One of its main advantages lies in its ability to offer greater flexibil-
ity on parameters, such as the underlying ring dimension. In this work,
we present several lattice-based encryption schemes, which are IND-CPA
(or OW-CPA) secure in the standard model based on the Module-NTRU
and Module-LWE problems. Leveraging the Fujisaki-Okamoto transfor-
mations, one can obtain IND-CCA secure key encapsulation schemes.
Our first encryption scheme is based on the Module-NTRU assumption,
which uses the determinant of the secret matrix over the underlying ring
for the decryption. Our second scheme is an analogue to the Module-LWE
encryption scheme, but uses only a matrix as the public key, based on a
vectorial variant of the Module-NTRU problem. In the end, we conduct
a comprehensive analysis of known attacks and propose concrete param-
eters for the instantiations. In particular, our ciphertext size is about 614
(resp. 1228) bytes for NIST Level 1 (resp. Level 5) security and small
decryption failure, placing it on par with the most recent schemes such as
the one proposed by Zhang, Feng and Yan (ASIACRYPT ’23). We also
present several competitive parameters for NIST Level 3, which has a ci-
phertext size of 921 bytes. Moreover, our schemes do not require specific
codes for plaintext encoding and decoding.

Keywords: Lattice-based cryptography; Encryption; Encapsulation; Module-
NTRU problem.

1 Introduction

As quantum technology progresses, current public key cryptosystems, such as
RSA, become vulnerable due to Shor’s algorithm [Sho97]. Cryptosystems built
from lattices have attracted considerable research interests as they are believed
to be quantum-resistant. As evidence, many promising candidates in the recent



NIST Post-Quantum Cryptography Standardization (PQC) process [NIS16] are
grounded in lattice-based approaches, including three standardized schemes Ky-
ber [SAB+22], Dilithium [LDK+22] and Falcon [PFH+22].

Lattice-based cryptosystems have their security relying on the presumed in-
tractability of computational problems on high-dimensional Euclidean lattices.
Fundamental average-case problems in lattice-based cryptography include the
Short Integer Solution problem (SIS) [Ajt96,MR04], the Learning with Errors
problem (LWE) [Reg05] and the NTRU problem [HPS98,HHP+03].

For efficiency, many practical lattice-based cryptosystems are based on as-
sumptions on structured lattices such as the Ring-LWE [LPR10,SSTX09], Ring-
SIS [Mic02,PR07] and NTRU. Notably, all of the aforementioned schemes Kyber,
Falcon and Dilithium used such algebraic structures over some underlying rings.
Several popular choices of the underlying rings include: (1) ring R = Z[x]/(xn±1)
for power of two n, which is used in Kyber [SAB+22], Falcon [PFH+22] and
Dilithium [LDK+22]. (2) R = Z[x]/(xp − 1) and R = Z[x]/(xp − x − 1) for
prime p, which is used in NTRU [CDH+20] and NTRU Prime [BCLv17,BBC+20]
respectively. (3) R = Z[x]/(xn − xn/2 + 1), namely the NTTRU ring used
in [LS19,DHK+23]. Our work focuses on this research area, using the module
structure, to construct encryption schemes based on Module-NTRU problems.

1.1 Previous and related work

Introduced in the pioneering work of Hoffstein, Pipher and Silverman [HPS98],
the NTRU problem asks: input a polynomial h in ring Rq = Zq[x]/(P (x)), find
two polynomials f, g ∈ Rq with small magnitudes such that h ≡ g/f (mod q)
given the promise that such polynomials exist. Usually, the polynomials f, g are
related to the secret keys of the cryptosystem. Since its invention, the NTRU
problem has been widely used in cryptographic constructions such as encryption,
signature and many others [HHP+03,DDLL13,DLP14]. Notably, the presumed
hardness of the NTRU problem underlies the security of Falcon [PFH+22], a
selected algorithm in the NIST PQC standardization process; NTRU [CDH+20],
a Round 3 finalist; and NTRU Prime [BCLv17,BBC+20], an alternate Round
3 candidate. It is therefore evident that NTRU is an attractive foundation that
plays an important role in constructing post-quantum schemes.

As discussed, there are several popular choices for the underlying rings in
lattice-based cryptography with algebraic structure. For a native support of the
number theoretic transform (NTT), it is often preferred to use power-of-two cy-
clotomic rings [LZ22,LS19,DHK+23]. This is the case used in the NIST’s stan-
dardized schemes such as Falcon. From a practical point of view, a drawback
of this option is that the powers of two are sparse and therefore the security
levels/parameters are widely separated. More specifically, considering a scenario
where the cryptosystem’s security level needs to be increased slightly. It is pos-
sible that the updated instantiation requires the ring dimension to be doubled.
Indeed, this problem has been stressed in [LPR13]: “powers of two are sparsely
distributed, and the desired concrete security level for an application may call for
a ring dimension much smaller than the next-largest power of two”. This could
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result in a severe loss in efficiency and overkill in term of the obtained security
level. This can be reflected in the choice of parameters in Falcon [PFH+22].
With ring dimension n = 512, Falcon-512 has a signature size of 666 bytes
with a classic forgery security of 120 bits. The other parameter doubles the ring
dimension to n = 1024, which has a signature size of 1280 bytes with a classic
forgery security of 277 bits. Thus for power-of-two rings, there is a potential
discontinuity in the parameter search for the intermediate levels.

An ingenious solution to address this problem is to use algebraically struc-
tured lattices of larger module rank and smaller ring dimensions. For the case of
LWE, the Module Learning with Errors problem (Module-LWE) has been pro-
posed [BGV12,LS15] to address such issue by interpolating between LWE and
Ring-LWE. As a by-product, a smaller ring dimension n may also offer a wider
range for the choices of modulus q, as an NTT-friendly ring typically requires
some divisibility condition between the two. An additional benefit is that the
lattice is less algebraically structured, thus potentially leveraging against future
algebraic attacks. Yet, it has been shown that the Module-LWE problem reduces
to the Ring-LWE problem with an appropriate change of parameters [AD17].

Recently, a module variant of the NTRU problem known as the Module-
NTRU assumption (MNTRU) [CKKS19,CPS+20], has been proposed. The MNTRU
problem constructs the public key h ≡ F−1 · g (mod q), where h,g are vec-
tors in Rk

q and F is an invertible matrix of dimension k over Rq. Analogue
to NTRU, the elements in F,g are small for the problem to be well-defined.
When k = 1, the Module-NTRU problem reduces to the NTRU problem. The
work [CKKS19,CPS+20] constructed trapdoors and hash-and-sign signatures us-
ing the MNTRU assumption.

In comparison to the Module-LWE problem, (relative) less is known about the
average-case hardness of the Module-NTRU problem. The difficulty of showing
such a reduction may stem from the difficulty of proving the average-case hard-
ness of NTRU itself. For parameters in the statistical regime, it has been shown
that [SS11]: when the support of f, g are sufficiently large, the distribution of
h ≡ f/g (mod q) is statistically close to the uniform distribution over the set of
invertible elements. A similar argument (i.e., uniformity of the key) can be used
for the Module-NTRU case, as shown in [CPS+20]. On the pseudo-randomness
side, Pellet-Mary and Stehlé [PS21] demonstrated an efficient reduction from
the worst-case approximate shortest vector problem over ideal lattices to the
decisional NTRU problem (see also [FPS22] for progress on this). Note that,
the practical parameters of NTRU do not satisfy the full conditions in these
reductions. Yet, the NTRU assumption with conventional parameters remains
essentially unbroken after several decades of cryptanalysis.

Another interesting approach is to consider alternative rings, rather than
power-of-two cyclotomics. There are generally two approaches in this category:
using more diversified rings with Karatsuba/Toom-Cook multiplication, and us-
ing NTT-friendly rings (but not necessarily power-of-two) with NTT multiplica-
tion. The NIST PQC submissions NTRU [CDH+20] and NTRU Prime [BCLv17,BBC+20]
are examples of the first type which used the rings R = Z[x]/(xp − 1) and
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R = Z[x]/(xp − x− 1) for prime p, respectively. This approach does not restrict
to NTT-friendly rings/modulus and thus greatly expands the range of choices
for the parameters. A second approach is to explore a wider choice of NTT-
friendly rings. The NTTRU ring [LS19,DHK+23] used such approach over the
ring R = Z[x]/(xn−xn/2 +1), where n is a product of power-of-two and power-
of-three. This also considerably expands the parameter selection ranges. For a
summary of the NTT-friendly rings, we refer to the survey [LZ22].

Given the above discussion, it appears that there is a dilemma between the
choice of the best flexibility on parameters and the best NTT-friendly feature of
the rings/modulus for NTRU. This is also observed in [LS19] which states that:
“One of the possible reasons that NTT-based NTRU has not been proposed as a
candidate is that NTT is most efficient over rings whose dimension is a power of
2 – i.e. rings of the form Z[x]/(xd±1) where d is a power of 2”. Indeed, based on
the current cryptanalysis [APS15], an NTRU-based encryption requires the ring
dimension to be about 700− 800 for the NIST Level 1 security. Our work aims
to tackle this problem, using the module lattices of higher rank, to construct
compact encryption scheme based on Module-NTRU problems.

A recent work on NTRU-based encryption provided a different solution [ZFY23],
using an interesting encoding/decoding technique from [ADPS16,PG14]. They
proposed to embed the message into higher bits of the ciphertext as c = hr +
e+ p−1m (mod q) where p denotes the plaintext modulus. Instead of using the
usual p = 2, they choose to use p = 1−xn/k corresponding to a repetition code.
With such two changes, the decryption failure can be neatly managed and they
were able to achieve NIST Level 1 security using ring dimension n = 512.

Our construction of Section 4 used a vectorial variant of the Module-NTRU
problem. This assumption has been used in constructing the signature schemes
in [BBJ+22]. In an independent and concurrent work [Gär23], this assumption is
defined as the NTWE problem (a combination of NTRU and LWE) and has been
used to construct encryption schemes4. Our construction of Section 4 follows
the same idea of the encryption schemes of [Gär23], but with different message
embedding and parameter selections.

1.2 Contributions

In this work, we present two lattice-based encryption schemes that aim to lever-
age the Module-NTRU problem [CKKS19,CPS+20] and its variants for better
flexibility on the parameter choices. Our first encryption scheme, based on the
Module-NTRU problem, uses the determinant of the secret matrix in decryption.
Our second scheme is conceptually similar to a Module-LWE based encryption,
which is based on a vectorial variant of the Module-NTRU assumption. Our
second scheme offers competitive ciphertext and public key size which is on par
with the most recent schemes such as [ZFY23], while the ciphertext and public
key size of our first scheme is larger due to a larger modulus.

4 We thank Joel Gärtner for pointing out his work.
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Following the key generation of Module-NTRU [CKKS19,CPS+20], our first
scheme (Section 3) begins with sampling a small invertible matrix F in Rk×k

q

and a small vector g ∈ Rk
q . The public key h is computed from h := F−1 g

(mod q) and secret key is set to be det(F). A message m is encrypted as c :=
phT r + p e + m (mod q) where r, e are some small randomness. The receiver
recovers the plaintext m by computing c ·det(F) (mod p). To see the decryption
works, one uses the fact that adjF · F = det(F) · I and note that decryption is
c ·det(F) = p (gT ·adj(F)T ·r+ φ ·m)+m (mod q) for some small φ. Therefore,
the decryption works as long as the components g, r,adjF, φ are small. We
show that the scheme is IND-CPA (resp. OW-CPA) secure from the decisional
Module-NTRU and decisional (resp. search) Module-LWE problems.

The idea of using the determinant in the construction has already been used
in [CPS+20] to complete the trapdoor. But it appears to be the first time of
being used in the decryption procedure directly. Note that a nice feature of this
scheme is that the ciphertext c is a single ring element in Rq (instead of a vector),
while the security boils down to the module rank (times ring dimension). On the
other hand, the decryption error is multiplicative w.r.t the module rank due to
matrix adjF and thus could lead to a larger modulus. This motivates our second
encryption scheme, whose decryption noise is additively w.r.t module rank.

Our second encryption scheme (Section 4) is analogue to a Module-LWE
based encryption, and is based on a vectorial variant of the Module-NTRU as-
sumption. This scheme begins with sampling two small vectors f = {fi}i,g =
{gi}i ∈ Rk

q . The public key H = {hij}ij is constructed in the following way:
first sample uniform hij ←$ Rq for j > 1 and set hi1 := (gi −

∑k
j=2 hijfj)/f1

(mod q) for 1 ≤ i ≤ n. The secret key is f ∈ Rk
q and public key is H ∈ Rk×k

q .
Note that the construction implies Hf = g (mod q), which has a similar form as
the NTRU key but with a matrix H. The message m = (0, · · · , 0,m) is encrypted
as c := pHT r + p e + m (mod q), where r, e are some small random vectors.
The receiver can recover the plaintext by computing cT f (mod p). To see the
decryption works, one checks that cT f = p rT g+p eT f +mT f (mod q). So the
decryption is correct as long as the vectors g, f , r, e are small. The decryption
error is increased additively w.r.t the module rank k.

We prove that the schemes in Section 3 and 4 are IND-CPA (resp. OW-CPA)
secure from the decisional Module-NTRU and decisional (resp. search) Module-
LWE problems. By employing standard Fujisaki-Okamoto transformations, our
IND-CPA PKE scheme (or OW-CPA PKE) scheme can be turned into IND-CCA
secure KEM schemes in the ROM (or QROM) model.

In Section 5, we propose concrete parameters and security analysis for the
instantiations of both schemes. To further leverage the flexibility for choosing
parameters, we consider two NTT-friendly rings: cyclotomic power-of-two rings
of the form Rq = Zq[x]/(x

n + 1) and NTTRU rings [LS19] of the form Rq =
Zq[x]/(x

n − xn/2 + 1). The modulus q and ring dimension n are chosen such
that all the parameters are NTT-friendly. The instantiation of these schemes
appears to be competitive with the current state of the art. In particular, the
second scheme offers a ciphertext size of 614 (resp. 1228) bytes for NIST Level 1
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(resp. Level 5) security and admits a small decryption failure, placing it on par
with the most recent NTRU-based scheme such as [ZFY23]. Moreover, it leads
smallest parameters for NIST Level 3 security (ciphertext 921 bytes), which does
not seem to be commonly available in the previous NTT-friendly setup. A quick
comparison to existing schemes is given in Table 1, where our full parameters
are presented in Section 5.

1.3 Discussion and comparison

Dim. Rank q Dec. δ CT PK BKZ-β Estimate

Kyber-512 256 2 3329 2−139 768 800 (406, 413) (107, 151)
NEV-512 512 2 769 2−138 614 614 413 141
NEV′-512 512 2 769 2−200 614 614 426 145
ntru-hps-2048677 677 2 2048 0 931 931 (483, 496) (144, 205)
ntru-hrss-701 701 2 8192 0 1138 1138 (448, 470) (134, 195)
sntrup653 653 2 4621 0 897 994 n/a (117, 219)
I in Table 2a 256 3 769 2−131 614 646 404 144

Kyber-768 256 3 3329 2−164 1088 1184 (626, 637) (166, 215)
ntru-hps-4096821 821 2 4096 0 1230 1230 612 (178, 253)
NTTRU 768 2 7681 2−1217 1248 1248 n/a 183
sntrup857 857 2 5167 0 1184 1322 n/a (159, 300)
II(b) in Table 2a 256 4 1153 2−129 921 953 638 210

Kyber-1024 256 4 3329 2−174 1568 1568 (878, 894) (232, 287)
NEV-1024 1024 2 769 2−152 1228 1228 929 281
NEV′-1024 1024 2 769 2−200 1228 1228 953 292
sntrup1013 1013 2 7177 0 1455 1623 n/a (190, 384)
III(b) in Table 2a 256 5 769 2−131 1228 1260 895 282

Table 1: Comparison to the parameters of existing work including schemes:
Kyber [SAB+22], NEV [ZFY23], NTRU [CDH+20], Streamlined NTRU
Prime [BBC+20] and NTTRU [LS19]. The schemes are listed in alphabetical or-
der, and roughly categorized in three groups in terms of the BKZ-β & Estimate
size. For Kyber [SAB+22], we take the estimates from their Table 4. For NTTRU,
we use the parameters presented in [LS19,DHK+23]. For NTRU [CDH+20],
we cited the three schemes “ntru-hrss-701”, “ntru-hps-2048677” and “ntru-hps-
4096821”. For NTRU Prime [BBC+20], we listed their three streamlined schemes
“sntrup653”, “sntrup857” and “sntrup1013”.

In Table 1, we compare our parameters to the state-of-the-art parameters for
lattice-based encryption schemes, including Kyber, NEV, NTRU, NTRU Prime
and NTTRU. We describe the notations in the table. The column “Dim.” de-
notes the underlying ring dimension used by the scheme and the column “Rank”
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denotes the module rank. For problems defined over a ring NTRU, we denote
rank equals 2. The column “q” denotes the ciphertext modulus. The column
“Dec. δ” denotes the decryption failure probability, and we write 0 if the system
is designed to be deterministically correct. The columns “CT” and “PK” record
the ciphertext and public key size in bytes, respectively. The column “BKZ-β”
records the BKZ blocksize required to break the scheme, and the last column
“Estimate” denotes the cryptanalysis estimate given by the scheme: as different
schemes derive their parameters using different approaches, with different models
of computation, strategies used in lattice attacks, quantum-versus-classic esti-
mates (note that the NIST defines the security level in either quantum gates
or classic gates). In addition, these estimates are sometimes presented using the
core-SVP approach, which is potentially more conservative than counting the
estimated gates. It would be inconclusive to compare their precise security in
our table given the current status. Thus we decided to cite a range of estimates
(instead of a fixed value) given in their original paper. For example, the BKZ-β
range (406, 413) for Kyber-512 is from the [SAB+22], where the 406 is derived
using the Core-SVP approach and the 413 is derived using the refined estimate
described in [SAB+22, Table 4]. For certain schemes such as NTRU [CDH+20],
one could see that the range given is a large interval – this is because different
sieving models or core-estimate has been used. As a summary, we prefer to pre-
serve the authors’ own estimation, rather than re-estimating them, because we
believe the authors understand their own methods better. Therefore, the column
“Estimate” should not be solely considered as the NIST security levels. For com-
parison purposes, it is perhaps better to use the column BKZ-β, which can be
observed to be more stable across different schemes.

In this table, we select several parameters from our schemes in Table 2a that
are most competitive. In particular, they admit a ciphertext size of 614, 921,
and 1228 bytes, which roughly correspond to NIST security Level 1, 3 and 5. All
the schemes admit a small decryption failure ≈ 2−128. Additionally, their size is
comparable to the most recent NTRU-based schemes such as [ZFY23]. Moreover,
our scheme does not require any specific encoding and decoding, although it is
possible to add such features for further improvement.

Finally, we discuss and compare a few recent work that follows a similar line
of research as our work. First, the NTTRU ring [LS19,DHK+23] was proposed
for the same purpose, which enables better flexibility on the parameters and
is NTT-friendly. Our work aims to achieve the same goal and our schemes are
compatible with such rings. In fact, our parameters in Section 5 are instantiated
for both power-of-two and NTTRU rings. Moreover, our work partly answers an
open question given in [LS19], that is: “And unlike schemes based on generalized
LWE (like Kyber) that are able to use a public key consisting of a matrix of
smaller-degree power-of-2 rings without increasing the public key size, this ap-
proach does not work for NTRU.” Indeed, the public key H in our second scheme
of Subsection 4.1 is (partly) truly random. Thus one can use a random seed to
generate the first k − 1 column of the public key matrix H and then send the
last column which is a vector of k ring elements. Secondly, we note that the
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work [CPS+20, Section 5] has also proposed an encryption scheme based on the
Module-NTRU problem. This scheme is somewhat similar to our first scheme in
Section 3. Note that its public key has the form of H = pF−1G (mod q) where
the public key is matrix H while our public is a vector. Thus our decryption
procedure is simpler. Finally, the work [ZFY23] finds some NIST Level 1 secu-
rity parameters using ring dimension n = 512, using some encoding/decoding
technique. Comparably, our scheme does not require any encoding/decoding and
our parameters are on par with the parameters proposed in [ZFY23].

2 Preliminaries

We give the notations and definitions used in this paper. Let q be a positive
integer modulus. Let Zq denote the set of all integers modulo q. We use a balanced
representation where the set Zq is (− q

2 ,
q
2 ] when q is even and [−⌊ q2⌋, ⌊

q
2⌋] when q

is odd. We let R and Rq denote the quotient rings Z[x]/(P (x)) and Zq[x]/(P (x))
respectively for some polynomial P (x). An element f in R or Rq is written as
f =

∑n−1
i=0 fix

i where fi’s are the coefficients.
We represent vectors with bold lowercase letters. By default, a vector is in

column form unless mentioned otherwise. A vector v of length n has entries
(v1, . . . , vn)

T . Given a vector v, we denote by vT its transposed row vector. A
zero vector is denoted as 0. The coefficient vector of a ring element f is denoted
as f . Abusing notation, we sometimes identify a ring element in R (or Rq) with
its coefficient vector, which will be made clear from the context. The ℓ∞ and ℓ2
norm of a ring element f is defined to be the corresponding norm of its coefficient
vector. We denote matrices with bold uppercase letters such as A. The i-th row
of a matrix A is denoted as Ai. The element in the i-th row and j-th column
of a matrix A is denoted as Aij . For i ≤ j, the submatrix consisting of the i-th
row to the j-th row (inclusive) of a matrix A is denoted as Ai:j .

Let f be a function where f : N → (0, 1]. We say f is negligible (e.g., negl)
if for all positive polynomials p(·) there exists a positive integer N such that
f(n) < 1

p(n) for all n > N . We say a function g(n) is overwhelming if 1− g(n) is
negligible. These functions are usually defined w.r.t the security parameter λ.

For n ≥ 1 and r > 0, we let Vn(r) denote the volume of the n-dim ball
of radius r. We let vn denote the volume of an n-dimensional unit ball where
vn ≈ (2πe/n)

n/2
/
√
nπ. For integer n ≥ 1 denote by [n] the set {0, . . . , n − 1}.

We denote by logb the logarithm of base b and log the natural logarithm.

2.1 Probability Distribution

Given a distribution D, we let Supp(D) denote its support. Let S be a finite
set. We denote US the uniform distribution on S. For example, URq denotes
the uniform distribution on the set Zq[x]/(P (x)). Let D be a distribution over
S. We denote by x ←$ D the process of sampling x ∈ X according to the
distribution D. By notation abuse, we identify the random variable associated
with the output of the sampling algorithm. When the distribution D is uniform,
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we use the shortcut notation x ←$ S. In this work, we often consider sampling
the coefficients of a polynomial f from a certain distribution D. We use f ←$ D
to denote that the coefficients of f are sampled independently from D. We say
a distribution D is B-bounded for a real number B > 0 if the Prs←$D[∥x∥ ≤
B] is overwhelming for some norm ∥·∥ that will be made clear in the context.
Let f : X → R be a non-negative function, then for all countable Y ⊆ X, we
define f(Y ) =

∑
y∈Y f(y) ∈ [0,+∞].

We will use several standard distributions in this work. The centered binomial
distribution with parameter η ∈ Z is defined as Bη = {

∑η−1
i=0 (ai − bi), ∀ai, bi ←$

{0, 1}}. Its density Bη(x) =
(

2η
η+x

)
/22η where x ∈ [−η, η]. The ternary distribu-

tion Tσ where σ ∈ (0, 1/2) has support {−1, 0, 1}, and density Pr[X = −1] =
Pr[X = 1] = σ and Pr[X = 0] = 1 − 2σ. For any vector c ∈ Rn and any
real σ > 0, the spherical Gaussian function with deviation parameter σ and
center c is ρσ,c(x) = exp(−π∥x − c∥2/σ2). The spherical Gaussian distribution
has density Dσ,c(x) = ρσ,c(x)/σ

n. When c = 0, we may omit the subscript c.
To quantify similarities between distributions, we consider the notion of sta-

tistical distance and Rényi divergence.

Definition 2.1. Let P,Q be two discrete probability distributions with density
p, q. The statistical distance between P and Q is defined as

∆(P,Q) =
1

2

∑
x∈Supp(P )∪Supp(Q)

|p(x)− q(x)|.

Definition 2.2. Let P,Q be two discrete probability distributions and Supp(P ) ⊆
Supp(Q). Let a ∈ (1,+∞). We define the Rényi divergence of order a by

Ra(P∥Q) =

 ∑
x∈Supp(P )

P (x)a

Q(x)a−1

 1
a−1

.

We will use the following preservation and data processing properties.

Lemma 2.3 (Lemma 2.9, [BLL+15]). Let P,Q be two discrete probability
distributions and Supp(P ) ⊆ Supp(Q). Let a ∈ [1,+∞]. The following holds:

– Data Processing Inequality: Ra(P
f∥Qf ) ≤ Ra(P∥Q) for any function f ,

where P f denotes the induced distribution of f(y) where y ←$ P (resp. Qf ).
– Probability Preservation: Let E ⊆ Supp(Q) be an event. If a ∈ (1,+∞),

then Q(E) ≥ P (E)
a

a−1 /Ra(P∥Q).
– Multiplicativity: Let P and Q be two distributions over a pair of random

variables (Y1, Y2). For i ∈ {1, 2}, let Pi (resp. Qi) denote the marginal dis-
tribution of Yi under P (resp. Q), and let P2|1(·|y1) (resp. Q2|1(·|y1)) denote
the conditional distribution of Y2 given that Y1 = y1. If Y1 and Y2 are inde-
pendent, then Ra(P∥Q) = Ra(P1∥Q1) ·Ra(P2∥Q2). This extends to the cases
of more than two random variables.

We will also use a lemma on the summation of two discrete Gaussians.
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Lemma 2.4 (Theorem 3.1, [Pei10]). Let n be the security parameter. Let
α, β, γ > 0 be reals and c be an integer such that α ≥ ω(

√
log n), γ =

√
α2 + c2β2,

αβc/γ ≥
√
2 · ω(

√
log n). Consider the following probabilistic experiment:

Choose x2 ←$ Dβ , then choose x1 ←$ c · x2 +Dα.

Then the marginal distribution of x1 is statistically close to Dγ .

2.2 Lattices

A lattice L is an additive discrete subgroup of Qm. It can be represented as the
set of all integer linear combinations

∑n
i=1 xibi of some Q-basis B = (bi)1≤i≤n

of Qm. Equivalently, the lattice L generated by B is defined as L(B) = {Bx |
∀x ∈ Zn}. The matrix B is called a basis of L(B). Denote n to be the rank
of the lattice L. A lattice has full rank if m = n. For any basis B of L(B),
the determinant det(L(B)) is defined as

√
det(BTB) and is independent of the

choice of the basis. For a lattice L and any i ≤ n, the ith successive mini-
mum λi(L) is the smallest radius r such that L contains i linearly independent
vectors of ℓ2-norm at most r. The spherical discrete Gaussian distribution over
a lattice L ⊆ Rn, with standard deviation s > 0 and center c is defined as
DL,s,c = ρs,c(x)/ρs,c(L),∀x ∈ L. When the center is 0, we omit the subscript c.

Let S be a measurable set in the span of L. The Gaussian Heuristic states
that the number of lattice points in S is |L ∩ S| ≈ Vol(S)/Vol(L). When S is
an n-dimensional ball of radius r, the latter quantity is about (vn · rn)/Vol(L).
Taking vn ·rn ≈ Vol(L), we see that λ1(L) is about GH(L) := v

−1/n
n ·Vol(L)1/n ≈√

n/(2πe) ·Vol(L)1/n. Thus λ1 of a random n-dim lattice L is roughly GH(L).

2.3 Public-Key Encryption and Encapsulation

A public-key encryption (PKE) scheme ΠPKE with a plaintext spaceM consists
of three probabilistic polynomial time (PPT) algorithms (KeyGen,Enc,Dec) with
the following properties:

– KeyGen(1λ): on input a security parameter λ, it outputs a pair of public and
secret keys (pk, sk), denoted as (pk, sk)←$ KeyGen(1λ).

– Enc(pk,m): given the public key pk and a plaintext m ∈ M as input, it
produces a ciphertext c = Enc(pk,m) ∈ C. If necessary, we make the used
randomness explicit by writing c = Enc(pk,m; r).

– Dec(sk, c): given the secret key sk and a ciphertext c as input, it outputs
a plaintext m′ or a special symbol ⊥ /∈ M to indicate that c is not a valid
ciphertext. This is written as m′ = Dec(sk, c).

We say that a PKE scheme ΠPKE has a (worst-case) correctness error δ [HHK17],
if for any message m ∈ M, the probability that Dec(sk,Enc(pk,m)) ̸= m
is at most δ, where (pk, sk) ←$ KeyGen(λ) and the probability is taken over
the randomness of KeyGen and Enc. Similarly, a PKE scheme ΠPKE has an
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(average-case) correctness error if the above probability is further averaged
over the randomness of message space. We say that a PKE scheme ΠPKE is
(weakly) γ-spread [DFMS22] if the min-entropy of a ciphertext is bounded,
e.g.,− logE[maxm∈M,c∈C Pr[c = Enc(pk,m)]] ≥ γ, where the probability is taken
over the randomness of Enc and the expected value is taken over the randomness
of KeyGen. Now we define the one-way security (OW-CPA) and indistinguisha-
bility under the chosen plaintext attack (IND-CPA) of a PKE scheme.

Definition 2.5 (OW-CPA PKE). The OW-CPA security game is given in
Figure 1. In the game, the adversary is given a ciphertext c∗ of a random plaintext
m∗ and then it returns candidate m′ to the challenger. We say that a PKE
scheme ΠPKE is OW-CPA secure if for any PPT adversary A, the advantage
AdvOW-CPA

ΠPKE
(A) := Pr[m′ = m∗] in the security game is negligible. The advantage

is taken over the randomness of (pk, sk), messages and the encryption random
coin. The OW-CPA is defined for random messages and the adversary has to
reconstruct the entire message.

Definition 2.6 (IND-CPA PKE). The IND-CPA security game is given in
Figure 1. In the game, the adversary offers two distinct chosen plaintexts m0,m1

to the challenger. The challenger selects a random bit b and sends the challenge
ciphertext c of the message mb. Finally, the adversary outputs a guessed bit b′.
We say that a PKE scheme ΠPKE is IND-CPA secure if for any PPT adversary
A = (A1,A2), the advantage AdvIND-CPA

ΠPKE
(A) := |Pr[b = b′]− 1/2| in the secu-

rity game is negligible. The advantage is taken over the randomness of (pk, sk),
challenge bit and the encryption random coin.

PKE OW-CPA

1 : (pk, sk)←$ KeyGen(1λ)

2 : m∗ ←$M
3 : c∗ = Enc(pk,m∗)

4 : m′ = A(pk, c∗)
5 : return [m′ = m∗]

PKE IND-CPA

1 : (pk, sk)←$ KeyGen(1λ)

2 : (m0,m1) = A1(pk)

3 : b←$ {0, 1}
4 : c∗ = Enc(pk,mb)

5 : b′ = A2(pk, c
∗)

6 : return [b = b′]

Fig. 1: OW-CPA and IND-CPA Game for PKE.

A key encapsulation mechanism (KEM) scheme ΠKEM with session key space K
consists of three algorithms (KeyGen,Encap,Decap) with the following syntax:

– KeyGen(1λ): given a security parameter λ as input, it generates a pair of
public and secret keys (pk, sk), denoted as (pk, sk)←$ KeyGen(1λ).

11



– Encap(pk): given the public key pk as input, it generates a ciphertext c and
a session key k ∈ K, denoted as (c, k) = Encap(pk). If necessary, we make
the used randomness explicit by writing (c, k) = Encap(pk; r).

– Decap(sk, c): given the secret key sk and a ciphertext c as input, it outputs
a session key k′ or a special symbol ⊥ /∈ K to indicate that c is not a valid
ciphertext, denoted as k′ = Decap(sk, c).

A KEM scheme ΠKEM is δ-correct if the probability that Decap(sk, c) ̸= k
where (c, k) = Encap(pk) is at most δ, where the probability is taken over the
random coins used in KeyGen and Encap.

Definition 2.7 (IND-CCA KEM). We say that a KEM scheme ΠKEM is
IND-CCA secure if for any PPT adversary A, its advantage AdvIND-CCA

ΠKEM
(A) :=

|Pr[b′ = b] − 1
2 | in the IND-CCA security game in Figure 2 is negligible, where

the probability is taken over the randomness in KeyGen and Encap.

KEM IND-CCA

1 : (pk, sk)←$ KeyGen(1λ)

2 : (c∗, k0) = Encap(pk)

3 : k1 ←$ K
4 : b←$ {0, 1}

5 : b′ = AODecap(·)(pk, c∗, kb)

6 : return [b′ = b]

Oracle ODecap(c)

1 : if c = c∗ then

2 : return ⊥
3 : return Decap(sk, c)

Fig. 2: IND-CCA Game for KEM.

Fujisaki-Okamoto Transform. A PKE scheme ΠKEM = (KeyGen,Encap,Decap)
with message spaceM can be turned into an IND-CCA KEM using the Fujisaki-
Okamoto (FO) transform in the random oracle model. Let H be a hash functions
H : {0, 1}∗ 7→ R × K, where R,K denotes the randomness and key space. We
demonstrate the Fujisaki-Okamoto transform in Figure 3.

Theorem 2.8 (IND-CPA PKE to IND-CCA KEM under ROM [HHK17]).
Let ΠPKE be a δ-correct public-key encryption scheme satisfying γ-spreadness.
For any adversary A, making at most qD decapsulation, qH hash queries, against
the IND-CCA security of KEM, there exists an adversary B against the IND-
CPA security of PKE such that

AdvIND−CCA
KEM (A) ≤ 3AdvIND−CPA

PKE (B) + 2qH/M+ qHδ + qD2
−γ ,

and the running-time of B is about that of A.
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Algorithm Encaps(pk) :

1 : m←M
2 : (r,K) := H(m)

3 : c := Enc(pk,m; r)

4 : return (K, c)

Algorithm Decaps(sk, c) :

1 : m′ := Dec(sk, c)
2 : (r′,K′) := H(m′)

3 : if m′ = ⊥ or c ̸= Enc(pk,m′; r′) then

4 : return ⊥
5 : else

6 : return K′

Fig. 3: The Fujisaki-Okamoto Transform

Theorem 2.9 (OW-CPA PKE to IND-CCA KEM under QROM [DFMS22]).
Let ΠPKE be a δ-correct public-key encryption scheme satisfying γ-spreadness.
For any quantum adversary A, making at most qD decapsulation, qH (quantum)
hash queries, against the IND-CCA security of KEM, there exists an adversary
B against the OW-CPA security of PKE such that

AdvIND−CCA
KEM (A) ≤ 2q

√
AdvOW−CPA

PKE (B) + 24q2
√
δ + 24q

√
q · qD2−γ/4,

where q := 2(qH + qD) and Time(B) ≈ Time(A) +O(qH · qD · Time(Enc) + q2).

2.4 Computational problems

LWE and NTRU are two fundamental average-case problems used in lattice-
based cryptography. We recall their definitions as follows.

The Module-LWE (MLWE) problem introduced in [LS15] can be considered
as a balanced solution that interpolates the parameters used in-between Ring-
LWE and LWE. Our schemes reduce from the security of MLWE problems. We
recall the definition of MLWE.

Definition 2.10 (MLWERq,k,s,χe
distribution). Let Rq be a quotient polyno-

mial ring, k be a positive integer, s ∈ Rk
q and χe be a distribution on Rq, the

MLWERq,k,s,χe distribution is defined as: {(a, ⟨a, s⟩+ e) | a←$ Rk
q , e←$ χe}.

Definition 2.11 (Search and decisional MLWERq,k,χs,χe
problems). Let

Rq, k be defined as above and χs, χe be two distributions on Rq. The search
version MLWERq,k,χs,χe

problem asks to recover the secret s given arbitrarily
many samples from the distribution MLWERq,k,s,χe , where s←$ χk

s . the decisional
version MLWERq,k,χs,χe problem asks to distinguish between arbitrarily many
independent samples from the distribution MLWERq,k,s,χe

, where s ←$ χk
s . and

the same number of independent uniform samples on Rk+1
q .

The MLWE assumption states that there is no PPT algorithm that can solve
decisional (or search) version MLWERq,k,χs,χe problem with a non-negligible ad-
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vantage. Furthermore, there exist reductions between the Ring-LWE and Module-
LWE problems [LS15,AD17] with the same entropy but slightly different noise
rate, which gives theoretical confidence for the MLWE assumption.

As an analogue generalization of NTRU, the Module-NTRU (MNTRU) prob-
lem is introduced in [CKKS19,CPS+20], which also enables greater flexibility on
the parameter choices. It has been used in various constructions such as trap-
doors, signatures and identity-based encryption in [CKKS19,CPS+20,BBJ+22].

Definition 2.12 (MNTRURq,k,χF,χg distribution). Let Rq be a ring, k be a
positive integer and χF, χg be distributions defined over Rk×k

q and Rk
q . The

MNTRURq,k,χF,χg distribution is defined as follows:

{h = F−1g | F←$ χF, F invertible, g←$ χg}.

The MNTRU distribution is the induced distribution of the product F−1g, when
F,g are sampled from χF, χg and F being invertible in Rq.

Analogue to the NTRU problem, we often require the two distributions χF, χg

to have a small magnitude. Example distributions include centered binomial dis-
tributions, uniform distributions with small support and discrete Gaussian with
small deviation. In our work, we will use the following decisional problem.

Definition 2.13 (Decision MNTRURq,k,χF,χg problem). Let Rq, k, χF, χg be
defined as above. The decision MNTRURq,k,χF,χg problem asks to distinguish be-
tween arbitrarily many independent samples from the distribution MNTRURq,k,χF,χg

and the same number of independent uniform samples on Rk
q .

The above MNTRURq,k,χF,χg assumption states that there is no PPT algo-
rithm that can solve the decision MNTRURq,k,χF,χg problem with non-negligible
advantage over a random guess. The search version of the MNTRURq,k,χF,χg can
be defined similarly which asks to recover small F,g given h with non-negligible
advantage.

In Section 4, we will use a variant of the MNTRU problem, which we denote as
the v-Module-NTRU (v-MNTRU) problem. A similar assumption has been used
in constructing signatures in [BBJ+22]. It is also known as the NTWE problem
in [Gär23]. The v-MNTRU problem begins with a secret vector f ∈ Rk

q and a
ring element g, and then computes h. For such reason, it can be considered as
a vectorial version of the MNTRU problem. To obtain a vector h, one can first
sample hi ∈ Rq uniformly for i > 1 and then compute the first entry h1 via some
equation. Furthermore, our construction uses k such polynomials h, leading to
a matrix H ∈ Rk×k

q . This gives the following definition.

Definition 2.14 (v-MNTRURq,k,χf ,χg
distribution). Let Rq, k be defined as

above, χf , χg be distributions on Rq, an v-MNTRURq,k,χf ,χg sampler is a polynomial-
time algorithm that samples entries of f ,g from χf , χg, polynomials hi ∈ Rq,∀i ≤
k − 1, and then completes the full h in ⟨h, f⟩ = g (mod q). Moreover, we use k
such samples, e.g., the sampler outputs a matrix H ∈ Rk×k

q such that Hf = g
(mod q). The v-MNTRURq,k,χf ,χg

distribution is the induced distribution H from
an v-MNTRURq,k,χf ,χg sampler.
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We will use the decision version of the v-MNTRURq,k,χf ,χg
problem.

Definition 2.15 (Decision v-MNTRURq,k,χf ,χg
problem). Let Rq, k, χf , χg

be defined as above. The decisional v-MNTRURq,k,χf ,χg
problem is to distinguish

the v-MNTRURq,k,χf ,χg
distribution from the uniform distribution on Rk×k

q given
the same number of samples.

The computational v-MNTRURq,k,χf ,χg
assumption states that there is no

PPT algorithm that can solve the decisional v-MNTRURq,k,χf ,χg
problem with

a non-negligible advantage over a random guess. The search version of the v-
MNTRURq,k,χf ,χg problem can be defined to recover a small f ,g given H.

One can reduce from the one sample v-MNTRU problem to the k sample
variant, assuming a worst-case oracle by rerandomizing hi + ri for some small
ri’s. However, we are not aware of any reduction for the average-case. The main
obstacle appears to arise from the need of a careful rerandomization of the pub-
lic keys h, which is known to be nontrivial already for the original NTRU case.
A recent [PS21] showed a reduction of the NTRU problem, using some reran-
domization process. We left such possible extensions for future work. Similarly,
one can reduce from the MNTRU problem to the v-MNTRU problem assuming a
worst-case oracle on the inhomogeneous MNTRU problem and by rewinding the
oracle. Furthermore, the v-MNTRU problem can be compared to the low-density
Ring-SIS problem [Lyu12] except that the last entry of h being pseudorandom
instead of truly uniform.

3 Encryption based on Module-NTRU

In this section, we describe a public-key encryption scheme based on the Module-
NTRU problem. In this scheme, we use the determinant of the secret matrix to
decrypt. Let R = Z[x]/(P (x)) be a quotient ring where P (x) has degree n. Let k
be a positive integer where k+1 denotes the module rank, q be a prime denoting
the ciphertext modulus, p be a small prime denoting the plaintext modulus. Let
χf , χg, χr, χe be distributions over Rq which are somewhat small.

3.1 Encryption schemes

The IND-CPA PKE scheme ΠMNTRU
IND consists of the following algorithms.

– KeyGen(R, q, p, k, χf , χg): The key generation algorithm samples an invert-
ible matrix {Fij}i,j∈[k] ←$ χk×k

f where F has the following form:

F =


p f11 + 1, p f12, p f13, · · · , p f1k

f21, p f22 + 1, p f23, · · · , p f2k
f31, f32, p f33 + 1, · · · , p f3k
...

...
...

. . .
...

fk1, fk2, fk3, · · · , p fkk + 1

 . (1)
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It also samples a vector g = (g1, . . . , gk) ←$ χk
g . The secret key is det(F),

and the public key is h := F−1 g (mod q). Such key generation procedure is
the same as those used in [CKKS19,CPS+20].

– Enc(h,m): Input a plaintext polynomial m ∈ Rp, the sender samples a small
random vector r ←$ χk

r and a small element e ←$ χe. The ciphertext is
c := phT r+ p e+m (mod q).

– Dec(det(F), c): Input a ciphertext c, the receiver computes c·det(F) (mod p).

KeyGen(R, q, p, k, χf , χg) :

1 : Sample {fij}i,j∈[k] ←$ χk,k
f and set F by Equation (1)

until F invertible

2 : Sample g = (gi)i∈[k] ←$ χk
g

3 : Compute h = F−1 g (mod q)

4 : return pk := h and sk := det(F)

Enc(h,m) :

5 : Sample r = (ri)i∈[k] ←$ χk
r

6 : Compute c = phT r+m (mod q) // OW-CPA

7 : Sample e←$ χe and compute // IND-CPA

c = phT r+ p e+m (mod q) // IND-CPA

8 : return c

Dec(det(F), c) :

8 : return c · det(F) (mod p)

Fig. 4: Encryption schemes (IND/OW-CPA) based on MNTRU.

The algorithms are presented in Figure 4. We observe that matrix F in Equa-
tion (1) has determinant

∑
σ∈Sk

sgn(σ)F1,σ(1) · · ·Fn,σ(n) where Sk is the sym-
metric group of k elements. So the determinant has the form pφ + 1 for some
polynomial φ. We now show the error bound and correctness of the OW-CPA
encryption scheme for the case of k = 2, which is the case we used in the instan-
tiation. Let adjF be the adjugate of F where,

adjF =

[
p f22 + 1 −p f12
−f21 p f11 + 1

]
. (2)

Using adjF · F = det(F) · I and h = F−1 · g, we can write the decryption as

c · det(F) = (phT r+m) · det(F) = pgT det(F)F−T r+m det(F)

= p (gT · adj(F)T · r+ φ ·m) +m (mod q).
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Now denote g = (g1, g2)
T , r = (r1, r2)

T and note φ = p(pf11f22− f12f21+ f11+
f22). The term d1 := gT · adj(F)T · r is,

d1 = p (g1f22 − g2f12)r1 + (pg2f11 − g1f21)r2 + g1r1 + g2r2.

The term d2 := φ ·m is

d2 = (pf11f22 + f11 + f12 − f12f21) ·m.

Overall the decryption is d := p (d1 + d2) +m. If ∥d∥∞ ≤ ⌊q/p⌋, then c · det(F)
(mod q) equals d in R and hence m = d (mod p). So the decryption is correct
as long as we set the parameters χf , χg, χr, χe such that the errors are small.

Remark 3.1. Note that the scheme has ciphertext of the form phT r + p e + m
(mod q) which is similar to a conventional NTRU-based encryption, where the
message is embedded in lower-bits. It is possible to embed m into higher-bits and
then use a repetition code as suggested by the recent work [ZFY23]. For instance,
one can choose the plaintext modulus p = 2xn−1 and hence p−1 = q−1

2 xn/2+1

over the NTTRU rings [LS19]. We leave such improvement for future work.

3.2 Security proof

In this section, we provide the IND-CPA and OW-CPA security proofs for the
two encryption schemes. We provide several proofs in different flavors. In Theo-
rem 3.2 and 3.3, we directly show the IND-CPA (resp. OW-CPA) from the deci-
sional MNTRU and decisional (resp. search) MLWE problems. In Theorem 3.11,
we show the OW-CPA from the decisional MNTRU and decisional MLWE prob-
lems by bridging some intermediate problems.

Theorem 3.2 (IND-CPA security). Let Rq be a quotient polynomial ring
where q is a prime, k be a positive integer, λ be the security parameter. Let
χf , χg, χr, χe be somewhat small distributions over Rq. The ΠMNTRU

IND (χf , χg, χr, χe)
scheme described in Figure 4 is provably IND-CPA secure in the standard model
under the Decisional MNTRURq,k,χf ,χg

and Decision MLWERq,k,χr,χe
problems.

Proof. We prove it via a sequence of games, where G0 is the genuine IND-CPA
game and G2 is a random one. We show that G0 and G2 are indistinguishable.
Let A be an IND-CPA adversary as in Figure 1 which can break the IND-CPA
security of the PKE with advantage ϵ. Let Fi be the event that A correctly
guesses b = b′ in game Gi for i ≤ 2. By definition, the adversary’s advantage
in Gi is |Pr[Fi]− 1/2|. We describe the sequence of games. For convenience, we
omit p as q is a prime.

Game G0: This is the genuine IND-CPA game shown in Figure 1. In this
game, a challenger C first generates a pair genuine keys (pk, sk) and sends pk to
A. By given assumption, we have |Pr[F0]− 1/2| = ϵ.

Game G1: This game is similar to game G0 except that the challenger C
modifies the KeyGen algorithm by sampling h ←$ Rk

q uniformly, and returns
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this as the public key to the adversary. Using the decisional MNTRURq,k,χf ,χg

assumption, we see |Pr[F1]− Pr[F0]| ≤ negl(λ).
Game G2: This game is similar to game G1 except that the challenger C

modifies the challenge phase as follows: Upon receiving two challenge plaintexts
(m0,m1) ∈ R2

q from the adversary A, the challenger first chooses a random
b ←$ {0, 1} and u ←$ Rq, then compute c = u + mb. Then it returns the
challenge ciphertext c to the adversary. Using the decisional MLWERq,k,χr,χe

assumption, G2 and G1 are indistinguishable in the adversary’s view. We have
|Pr[F2]− Pr[F1]| ≤ negl(λ).

In G2, the ciphertext c statistically hides the information of mb. Combining
the three games, we obtain that ϵ = |Pr[F0]− 1/2| ≤ negl(λ).

In many NTRU-based encryption schemes, it is common to use the message
randomness as the error in the encryption process to control the error growth,
thus leading to a more efficient scheme. This is the purpose of the second scheme
ΠMNTRU

OW , marked with OW-CPA in Figure 4. In this scheme, the randomness e
used in the encryption is discarded. We prove its OW-CPA security. The main
idea is that the message m follows the error distribution from MLWE.

Theorem 3.3 (OW-CPA security). Let Rq, k be defined as above, and χf , χg, χr, χ
′
r, χe

be somewhat small distributions over Rq. The ΠMNTRU
OW (χf , χg, χr, χe) scheme

described in Figure 4 is provably OW-CPA secure in the standard model under
the Decisional MNTRURq,k,χf ,χg and the Search MLWERq,k,χ′

r,χe problems.

Proof. We sketch the proof. Let A be an adversary, who can break the OW-
CPA security of the ΠMNTRU

OW (χf , χg, χr, χe) scheme. We construct an algorithm
B against the Search MLWERq,k,χ′

r,χe . Algorithm B queries MLWE samples (a, b)
from the search MLWERq,k,χ′

r,χe
oracle where a ←$ Rk

q . For KeyGen, it sim-
ulates the public key h by setting h = a/p (mod q). Using the Decisional
MNTRURq,k,χf ,χg

assumption and p is a prime, the public key h is a legitimate
public key to the adversary.

A single successful run of the OW-CPA adversary is not sufficient to break
the MLWE problem as the secret is a k-dim vector over Rq. But it does form one
equation in k unknown: one needs to invoke the oracle at least k times to get
k such linear equations. Therefore, Algorithm B keeps querying MLWE samples
{(ai, bi)}i. For each such sample, it calls the OW-CPA adversaryA to get such an
equation. If the obtained linear system is non-singular, one can recover the secret
by linear algebra. We bound the probability of seeing a non-singular matrix of
dimension k over Rq in Lemma 3.7.

Moreover, the OW-CPA adversary A is seeing samples with the same secret
thus one needs to re-randomize the MLWE secret. We can set the ciphertext ci =
bi + p ·hT

i · s′i (mod q) for some random known s′i. We conclude the proof by re-
randomizing the MLWE secret using a Rényi divergence argument in Lemma 3.5
where we show the relation between χ′r and χr.

Remark 3.4. The above proof is somewhat similar to the reduction from the
search sspRLWE to the search RLWE problem presented in [ZFY23, Theorem 5]:
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as both reductions invoke the oracle several times on the same secret, although
they were used in different context. In their reduction, it seems that they assumed
a worst-case RLWE oracle so there is no need to re-randomize the secret. In our
model, the advantage of the OW-CPA adversary is averaged over the randomness
of the encryption randomness, which corresponds to the MLWE secrets.

In the following, we use a lemma of [BGM+16, Corollary 1] but swapping the
two distributions in the divergence computation. This also follows from a more
general result [LSS14, Lemma 4.2].

Lemma 3.5 (Randomization of small secrets). Let m,B, q be positive inte-
gers and λ be the security parameter. Let DZ,σ denote the discrete Gaussian over
Z with deviation σ where σ < q. Let s ∈ Zq where |s| ≤ B < q. The divergence
R2((DZ,σ)

m∥(s+DZ,σ)
m) is polynomial in λ when σ = Ω(B

√
m/ log λ).

Proof. The proof follows directly from [BGM+16, Corollary 1], by swapping the
two distributions. We show the divergence between two continuous Gaussian dis-
tributions, and then take the scaling and rounding. Let Dσ denote the continuous
Gaussian with deviation σ. Then

R2(Dσ∥s+Dσ) =
1

σ

∫ ∞
−∞

e(−π/σ
2)·(2x2−(x−s)2)dx

=
1

σ
e2π(s/σ)

2

∫ ∞
−∞

e(−π/σ
2)·(x+s)2dx = e2π(s/σ)

2

.

Finally, we use the multiplicativity in Lemma 2.3 on m independent samples.

Remark 3.6. We use Lemma 3.5 in the OW-CPA proof where we use the prob-
ability preservation property of Lemma 2.3 to complete the proof. Thus the
number m refers to the secret vector dimension n · k. We consider the bound
B in Lemma 3.5 to be a constant (e.g., MLWE secrets follow a binomial dis-
tribution). This implies that the increment on the secret size in the reduction
is O(

√
n/ log n) as k is a small constant. Finally, as many previous work, the

parameters used in the reduction are not tied with the concrete parameters. In-
stead, they are derived using concrete lattice and hybrid cryptanalysis as detailed
in Section 5.

In the next lemma, we consider the density of non-singular matrices of di-
mension k × k whose entries are in Rq, which may be of independent inter-
est. More specifically, we focus on the cases where the polynomial P (x) in
Rq = Z[x]/(P (x)) splits into many factors of small and equal degree.

Lemma 3.7 (Density of non-singular matrices). Let Rq = Z[x]/(P (x)) be
a quotient polynomial ring of degree n. Let P (x) ≡

∏l
i=1 Φi(x) (mod q) be the

complete factorization of P (x) into l irreducible factors in Rq. Suppose that the
factors are distinct and have equal degree d = n/l, then the density of non-
singular k × k matrices is

k∏
i=1

(
1− q−d·i

)l
(3)
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Proof. We sketch the proof. Let GLk(S) denote the general linear group of degree
k over a ring S. The cardinality of GLk(Fqd) is

∏k−1
i=0 (q

d·k − qd·i). Given the
equal degree factorization of distinct factors, we have Rq

∼=
⊕l

i=1 Fqd , which
induces an isomorphism between GLk(Rq) and

⊕l
i=1 GLk(Fqd). Thus the density

is
∏k−1

i=0 (q
d·k − qd·i)l/qnk

2

.

Remark 3.8. In our application, the degree d is usually tiny, e.g., d ≤ 4 and
thus l is close to n. The rank k is also a tiny constant, e.g. k ≤ 4 in all of our
instantiations. Using that q > n, the density of Equation (3) can be roughly
lower bounded by 1− l/qd, which is a constant w.r.t to n.

OW-CPA from decisional MLWE. The above proof of OW-CPA reduces from
the search MLWE problem, which involves multiple uses of the adversary oracle.
This could lead to some tightness losses. An alternative approach is to reduce
from the decisional MLWE problem by adopting a method used in [ZFY23]. This
involves introducing an intermediate computational problem named sspMLWE
(i.e. subset sum parity MLWE), for which we can tightly reduce the security from
the sspMLWE problem.

Definition 3.9 (sspMLWE problem). Let Rq be a quotient polynomial ring,
k,m be positive integers, χr, χe be distributions over R. Let MLWERq,k,χs,χe

be
the MLWE distribution and (A,b = A ·s+e) ∈ Rm×k

q ×Rm
q be samples from the

MLWERq,k,χs,χe distribution. The sspMLWERq,k,χs,χe,v problem asks to recover
v · em (mod 2) ∈ R2 for some fixed ring element v ∈ R, where em denotes the
last ring element of e.

The sspMLWE problem can be seen as a module extension of the sspRLWE
problem defined in [ZFY23]. In this work, we take v = 1 and omit it. We first
prove the hardness of the sspMLWE problem from the decisional MLWE problem.

Theorem 3.10. Let Rq be a quotient polynomial ring of degree n, k be a positive
integer and χr be a distribution over R. Let α, β, γ be three positive reals satis-
fying α ≥ ω(

√
log n), γ =

√
α2 + 4β2, 2αβ/γ ≥

√
2 ·ω(

√
log n) and γ

√
n < q/2.

Let Dβ, Dγ be two discrete Gaussian distributions with parameter β and γ, re-
spectively. If there is a PPTalgorithm A solving the sspMLWERq,k,χr,Dγ

problem,
then there is a PPTalgorithm B solving the decisional MLWERq,k,χr,Dβ

.

Proof. We give the description of B. Input a set of MLWE samples (A,b) ∈
Rm×k

q ×Rm
q , adversary B first divides the samples into two parts: the first part

consists of the first m − 1 samples denoted as (A1,b1) ∈ R
(m−1)×k
q × R

(m−1)
q ,

and the second part consisting of the last sample denoted as (am, bm) ∈ Rk
q×Rq.

First, the adversary B samples a vector e′1 ∈ Rm−1
q from the distribution

Dm−1
α′ where α′ =

√
γ2 − β2, and sets (A′1,b

′
1) = (A1,b1 + e′1). Secondly, it

samples an element e′m ∈ Rq from the distribution Dα and sets (a′m, b′m) =
(2am, 2bm + e′m). It then invokes algorithm A with input (A′,b′), and obtains a
w ∈ R2 from A. Finally, B returns 1 if w = e′m (mod 2), otherwise returns 0.
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We analyze the behavior of algorithm B. For genuine MLWE samples (A,b),
their errors are sampled from Dβ . Using Lemma 2.4, we see that distribution of
ê1 := e1 + e′1 is statistically close to Dγ , and distribution of êm := 2em + e′m
is also statistically close to Dγ due to our parameter choice. Since γ

√
n < q/2,

we have ∥êm∥∞ < q/2 except with negligible probability using a standard Gaus-
sian tail bound. Hence (A′,b′) is statistically close to the sspMLWERq,k,χr,Dγ

distribution. On the other hand, if (A,b) is truly uniform, then (A′,b′) is also
uniform. So the probability for any A output w ∈ R2 such that w = e′m (mod 2)
is negligible. This completes the proof.

We will use Theorem 3.10 in both the proof of Theorem 3.11 of this section
and the proof of Theorem 4.4 in Section 4. Now we prove the OW-CPA security
from the sspMLWE problem, taking the number of samples m = 1.

Theorem 3.11 (OW-CPA security from sspMLWE). Let Rq, k, q and dis-
tributions be defined similarly as above. The ΠMNTRU

OW (χf , χg, χr, χe) scheme de-
scribed in Figure 4 is provably OW-CPA secure in the standard model under the
decisional MNTRURq,k,χf ,χg

and the sspMLWERq,k,χr,U({0,1}) problems.

Proof. The security follows from fact that the ciphertext c contains a valid
sspMLWE instance of the form phr+e. We sketch the proof. First, under the de-
cisional MNTRURq,k,χf ,χg

assumption, the public key h is indistinguishable from
a uniform one. Since q is a prime, from the adversary’s view, (ph, c) is a genuine
sspMLWERq,k,χr,U({0,1}) instance. Hence if an adversary can win the OW-CPA
game with non-negligible advantage, it would break the sspMLWE problem with
non-negligible advantage.

IND-CCA KEM via FO. By combining our IND-CPA (resp. OW-CPA) PKE
scheme with the standard FO transformation, one can obtain IND-CCA secure
KEM schemes. The correctness of these KEM schemes directly follows from the
PKE schemes. To conclude, we have the following theorem for the KEM schemes
by combining Theorem 2.8 and Theorem 3.2. For the OW-CPA PKE scheme,
we have a similar result, by using 2.9 and Theorem 3.2, and either Theorem 3.3
or Theorem 3.11.

The proof of the FO transform often requires a worst-case decryption error
when the adversary is even given the secret key. For such cases, one can use the
generic transformation of the work [DHK+23]. We leave such details for future
work. It should be noted that, the parameters required in the reduction and the
FO transform, like many previous work in this area, do not exactly match our
concrete parameters used in the instantiations, which are derived by concrete
cryptanalysis instead.

Theorem 3.12. Let Rq be a quotient polynomial ring, k be a positive integer, q
be a prime. Let χf , χg, χr, χ

′
r, χe, χ

′
e be somewhat small distributions defined as

above. The KEM scheme by combining the FO transformation in Figure 3 and the
IND-CPA PKE scheme (OW-CPA PKE scheme) in Figure 4 is provably IND-
CCA secure in the ROM (QROM) under the Decisional MNTRURq,k,χf ,χg

and
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the Decision MLWERq,k,χr,χe
(Search MLWERq,k,χ′

r,χe
or sspMLWERq,k,χr,χ′

e
)

problems.

4 Encryption based on vectorial Module-NTRU

The encryption scheme in Section 3 uses the secret matrix’s determinant for de-
cryption, whose size can be increased geometrically with the module rank. For
the decryption to work, a smaller rank k and a larger modulus q are therefore
needed. This somehow limits the concrete parameters. In this section, we de-
scribe a second encryption scheme based on the v-MNTRU problem introduced
in Section 2, where the decryption noise is increased additively with the module
rank.

4.1 Encryption schemes

Let R, k, q, p, χf , χg, χe, χr be defined similarly as in Section 3. The IND-CPA
PKE scheme Πv-MNTRU

IND consists of the following algorithms.

– KeyGen(R, p, q, k, χf , χg): The key generation algorithm samples polynomi-
als fi ←$ χf , gi ←$ χg for i ∈ [k], where fi’s are invertible. It sets f =
(f1, . . . , fk−1, pfk + 1), and g = (gi)i. Then it generates H = {hij}ij where
hij ←$ Rq for j > 1 and hi1 := (gi −

∑k
j=2 hijfj)/f1 (mod q) for all

1 ≤ i ≤ n. The secret key is f ∈ Rk
q and public key is H ∈ Rk×k

q . Note
that Hf = g (mod q).

– Enc(H,m): Input a plaintext polynomial m ∈ Rp, the sender samples small
random vectors r = (ri)i ←$ χk

r and e = (ei)i ←$ χk
e . Denote m =

(0, · · · , 0,m). The ciphertext is c := pHT r+ p e+m (mod q).
– Dec(f , c): Input a ciphertext c, the receiver computes cT f (mod p).

The algorithms are presented in Figure 5. Compared to the first scheme in
Section 3, here we use a matrix H for the public key and a vector secret f for
the decryption. It is clear that the decryption noise is linear in the rank k. This
scheme resembles a Module-LWE based encryption. However, there are two main
differences. First, the public key matrix in an Module-LWE encryption is truly
uniform while the H here is pseudorandom (like the standard NTRU problem).
Second, ciphertext c has rank k, while a Module-LWE based encryption has rank
k+1 for the ciphertext. Also for this reason, the message m is embedded into a
vector m.

The correctness can be derived as long as the f ,g, e, r are sufficiently small.
We consider the magnitude of the decryption error distribution: the distribution
of the decryption error for several popular distributions and over the rings Rq =
Z[x]/(xn ± 1) is studied in Lemma 4.1. These distributions are widely used in
instantiations, though our concrete parameters are obtained using a SageMath
script as described in Section 5.
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KeyGen(R, q, k, χf , χg) :

1 : Sample g := (gi)i ←$ χk
g , f = (f1, . . . , fk−1, pfk + 1) where fi ←$ χf

2 : Sample hij ←$ Rq, ∀j > 1 and set hi1 := (gi −
∑
j>1

hijfj)/f1

3 : return pk := H = {hij}ij and sk := f

Enc(H,m) :

4 : Sample r = (ri)
k
i=1 ←$ χk

r , e = (ei)
k
i=1 ←$ χk

e // IND-CPA

5 : Sample r = (ri)
k
i=1 ←$ χk

r , e = (e1, · · · , ek−1, 0), ei ←$ χe // OW-CPA

6 : Set m = (0, · · · , 0,m)

7 : Compute c := pHT r+ p e+m (mod q)

8 : return c

Dec(f , c) :

7 : return cT f (mod p)

Fig. 5: Encryption schemes (IND/OW-CPA) based on v-MNTRU.

Lemma 4.1 (Distribution of decryption error). Let Rq = Z[x]/(xn ± 1),
k be a positive integer, q be a prime. Let χf , χe be distributions with expected
value 0 and variance v21 and v22 respectively. Assuming that fi, gi ←$ χf and
ri, ei,m←$ χe, where fi, gi, ri, ei,m are denoted in the PKE schemes in Figure 5.
The distribution of decryption error roughly follows a spherical Gaussian with
deviation σ ≈ pv1v2

√
n(2k + p2), using the central limit theorem.

Proof. The decryption equals:

cT f (mod q) = p rT g + p eT f +mT f =

p(

k∑
i=1

rigi +

k−1∑
i=1

eifi + ek(pfk + 1) +mfk) +m.
(4)

Denote ϵ =
∑k

i=1 rigi+
∑k−1

i=1 eifi+ek(pfk+1)+mfk. If ∥p · ϵ+m∥∞ < q, then
one can compute (cT f mod q) (mod p) to recover the message m correctly. This
means ∥ϵ∥∞ < ⌊q/p⌋. We consider the terms in ϵ.

The first term
∑k

i=1 rigi consists of a summation of convolution of two poly-
nomials. It boils down to check the statistics of rigi. This is a convolution of two
polynomials of degree n. We consider the distribution of one coordinate in rigi,
whose expected value is 0 and variance is nv21v

2
2 . With a summation of k inde-

pendent terms, the variance is knv21v22 . Similarly, the term
∑k−1

i=1 eifi +mfk has
expected value 0, and variance knv21v22 . The term pekfk has variance p2nv21v22 . We
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omit the small terms consisting of only ek and m. Thus the marginal distribution
of a coordinate of p · ϵ has expected value 0 and variance ≈ p2v21v

2
2n(2k + p2).

Finally, we use the central limit theorem to conclude that the marginal distribu-
tion of a coordinate follows approximately a centered Gaussian with deviation
σ ≈ pv1v2

√
n(2k + p2). The deviation has O(

√
n) as p, k are tiny constants.

Now we show that the joint probability density of ϵ is spherical by studying
its covariance. We consider the ring Rq = Z[x]/(xn − 1) here and the other ring
Z[x]/(xn + 1) follows similarly. First, we look at the convolution of the form
c(x) = a(x) · b(x) (mod xn − 1). Let a(x) =

∑n−1
i=0 aix

i, b(x) =
∑n−1

i=0 bix
i and

ck =
∑n−1

i=0 aibk−j . All the indices took values modulo n implicitly. We abuse no-
tation and denote random variables by ck as well. We show that Cov(c0, c1) = 0
and its easy to see this is true for Cov(ci, cj) where i ̸= j. We check that
Cov(c0, c1) = E(c0c1)−E(c0)E(c1) = E(c0c1), where c0 and c1 are random vari-
ables induced from

∑
i+j≡0 aibj and

∑
l+m≡1 albm respectively. Now we write

E(c0c1) = E((
∑

i+j≡0 aibj) · (
∑

l+m≡1 albm)). Exchanging the expected value
with summation, we obtain

∑n−1
i=0

∑n−1
l=0 E(aibn−ialb1−l). For any fixed index i

of outer summation, observe that the inner summation admits a similar pat-
tern, that is, precisely two terms contain repeated random variables (i.e. the
given ai and bn−i). The rest n− 2 terms consists of independent variables. Thus
for these n − 2 terms, we have E(aibn−ialb1−l) = 0. For the two terms with
repeated variables, we have E(aibn−iaib1−i) = E(a2i )E(bn−i)E(b1−i) = 0 and
E(aibn−iai+1bn−i) = 0.

In the concrete parameters, we used similar distributions as described in
Lemma 4.1. For example, the χf and χe are usually centered binomial distri-
bution Bη or ternary distribution Tσ. However, the message m is often binary
uniform thus its expected value is not zero. In such case, the covariance matrix is
not isotropic anymore (due to the term m · fk in Equation (4)) – but the impact
should be minor as this is a single polynomial term. Indeed, a similar analysis
shows that the off-diagonal entries of the covariance matrix has O(v21n/4) which
is independent of k. Note that it is also possible to conduct a similar analysis for
the schemes described in Subsection 3.1. We omit such details as in the concrete
instantiation since we used a script to compute the precise density function.

4.2 Security proof

In this subsection, we provide the IND-CPA and OW-CPA security proofs for
the encryption schemes described in this section.

Theorem 4.2 (IND-CPA security). Let Rq be a quotient polynomial ring,
k be a positive integer, q be a prime. Let χf , χg, χr, χe be somewhat small dis-
tributions defined as above. The Πv-MNTRU

IND (χf , χg, χr, χe) scheme described in
Figure 5 is provably IND-CPA secure in the standard model under the Deci-
sional v-MNTRURq,k,χf ,χg

and the Decisional MLWERq,k,χr,χe
problems.
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Proof. The IND-CPA security essentially follows from fact that the ciphertext c
contains a valid LWE instance of the form p (HT r+ e). The proof is the same
as Theorem 3.2 so we sketch it. For convenience, we omit p as q is a prime. On
receiving a decisional MLWERq,k,χr,χe (or uniform) problem, for every k samples
of the form (A,b), the simulator sets A as the public key and sends to the
adversary. Under the Decisional v-MNTRURq,k,χf ,χg

assumption, such change is
computationally indistinguishable from the adversary’s view. On receiving the
challenge messages {m0,m1}, the simulator sends the u+mi of randomly chosen
mi and u.

Similarly, one can drop some randomness in e used in the encryption scheme
for efficiency. This is demonstrated in Figure 5 (lines marked by OW-CPA). In
this OW-CPA variant, the last entry of the randomness e used in the encryption
becomes zero. We prove its OW-CPA security.

Theorem 4.3 (OW-CPA security). Let Rq be a quotient polynomial ring,
k be a positive integer, q be a prime. Let χf , χg, χr, χe be somewhat small dis-
tributions defined as above. The Πv-MNTRU

OW (χf , χg, χr, χe) scheme described in
Figure 5 is provably OW-CPA secure in the standard model under the Decisional
v-MNTRURq,k,χf ,χg

and the Search MLWERq,k,χ′
r,χe

problems.

Proof. We sketch the proof. Let A be an adversary, who can break the OW-CPA
security of the Πv-MNTRU

OW (χf , χg, χr, χe) scheme. The simulator queries samples
from the search MLWERq,k,χ′

r,χe
problem and processes them in batches of k such

samples of the form (A,b), where A ∈ Rk×k
q . For KeyGen, it simulates the public

key H by setting the first k− 1 rows of HT from the first k− 1 rows of A (e.g.,
(HT )i = Ai,∀i ≤ k−1) and sets the last row (HT )k = Ak/p (mod q). Using the
Decisional v-MNTRURq,k,χf ,χg

and p is a prime, the public key H is a legitimate
public key of the Πv-MNTRU

OW scheme to the adversary. For Enc, it construct the
first k − 1 entries of the ciphertext c by setting ci = p · (bi + (HT )1:k−1 · s′)
(mod q),∀i ≤ k − 1, where s′ is some small random vector to re-randomize the
MLWE secret. It sets the last entry of the ciphertext ck = bk + ⟨(HT )k, s

′⟩
(mod q). Note that in an OW-CPA game, the message m is chosen randomly,
which fits the definition of an MLWE error. It sends the simulated ciphertext to
the OW-CPA adversary. A single successful run of the OW-CPA adversary only
recovers the last entry m in the message vector m. Equivalently, it essentially
only extracts some information about the last entry of the error in an MLWE
instance. One needs to invoke the oracle at least k times. Given that the obtained
system is non-singular, one can recover the secret by linear algebra. We use the
bound from Lemma 3.7 for the density. In the end, we apply Lemma 3.5 and use
the probability preservation property of Lemma 2.3 to complete the proof.

OW-CPA from decisional MLWE. Similar to Section 3.2, we can also tightly
reduce the security of scheme from the sspMLWE problem and thus from the
decisional MLWE problem. We obtain the following theorem:
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Theorem 4.4 (OW-CPA under sspMLWE). Let Rq be a quotient polyno-
mial ring, k be a positive integer, q be a prime. Let χf , χg, χr, χe be somewhat
small distributions defined as above. The Πv-MNTRU

OW (χf , χg, χr, χe) scheme de-
scribed in Figure 5 is provably OW-CPA secure in the standard model under the
Decisional v-MNTRURq,k,χf ,χg

and the sspMLWERq,k,m,χr,U({0,1}) problems.

IND-CCA KEM via FO. Similarly, the two PKE schemes in this section can
also be transformed into two KEM schemes through FO transformation. And we
obtain the following theorem:

Theorem 4.5. Let Rq be a quotient polynomial ring, k be a positive integer, q
be a prime, λ be the security parameter. Let χf , χg, χr, χe be somewhat small
distributions defined as above. The KEM scheme by combining the FO transfor-
mation in Figure 3 and the IND-CPA PKE scheme (OW-CPA PKE scheme) in
Figure 5 is provably IND-CCA secure in the ROM (QROM) under the Decisional
v-MNTRURq,k,χf ,χg and the Decisional MLWERq,k,χr,χe (Search MLWERq,k,χ′

r,χe

or sspMLWERq,k,m,χr,U({0,1})) problems.

5 Parameters and security analysis

In this section we present the parameters and security analysis for concrete
instantiations. We focus on two underlying rings: power-of-two rings of the form
Rq = Zq[x]/(x

n + 1) where n is a power of two and NTTRU rings [LS19] of the
form Rq = Zq[x]/(x

n − xn/2 + 1). Both rings are number theoretical transform
compatible with appropriate modulus, and have been used widely in lattice-
based cryptography. For the scheme presented in Subsection 4.1, we give concrete
parameters for both the OW-CPA and IND-CPA encryption schemes over both
rings. For the scheme presented in Subsection 3.1, we give concrete parameters
for the OW-CPA encryption scheme mainly over NTTRU rings.

5.1 Concrete security estimate

We discuss known attacks against the Module-NTRU problems and its variants.
A standard method to evaluate the security of the NTRU problem is the lattice
reduction on NTRU lattices [CS97]. Given a (ring) NTRU public key h = g/f
(mod q), the NTRU lattice is defined by Λq(h) := {(x, y) ∈ R2 | h · x − y = 0
(mod q)}. The coefficient vector of (f, g) is an unusual short vector compared
to the Gaussian heuristic estimate defined in Section 2. This naturally extends
to the module case [CKKS19,CPS+20]. Let h = {hi}i ∈ Rk

q be the public key
of the encryption scheme in Subsection 3.1. The Module-NTRU lattice of rank
k + 1 associated to h is defined as

Λq(h) := {(xi)i ∈ Rk+1 :

k∑
i=1

hixi − xk+1 = 0 (mod q)}.
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Now let Hi denote the multiplication matrices associated to the hi’s. The coef-
ficient vector of the secret (f1, . . . , fk, g) is an unusual short vector in the lattice
Λq(h) with Z-basis 

H1 · · · Hk I
qI 0

. . .
...

0 · · · qI 0

 .

This lattice has rank (k+ 1)n and determinant qkn. For the ciphertext security,
one could consider a lattice similar to the Module-LWE. We omit the details.

Concrete security in lattice reduction can be estimated using standard meth-
ods [AGVW17,GJ21,MAT22,DP23]. We used the Lattice Estimator [APS15]
which implemented these estimates. We describe the approach we used for the
security estimate. For each plausible parameters, we search for candidate moduli
q based on the decryption failure criterion and then check the set of estimates
consisting of “primal usvp”, “primal bdd”, “primal hybrid”, “dual”, “dual
hybrid” implemented in the Lattice Estimator. These estimate functions are
called with default parameters. We also used some homebrewed code to double-
check the security for lattice reduction attacks.

We omit the algebraic attacks [AG11] as the number of samples given is
limited. Also note that all the parameters have n·k (ring dimension times module
rank) ≪ q2.484 [Dv21], thus we do not consider the overstretched case.

Hybrid attacks. Our parameters are similar to many previous work for NTRU-
based encryption [ZFY23,BBC+20,CDH+20], where the secrets are chosen to
be ternary or sparse (and sometimes binomial B2). This poses the question
of whether they are secure under potential combinatorial attacks. In particu-
lar, the hybrid lattice and meet-in-the-middle approaches [How07] are the most
popular evaluation for such range of parameters: the general idea is to partly
reduce the lattice using a lattice reduction with intermediate blocksizes, enu-
merate part of the secret vectors, and then use a nearest neighborhood algo-
rithm to recover the full secret. We also evaluate the security w.r.t such hy-
brid attacks in details. We adapted a SageMath script5 from Léo Ducas, which
credited Thomas Wunderer, for estimating the hybrid attacks. We have made
two main changes: First, in order to reflect the recent advances in lattice re-
duction algorithms [AGVW17,GJ21,MAT22,DP23], we leverage the Lattice
Estimator [APS15] inside the hybrid attack to estimate its partial lattice reduc-
tion time. Second, compared to [How07], we use a more conservative approach
by exhaustively searching all possible length for the meet-in-the-middle region
(instead of estimating it using a BKZ simulator). Such method should be more
conservative and result in some safe margins. We see that the code tends to re-
turn a larger dimension for the partial lattice reduction – this is due to improved
running-time in the lattice reduction estimates – which reduces the meet-in-the-

5 https://github.com/lducas/LatRedHybrid
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middle region as a result of running-time re-balancing (between lattice reduction
and meet-in-the-middle).

NTT-friendly parameters. We choose the parameters such that the ring
dimension n and modulus q are NTT-friendly. Let Rq = Z[x]/(P (x)) be the
ring and we choose modulus q such that P (x) factorize into l irreducible factors
of degree d in Rq where we restrict d ≤ 4. For more discussions on the NTT
friendly parameters, we refer to work [LS19,LZ22]. Note that these parameters
also satisfy the conditions used in Lemma 3.7 for the security reduction, such
that the density of non-singular matrices is overwhelming.

Decryption failure estimate. Given a targeted failure probability, one can
estimate a candidate modulus q conditioned on the input probability. We used
a SageMath script modified from the Python script from Kyber [SAB+22]. We
modified the script such that it supports a higher precision and also NTTRU
rings of the form Rq = Zq[x]/(x

n − xn/2 + 1). For the NTTRU ring, calcula-
tion of the density function for the product of polynomials used an approach
described in [LS19]. We set our targeted decryption failure probability to be
≈ 2−128 with some very small margins. For each scheme described in Subsec-
tion 3.1 and 4.1, we build the concrete probability density function by applying
convolution/addition/scaling from the input distributions, according to the pre-
cise form of the error terms. As most previous work, we ignore the dependency
between coefficients (note that some analysis considering the dependency has
also been discussed in Subsection 4.1).

Recovering the determinant. The encryption scheme of Subsection 3.1 used
the determinant of the secret matrix F to decrypt. In the previous paragraphs, we
have considered the security of recovering F. However, it is tempting to recover
the determinant det(F) instead. To do this, consider the identity hT · det(F) =
gT · adj(F)T . Note hT · det(F) is a vector of length k. We look at a single co-
ordinate of it, i.e. its j-th coordinate is (hT )j · det(F) = (gT · adj(F)T )j . This
looks like an ring-NTRU instance where the public key is (hT )j with secrets
det(F) ∈ Rq and (gT · adj(F)T )j ∈ Rq. We assume that the solution det(F)
is unique among different indices j, thus it is sufficient to break any such in-
stance (for a conservative estimate). In the parameter selection of Table 4, we
have considered the security of such attacks. Notice that now the secrets det(F)
and gT · adj(F)T have a larger size compared to the original secrets F,g. We
can estimate their size as above, e.g., by modeling the distribution of prod-
uct/convolution of random variables.

5.2 Parameters

We now propose concrete parameters for our OW-CPA and IND-CPA encryption
schemes described in Subsection 3.1 and Subsection 4.1.

We first explain the notations used, which are common in all the tables in
this section. The rows “Ring dimension n” denotes the underlying ring dimension
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for R and “Module rank (k + 1)” denotes the rank of the Module-NTRU where
k follows the same notation as used in Subsection 3.1 and Subsection 4.1. The
row “Modulus q” denotes the ciphertext modulus. The rows “Key dist.” denotes
the secret key distribution χf , χg for generating entries of f ,g and “Enc dist.”
denotes the encryption randomness distribution χr, χe. For our parameters, we
choose to use the same distribution on the secret key f and g. But sometimes the
distributions χr and χe of the encryption randomness could be different. The
notations for these distributions are specified in the “Preliminaries” section. The
row “Dec. failure” denotes the decryption failure probability, computed using the
script mentioned previously. The “Blocksize” is the smallest blocksize found over
all the attacks described before, including using the Lattice Estimator and
our modified script for hybrid attacks. The last two rows show the public key
and ciphertext size in bytes.

The columns I, II and III roughly correspond to NIST security Levels 1, 3
and 5, as one can see from their bit security and BKZ blocksizes. For a fixed
security level, we sometimes present two set of parameters (e.g., II(a) and II(b)
in Table 2a). This usually occur if the first set of parameters admits a much
smaller decryption failure – which leaves some room for optimization. Finally,
we describe the schemes in the three tables of this section:

– In Table 2, we present the parameters for the schemes in Subsection 4.1 over
power-of-two rings. More precisely, the parameters for the OW-CPA scheme
Πv-MNTRU

OW is given in Table 2a, and the parameters for the IND-CPA scheme
Πv-MNTRU

IND is given in Table 2b. These parameters are mostly competitive
with the current state of the art parameters.

– In Table 3, we present the parameters for the schemes in Subsection 4.1
over the NTTRU rings. We give the parameters for the OW-CPA scheme
Πv-MNTRU

OW in Table 3a, and the parameters for the IND-CPA scheme Πv-MNTRU
IND

in Table 2b.
– In Table 4, we present the parameters for the OW-CPA scheme in Subsec-

tion 3.1 over both power-of-two and NTTRU rings. It also appears that
the NTTRU ring provides more flexibility in choosing parameters for this
scheme. Similarly, one can see the ring dimension is not necessarily a power-
of-two for these parameters.

We discuss how the public key and ciphertext size are derived. The cipher-
text of the scheme in Subsection 4.1 (i.e., Tables 2 and 3) is a vector c ∈ Rk

q

consists of k ring elements. Its public key is a matrix H ∈ Rk×k
q which is truly

random except the first column. Therefore, it is sufficient to send the first col-
umn consisting k ring elements plus a 32-bytes random seed. The ciphertext of
the scheme in Subsection 3.1 (i.e., Tables 4) consists of a single ring element in
Rq. However, its public key h ∈ Rk

q is pseudorandom and cannot be expanded
by a random seed.

In the end, we highlight several parameter set which could be interesting.
First, the parameters I, II(b) and III in Table 2a are most competitive with the
current state of the part. In particular, it offers a ciphertext size of 614, 921 and
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1228 bytes for NIST Level 1, 3 and 5 security which all admit small decryption
failure rate. If the NTTRU ring is preferred, one can uses the parameters in
Table 3a, whose ciphertext size are 651, 977 and 1257 bytes for NIST Level 1, 3
and 5 security. These ciphertext sizes are quite close to the power-of-two rings
cases.

I II (a) II (b) III (a) III (b)

Ring dimension n 256 256 256 256 256
Module rank (k + 1) 3 4 4 5 5
Modulus q 769 1153 769 1153 769
Key dist. χf , χg B1,B1 T5/16, T5/16 B1,B1 B1,B1 T1/5, T1/5
Enc. dist. χr, χe B1,B1 T5/16, T5/16 T1/6,B1 B1,B1 T1/6,B1

Dec. failure 2−131 2−154 2−129 2−180 2−131

Blocksize 404 646 638 883 895
Bit security 144 212 210 278 282
Public key (bytes) 646 1009 953 1334 1260
Ciphertext (bytes) 614 977 921 1302 1228

(a) Parameters for OW-CPA Πv-MNTRU
OW over Power-of-two rings.

I II III

Ring dimension n 256 256 256
Module rank (k + 1) 3 4 5
Modulus q 1409 1409 1409
Key dist. χf , χg T5/16, T5/16 B1,B1 T1/5, T1/5
Enc. dist. χr, χe T5/16,B1 B1,B1 B1,B1

Dec. failure 2−127 2−133 2−138

Blocksize 380 614 836
Bit security 137 203 265
Public key (bytes) 702 1037 1371
Ciphertext (bytes) 670 1005 1339

(b) Parameters for IND-CPA Πv-MNTRU
IND over power-of-two rings.

Table 2: Parameters for the OW/IND-CPA schemes of Section 4 based on the
v-MNTRU problem over Power-of-two rings.
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I II (a) II (b) III

Ring dimension n 256 384 384 324
Module rank (k + 1) 3 3 3 4
Modulus q 1153 2017 1153 1297
Key dist. χf , χg T5/16, T5/16 B2,B2 B1,B1 B1,B1

Enc. dist. χr, χe B1,B1 T5/16, T5/16 T1/5,B1 B1,B1

Dec. failure 2−139 2−153 2−130 2−134

Blocksize 380 595 613 811
Bit security 137 197 203 260
Public key (bytes) 683 1086 1009 1289
Ciphertext (bytes) 651 1054 977 1257

(a) Parameters for OW-CPA Πv-MNTRU
IND over NTTRU rings.

I (a) I (b) II III

Ring dimension n 288 288 384 324
Module rank (k + 1) 3 3 3 4
Modulus q 2017 1297 2017 2269
Key dist. χf , χg B1,B1 T1/6, T1/6 B1,B1 T5/16, T5/16
Enc. dist. χr, χe B1,B1 B1, T1/6 B1,B1 T5/16,B1

Dec. failure 2−187 2−138 2−142 2−130

Blocksize 411 410 586 777
Bit security 146 146 195 250
Public key (bytes) 823 777 1086 1387
Ciphertext (bytes) 791 745 1054 1355

(b) Parameters for IND-CPA Πv-MNTRU
IND over NTTRU rings.

Table 3: Parameters for the OW/IND-CPA schemes of Section 4 based on the
v-MNTRU problem over NTTRU rings.

Inttru IInttru IIpow2 IIInttru

Ring dimension n 384 512 512 768
Module rank (k + 1) 3 3 3 3
Modulus q 30817 52609 57089 118081
Key dist. χf , χg T1/6, T1/6 T1/6, T1/6 B1,B1 B1,B1

Enc. dist. χr, χe T1/6, T1/6 B1,B1 B1,B1 B1,B1

Dec. failure 2−127 2−145 2−175 2−145

Blocksize 397 556 551 854
Bit security 142 187 186 272
Public key (bytes) 1432 2008 2023 3235
Ciphertext (bytes) 716 1004 1012 1618

Table 4: Parameters for the OW-CPA scheme (Section 3) based on the MNTRU
problem over NTTRU and Power-of-two rings.
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