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1 Introduction

In [CL15], Castagnos and Laguillaumie proposed what is now known as the CL framework. In a nutshell,
they proposed a way to construct a special type of class group from which one can build additively
homomorphic cryptosystems. A major advantage of these schemes is that we can choose the plaintext
space (almost) freely, in contrast to, e.g., Paillier where the plaintext space must be ZN where N is an
RSA modulus. Moreover, the construction requires no hidden trapdoors, such as the factorization of
an RSA modulus. In [BDO23], Braun, Damgård, and Orlandi proposed a threshold version of the CL
cryptosystem, including a distributed key generation protocol and showed that it could be used for secure
computation. In particular, they proposed an MPC protocol in the “You Only Speak Once” (YOSO)
model without requiring trusted set-up.

To get malicious security, [BDO23] uses efficient Σ-protocols for parties to prove correct behaviour,
where the zero-knowledge proofs only add a constant factor overhead, compared to just sending the
statement to be proved. However, there was one notable exception to this, in the key generation protocol.
This protocol makes use of a class group element gF constructed to have large unknown order, and
instructs each party Pi to provide an element gαi

F , for a random αi, and perform a Feldman-style verifiable
secret sharing (VSS) of αi among the parties. The public key is then defined to be

∏
i∈S gαi

F where S is
the set of parties which successfully executed the VSS, while the secret key is the corresponding sum of
the αi’s 5. Now, in order to prove that the VSS is secure, Pi is required to give zero-knowledge proof of
knowledge (PoK) of αi, and the security proof makes essential use of the fact that one can extract αi

from the proof given by a corrupt Pi. The only known way to accomplish this without making additional
computational assumptions is to use a Σ protocol with binary challenge (the verifier sends only a 1-bit
challenge), and repeat this λ times where λ is the security parameter. This is unfortunate, as it is the
only place where the zero-knowledge proofs lead to a multiplicative overhead of λ.

In this paper we observe that, while the PoK of αi is required for the protocol to be a secure VSS,
we actually do not need a full-fledged VSS for the key generation protocol to work. We show that by
simply dropping the PoK from the protocol and slightly modifying the way the public key is constructed
from the gαi

F ’s, we get a UC secure key generation protocol, and this modified cryptosystem provides
the same security guarantees as that of [BDO23]. In fact, the protocols in [BDO23] were only proven
statically secure. In this paper we further present threshold key generation and decryption protocols that
are adaptively secure in the single inconsistent player (SIP) model. In this model, the simulator required
for security is promised that a certain player will not be corrupted (or equivalently, it is allowed to abort
if that player is corrupted). SIP security is obviously not enough for a threshold cryptosystem to be secure
on its own. However, the notion remains very useful, since a protocol using a SIP-secure subprotocol can
often be shown adaptively secure in the standard sense. An example of this is the adaptively secure MPC
protocol from [DN03] that uses a SIP-secure threshold decryption protocol for the Paillier cryptosystem.

1.1 Related Work

We build distributed key generation and decryption protocols for the HSM-CL encryption scheme by
Castagnos et al. [CLT18]. The encryption scheme is linearly homomorphic with message space Fq and
based on class groups in the so-called CL framework [CL15]. In [CLT22] Castagnos et al. presented a
variant of the HSM-CL encryption scheme with plaintext space Z2k and a corresponding threshold scheme.
In contrast with the Fq variant, this does not allow for a transparent setup. As explained above, our work
improves upon the statically secure threshold version of HSM-CL for Fq by Braun et al. [BDO23] where it
was used to build MPC. Compared to their construction, we use a weaker reconstruction property of the
Feldman VSS allowing us to remove the PoK. Moreover, we also present a protocol that is adaptively secure
in the SIP model and apply a batching technique to decrease the costs of the necessary zero-knowledge
proofs. In concurrent and independent work Wong et al. [WMC24] also presented a threshold version of
HSM-CL. They work with property based security definitions, whereas we provide potentially stronger
UC-security results. Moreover, they provide static security only, whereas we consider both static and
adaptive security.

5 This allows the adversary to bias the public key in a limited way, but it is shown in [BDO23] that the resulting
cryptosystem is still as secure as if the key was unbiased.
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1.2 Technical Overview

Efficient Verifiable Secret Sharing in the CL Framework Improved Efficiency from Weak Re-
construction. Adapting distributed key generation protocols from prime order to unknown order groups
requires verifiable secret sharing (VSS) over the integers. Braun et al. [BDO23] define a Feldman-style
VSS in the CL framework in which a dealer shares the secret α among N parties with Shamir’s secret
sharing over Z and broadcasts commitments C0, . . . , Ct to the coefficients of the sharing polynomial f
for verification. This VSS dealer defines f(0) := ∆ · α with ∆ := N ! to prevent leakage of α (mod i).
Reconstruction via interpolation with integer Lagrange coefficients incurs yet another multiplicative
factor of ∆. Reconstruction first obtains α = ∆2 ·α and subsequently divides by ∆2 to recover the shared
secret α. Verification via evaluation of f in the exponent ensures share consistency modulo the (unknown)
group order. One concern which then arises, is that a malicious dealer could distribute shares such that α
is not divisible by ∆2 over the integers, causing reconstruction to fail. Braun et al. [BDO23] show that,
under the Unknown Order Assumption (ORD), this can only happen with negligible probability. They
introduce a proof of knowledge (PoK) of α for broadcasted C0 = gα

F to facilitate this reduction. The
reduction then extracts α from the PoK and reconstructs α from the shares. If these values are unequal
then ∆2 · α− α is a multiple of the group order and a solution to the ORD problem.

To avoid the expensive PoK, we prove a weakened property (Lemma 1) that guarantees the recon-
struction of α such that C∆2

0 = gα
F . We observe that weak reconstruction is sufficient for our threshold

encryption scheme so we eliminate the PoK in our modified Feldman VSS.

Statistical Security from Pedersen Commitments. We generalize the above to a statistically private
Pedersen-style VSS [Ped92] in the CL framework. To this end, we present Pedersen commitments in the
CL framework, as our VSS dealer broadcasts Pedersen commitments to the coefficients of f. Consequently,
at setup, we need to generate an additional random group element hP, whose discrete logarithm must
be unknown. In a prime-order group hP can be sampled uniformly. However, it is unclear how a class
group element can be sampled at random without knowing the corresponding discrete logarithm. Hence,
we generate hP via a multiparty protocol. This introduces the possibility of adversarial bias over the
distribution of hP. We prove security of the commitments when an adversary can induce such bias over
the commitment key and use these commitments to construct our Pedersen VSS. We can then prove that
this VSS guarantees weak reconstruction and statistical privacy.

Efficient Zero-Knowledge Proofs Soundness with a Rough Order. Braun et al. [BDO23] introduced
the Rough Order Assumption (ROC) stating that class groups sampled normally are indistinguishable
from those sampled with a C-rough order (that is, the order has no prime factors less than C). Assuming
a C-rough group order, efficient Σ-style zero-knowledge proofs were constructed, and shown to be
unconditionally set-membership sound (not knowledge sound) as is sufficient for many use cases. Specifically,
their result states that no malicious prover can prove a false statement with probability greater than 1/C.
It was then claimed that, under the rough order assumption, the proofs are computationally sound, even
for a normally sampled class group, i.e., that no malicious PPT prover can prove a false statement with
probability greater than 1/C + negl(λ).

We observe that, while this claim seems intuitively reasonable, it is not clear how it can be proven as
stated: the natural reduction would get a statement and a proof from a malicious prover, and it would
guess that the group is sampled normally if the proof verifies and the statement is false, and otherwise
guess that the order is C-rough. However, this requires the reduction to decide if the statement is false,
and since the statement typically involves discrete logs that the reduction does not know, the decision
cannot be done efficiently.

Fortunately, this technicality can be fixed: we show that the zero-knowledge proofs can be used in a
larger context as if they were computationally sound. The reasoning is as follows: in a higher-level protocol
it is usually possible to decide efficiently if it has been broken, and this implies that a reduction to ROC

becomes possible. In more detail, the idea is to prove the higher level protocol secure in a rough-order
group using the unconditional soundness of the zero-knowledge proofs. Then one argues that, when using
a normal-order group, the adversary’s advantage for breaking the high-level protocol is at most negligibly
greater. This holds, since otherwise this adversary implies a distinguisher for ROC .
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In Section 4.1 we discuss this in greater detail. Theorem 7 states how to use the ROC assumption to
prove security. This patches the technicality discussed above and implies that the proofs of [BDO23] are,
effectively, computationally sound under the ROC assumption.
Batched Proofs. Protocols often require multiple zero-knowledge proofs for the same relation. For example,
a dealer in our VSS must prove that the broadcast values C0, . . . , Ct are elements of ⟨gq⟩ with t + 1
simultaneous proofs of the discrete logarithm base gq. In Section 4.2 we migrate a technique from
[Gen+04] for batched Schnorr proofs in prime-order groups to the unknown-order setting. To batch
proofs of b instances the technique computes a polynomial f(X) = r +

∑b
k=1 wk ·Xk with coefficients the

witnesses w1, . . . , wb and computes a response to the challenge chl as its evaluation res = f(chl). From
b + 1 transcripts the witnesses can be reconstructed via Lagrange interpolation. To prove soundness we
use integer secret sharing techniques to reconstruct a C!-multiple of f which, in a C-rough-order group,
implies the existence of the witnesses. Even though res does grow with b, as we cannot perform modular
reduction, the batched proofs are still more efficient than b independent proofs.

Distributed Key Generation and Decryption Allowing More Bias. Our ideal functionality for
threshold encryption FTE is adapted from [BDO23]. Following their approach we permit the adversary to
bias the public key in order to achieve a more efficient protocol. We generalize the allowed bias. Given
an unbiased public key pk∗

cl := gα
q the adversary specifies secret key bias δ. The resulting public key is

pkcl := (pk∗
cl)a · gδ

q with secret key skcl := a · α + δ for an arbitrary constant a co-prime to q. We prove
that the underlying encryption scheme remains IND-CPA secure with biased keys of this form. In our
protocols we set a := ∆2 which allows us to rely on the weak reconstruction properties of the VSS.
Static Protocol. We present a protocol Πstatic

TE in Section 6 that UC-realizes FTE in the presence of an
adversary statically corrupting at most t < N/2 parties. This protocol is the result of applying the
efficiency improvements, specifically the updated Feldman VSS and batched zero-knowledge proofs,
discussed above. Notably key generation does not require parties to prove knowledge of their contribution
to the secret key and instead, during simulation, the adversarial key bias can be computed from the
shares held by the honest majority. We implemented the protocol based on BICYCL [Bou+23] and show
that its performance compares favorably against threshold Paillier [Fri+23] and [WMC24].
Adaptive Protocol. We then present a protocol Πadaptive

TE in Section 7 that UC-realizes FTE under the
adaptive corruption of at most t < N/2 parties in the single inconsistent player (SIP) model. The SIP
model requires simulation to produce an indistinguishable view of the environment, including the states
of any corrupted parties, and specifies a randomly chosen party that cannot be corrupted. During the
first round of distributed key generation, each party Pi samples a contribution to the secret key αi and
shares this contribution with Pedersen VSS. In a second round the parties reveal a multiplicative share of
the public key Di := gαi

q and prove that the exponent matches their first round commitment Ci,0. During
simulation, the contribution αh of some randomly chosen party Ph is computed in the exponent from the
outputs leaked to the simulator. The view of Ph is inconsistent because the simulator cannot compute the
discrete logarithm αh of Di to include in the party’s state. Therefore, simulation fails if Ph is corrupted.
The commit-and-reveal strategy for distributed key generation statistically hides the inconsistent party
and implies that the probability Ph is corrupted, causing the simulation to fail, is at most t/N + negl(σ).

2 Preliminaries

2.1 Notation

We denote by λ and σ the computational and statistical security parameters, respectively. In our protocols
N is the number of parties and the threshold t is a bound on the number of corrupted parties. We define
∆ := N !. For integers a ≤ b we write [a, b] := {a, . . . , b}, [a, b) := {a, . . . , b − 1}, and [b] := [1, b]. We
denote the uniform distribution over a finite set M with U(M).

2.2 The CL Framework for Unknown Order Groups

We use class groups as a black box with the so-called CL framework for groups of unknown order [CL15]
that specifies two algorithms, CLGen and CLSolve. The former, CLGen, on input the security parameter
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1λ and a prime q ≥ 2λ, outputs a set of public parameters ppcl = (q, s̄, f, gq, Ĝ, F ; ρ) which describe a class
group, where ρ is the randomness used by CLGen . In this tuple the group of squares Ĝ contains a cyclic
subgroup G ⊆ Ĝ which factors into the direct product G = Gq × F ⊆ Ĝ of F = ⟨f⟩, the unique subgroup
of order q, and Gq = ⟨gq⟩, the subgroup of qth powers. The order of Gq is unknown but an upper bound
s̄ > |Ĝq| is given. The latter, CLSolve, efficiently computes discrete logarithms in the subgroup F .

Our protocols are given in the FCL-hybrid model (given in Figure 1). Parties query FCL during
initialization to generate ppcl. Our constructions also make use of a distribution Dq over Z that induces
an almost-uniform distribution {gx

q | x← Dq} in Gq. We can instantiate it by sampling from U([2σ · s̄]).

Figure 1: CL Parameter Generation Functionality FCL

Gen On input (Gen, 1λ, q) from all parties, FCL runs the CL setup algorithm ppcl ← CLGen(1λ, q) with
randomness ρ, then stores and outputs the public parameters ppcl = (q, s̄, f, gq, Ĝ, F ; ρ).

In this work we construct a threshold version of the HSM-CL encryption scheme [CLT18] which we
informally discuss briefly here. The public key has the form pkcl = gskcl

q and the secret key is sampled as
skcl ← Dq. Messages m ∈ Fq are encrypted as ct = (gr

q , pkr
cl · fm)← Enc(pkcl, m; r) and ciphertext can be

decrypted as m = CLSolve(ct2 · ct−skcl
1 ). The HSM-CL encryption scheme is linearly homomorphic and

its security is proven under the hard subgroup membership assumption (HSM) [CLT18], stating that
random elements of G are indistinguishable from random elements of Gq.

The security of our protocols is based on the Unknown Order assumption (ORD) and the Rough
Order assumption (ROC) introduced by [BDO23]. The ORD assumption states that no efficient adversary
can compute a multiple of ord(h) = e ̸= 0 for any group element h ∈ (Ĝ \ F ). The ROC assumption
states that class groups of rough order, i.e., of an order with no small prime factors, are indistinguishable
from those sampled normally.

Definition 1 (Unknown Order Assumption [Cou+21], version from [BDO23]). Let λ be the
security parameter, q ≥ 2λ a prime and A a PPT algorithm. The experiment generates public parameters
ppcl := (q, s̄, f, gq, Ĝ, F ; ρ) ← CLGen(1λ, q) and runs A(ppcl). We say that A solves the unknown order
(ORD) problem if it outputs a group element h ∈ (Ĝ \ F )6 and an integer e ̸= 0 such that he = 1. We
define the advantage AdvORD

A (λ) as the success probability. The ORD assumption holds if AdvORD
A (λ) is

negligible in λ for all PPT A.

Definition 2 (Rough Order Assumption [BDO23]). Let λ be the security parameter, q ≥ 2λ a
prime, C ∈ N and A a PPT algorithm. Define Drough

C (λ, q) as the uniform distribution over the set
{ρ ∈ {0, 1}λ | (q, s̄, f, gq, Ĝ, F ; ρ) ← CLGen(1λ, q; ρ) ∧ (∀ primes p < C : p ∤ ord(Ĝ))}. We say that A
solves the C-rough order (ROC) problem if the advantage below is non-negligible.

AdvROC

A (λ) :=
∣∣∣Pr
[
1← A(1λ,U({0, 1}λ))

]
− Pr

[
1← A(1λ,Drough

C (λ, q)))
]∣∣∣

We say the ROC assumption holds if AdvROC

A (λ) ≤ negl(λ) for all PPT algorithms A.

2.3 Zero-Knowledge Proofs

Our protocols use zero-knowledge proofs for a number of relations between class group elements. Most
of the time (set-membership) soundness is sufficient as we do not need to extract a witness. We require

6 This can by easily verified by checking hq ̸= 1.
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proofs for the following relations:

RDLog :=
{

(g, h); x
∣∣ g, h ∈ Ĝ ∧ x ∈ Z ∧ h = gx

}
(1)

REqDLog :=
{

(g1, g2, h1, h2); x
∣∣ ((gi, hi); x) ∈ RDLog for i = 1, 2

}
(2)

RPed :=
{

(g, h, C); (m, r)
∣∣ g, h, C ∈ Ĝ ∧m, r ∈ Z ∧ C = gr · hm

}
(3)

RPed-DLog :=
{

(g, h, C, D); (m, r)

∣∣∣∣∣ ((g, h, C); (m, r)) ∈ RPed

∧ ((g∆2
, D); m) ∈ RDLog

}
(4)

The simplest option is to use the Σ-like protocols by Braun et al. [BDO23] for statements of the
form Y =

∏
k Xwk

k where Y, Xk ∈ Ĝ. In Section 4.2 we show how to extend their approach to obtain
more efficient proofs for batched relations. The proofs are unconditionally sound if ord(Ĝ) is C-rough
and, under the ROC assumption, can be used to prove security of a higher level protocol even when
the class group is sampled normally. We provide a more detailed discussion about soundness under the
ROC assumption in Section 4.1. When knowledge soundness is required we use binary challenges with
repetitions.

To simplify the description and reduce the round complexity of our protocols we apply the Fiat-Shamir
transform [FS87] for non-interactivity. The single exception is during the one-time setup of our adaptively
secure protocol, where we need a straight-line extractable proof of knowledge (see Section 7.3) and apply
the Fischlin transformation [Fis05].

In the descriptions of our protocols we use the following abstract notation for non-interactive proof
systems of a witness relation RRel. For the statement-witness pair (x; w) ∈ RRel a proof is computed
as π ← Prove(x, w) and is verified with {⊤,⊥} ← Verify(x, π).7 A simulated proof is the output π ←
SimProve(x) and implicitly includes programming the random oracle in the Fiat-Shamir case. We denote
a zero-knowledge proof by ΠZK

Rel , a zero-knowledge proof of knowledge by ΠPoK
Rel and a straight-line

extractable zero-knowledge proof of knowledge by ΠPoK,sle
Rel . The straight-line extractor is written as

w ← ΠPoK,sle
Rel .Extract(x, π). For zero-knowledge proofs of batched relations we write Π

ZK
Rel. While this can

be instantiated using the usual AND-proof of Σ-like protocols we show a more efficient approach in
Section 4.2.

2.4 Universal Composition with a Single Inconsistent Player

We prove security in the universal composition (UC) framework [Can01]. We very briefly recall the UC
model to communicate the complexity of adaptive corruption and then describe the single inconsistent
player (SIP) model.

In the UC framework a protocol Π is compared against the ideal functionality F which essentially
carries out a computation as a trusted third party. Parties can determine their output by either executing
the protocol Π, as in the “real world”, or querying the functionality F , as in the “ideal world.” A protocol
is considered UC-secure if it is proven to be as good as the ideal functionality, i.e., that an instance of
Π is indistinguishable from, and therefore can be used in place of, an instance of F . The composition
theorem then guarantees that such a protocol Π can be arbitrarily composed with other protocols.

The attacker, attempting to distinguish an execution of Π in the real world from an invocation of
F in the ideal world, is our environment Z. In both the real and ideal worlds Z provides input to and
receives output from the honest parties and controls an adversary A against an execution of Π. In the
ideal world this execution of Π is simulated by an ideal adversary S that computes honest party messages
from any leakage allowed by F .

To corrupt a party Pi the environment issues a corruption instruction and receives the internal state
of the freshly corrupted party.8 A static corruption instruction is issued prior to any protocol messages
and thus S does nothing more than not simulate the corrupted party. Upon adaptive corruption S must
produce the internal state of the corrupted party. Moreover, this state must be consistent with the
protocol transcript meaning that it must contain all of the secrets and randomness used to compute the
7 When implemented in practice the non-interactive proofs should take context, including identifiers for the

session, the party, and the step of the protocol, as additional input to avoid replay attacks, etc.
8 We omit the details of the exact path of this corruption instruction as it is not completely necessary to present

a high level description of the difficulty of adaptive corruption.
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messages sent by the party. Often, S cannot compute the state of every honest party as the messages of
at least one party were not computed according to Π but instead computed to ensure that the protocol
output corresponds with that of F . The single inconsistent player (SIP) model [Can+99; AF04] permits
S to simulate the messages of a random honest party Ph with the guarantee that Ph remains honest and
simulation fails if Ph is corrupted by Z. In the case of t-limited adversaries the success probability of S is
reduced by a factor of t/N .

Our adaptively secure distributed key generation and threshold decryption protocol Πadaptive
TE is SIP-

UC-secure. As discussed in [AF04] SIP-UC security allows us to avoid an assumption of secure erasure
or adaptively secure communication channels, for example non-committing encryption. The SIP-UC
composition theorem is restricted; it guarantees arbitrary composition with protocols executed by the
same set of parties with the same inconsistent player.

3 Secret Sharing and Commitments over the Integers

3.1 Secret Sharing over the Integers

We recall Shamir’s secret sharing over the integers as defined in Braun et al. [BDO23]. With the processes
appearing in Definition 3 a secret α sampled from the bounded interval [0, 2ℓ) can be shared among N
parties such that α can be efficiently recovered from any t + 1 distinct shares yet remains statistically
private given any t or fewer shares.

Definition 3 (Shamir’s Secret Sharing over Z [BDO23]). Let N be the number of parties, t the
corruption threshold, ℓ a bound on the secret size, and σ a statistical security parameter. Moreover, let
ℓ0 ∈ N be a parameter. To share a secret α ∈ [0, 2ℓ) the dealer proceeds as follows:
1. Let α̃ := α ·∆ with ∆ := N !.
2. Sample r = (r1, . . . , rt) ∈R [0, 2ℓ0+σ)t

3. Set f(X) := α̃ + r1 ·X + · · ·+ rt ·Xt.
4. Send yi := f(i) over a private channel to party Pi for i ∈ [N ].

We denote the above process, in which α is shared using the random coins r, as Shareℓ(α, r) and denote
the share of Pi as Shareℓ

i(α, r). If it is clear from the context, we might omit ℓ.

Following [BDO23] and [Fri+23], the secret sharing scheme provides statistical privacy if ℓ0 >
ℓ + log2(∆) + 2 · log2(t + 1) + 2.

Given any subset of at least t + 1 shares {(xi := i, yi)}i∈S held by a subset of parties S ⊆ [N ] with
|S| ≥ t + 1, the sharing polynomial can be recovered via Lagrange interpolation over the integers. The
Lagrange coefficients LS

i (X) ∈ Z are scaled by ∆ = N ! as in Equation (5) to guarantee that computation
occurs over Z.

∆ · f(X) =
∑
i∈S

yi · LS
i (X) with LS

i (X) = ∆ ·
∏

j∈S\{i}

xj −X

xj − xi
(5)

This process allows parties to recover ∆ · f(0) = ∆2 · α and subsequently α through division by ∆2. Note
that this is only well-defined if a dealer behaves honestly. Variants of verifiable secret sharing (VSS) that
ensure correctness with a potentially malicious dealer are presented in the following sections.

3.2 Weak Feldman VSS

In Definition 4 we recall a Feldman-style verifiable secret sharing (VSS) scheme. The variant of Feldman
VSS appearing in this section has been modified from its original form in [BDO23] as discussed below.
Lemma 1 guarantees a weakened reconstruction property, that every set of t + 1 shares can be used to
recover the same multiple of the shared secret. Without change, Lemma 2 from [BDO23] guarantees
security. In the following we assume that the public parameters ppcl are given along with a designated
group element gF ∈ (Ĝ \ F ).

Definition 4 (Feldman VSS (Protocol 2 in [BDO23]). In Feldman VSS the dealer shares a secret
α ∈ [0, 2ℓ) via (y1, . . . , yN )← Share(α; r) (Definition 3), privately distributes the share yi to each Pi, and,
for k ∈ [t] and ∆ := N !, broadcasts values C0 := gα

F and Ck := g∆·rk

F and proves that C0, . . . , Ct ∈ ⟨gF⟩.
The sharing procedure is denoted (y1, . . . , yN ; C0, . . . , Ct)← F-Share(α; r; gF).
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Party Pi can verify the share yi by checking Equation (6), and broadcasts a complaint against the dealer
if verification fails. Verification with respect to Equation (6) is denoted {⊥,⊤} ← F-Check(i, yi; C0, . . . , Ct; gF).

g∆·yi

F
?= C∆2

0 ·
t∏

k=1
(Ck)(ik) (6)

Equation (6) can also be used to verify that parties publish correct shares during reconstruction.
The protocol presented in [BDO23] requires that the dealer broadcast a proof of knowledge of the

discrete logarithm of C0 to base gF to ensure that a secret shared via F-Share can be efficiently reconstructed
from any set of t + 1 verifying shares. Therein the strong reconstruction property requires that the exact
value α shared by the dealer is output by reconstruction. To recover α the intermediate value ∆ · f(0) is
interpolated and must be divisible by ∆2 over Z for reconstruction to succeed.9 If reconstruction fails then
the PoK can be leveraged to prove that such a dealer can be used to break ORD, specifically because
the difference between the witness that can be extracted from the verifying proof and the reconstructed
secret will be a multiple of the group order.

In this work we eliminate the (potentially) costly PoK by proving a weaker reconstruction property
that is ultimately sufficient for our goal of distributed key generation. The weak reconstruction property
in Lemma 1 proves that the interpolated value α directly satisfies C∆2

0 = gα
F . We also use the Feldman

Simulation Lemma 2 from [BDO23].
Lemma 1 (Weak Feldman Reconstruction). If gcd(∆, ord(gF)) = 1 then the following conditions
are satisfied:
(i) There exists an efficient algorithm which on input C0, . . . , Ct ∈ ⟨gF⟩ and t + 1 values yi1 , . . . , yit+1

satisfying Equation (6) outputs a value α ∈ Z such that C∆2

0 = gα
F .10

(ii) Under the ORD assumption any collection of t + 1 shares which satisfy Equation (6) can be used to
recover the same value α ∈ Z.

Proof. (i) The lemma follows from the proof of the “strong” variant appearing in [BDO23, Lemma 6 in
the full version]. Let h ∈ Q[X] be the unique polynomial of degree at most t such that h(ij) = yij

for j ∈ [t + 1]. Set S := {i1, . . . , it+1} and let LS
j := LS

j (0) be the integer Langrange interpolation
coefficients multiplied by ∆ that can be used to reconstruct h(0) from its values in i1, . . . , it+1 as in
Equation (5). We can efficiently compute the integer ∆ · h(0) =

∑t+1
j=1 LS

j · yij
and output α := ∆ ·h(0)

directly.11

(ii) Follows from the same argument as in [BDO23].
Lemma 2 (Feldman Simulation [BDO23]). Given C0 ∈ ⟨gF⟩ and t points (xi, yi) ∈ Z2 for some 1 ≤
x1 < · · · < xt ≤ N , one can efficiently compute C1, . . . , Ct ∈ ⟨gF⟩ such that F-Check(xi, yi; C0, . . . , Ct, gF)
is satisfied for all i ∈ [t]. Moreover, the values C1, . . . , Ct ∈ ⟨gF⟩ have the same distribution as produced
by F-Share conditioned on C0 and (xi, yi)i∈[t].

3.3 Pedersen Commitments for the CL Framework
The standard Pedersen commitment [Ped92] is defined in a prime-order group and we define its adaptation
to the CL framework. Previously Damgård et al. [DF02] constructed a similar commitment scheme for
groups with unknown order, though in a slightly different setting. Couteau et al. [Cou+21] also considered
Pedersen-like homomorphic integer commitments in class groups.

We first recall Definition 5 of a statistically hiding and computationally binding commitment scheme.
Definition 5 (Commitment Scheme). A commitment scheme for the message space M is a pair of
polynomial-time algorithms (Gen, Com). The former, Gen, is a probabilistic algorithm which takes as input
the security parameter 1λ and outputs a public key pk. The latter, Compk parameterized by public key
pk,12 takes as input a message m ∈ M and randomness r sampled from some given distribution, and
9 The fact that f(0) = α ·∆ as in Share accounts for one factor of ∆ while the integer Lagrange coefficients, scaled

by ∆ as in Equation (5), contribute the second factor.
10 The respective (strong) lemma in [BDO23] has the additional precondition of a proof of knowledge for C0, but

provides the additional guarantee that α ∈ Z is reconstructed such that C0 = gα
F .

11 In contrast, [BDO23] proceed to show that g
∆·h(0)
F = C∆2

0 and that ∆ · h(0) is divisible by ∆2 but the remainder
of this portion of their proof is not required here.

12 If the used public key pk is clear from the context, we write Com instead of Compk.
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outputs a commitment cm ← Compk(m; r). A commitment is opened by revealing (m, r). The opening
can be verified by checking that Compk(m; r) ?= cm holds. A commitment scheme is statistically hiding
if, for all (m, m′) and independent (r, r′), the commitments Compk(m; r), Compk(m′; r′) are statistically
indistinguishable. A commitment scheme is computationally binding if no PPT algorithm can produce
(m, m′), (r, r′) with m ̸= m′ such that Compk(m; r) = Compk(m′; r′) except with negligible probability.

Definition 6 (Pedersen Commitments for CL). Let M = Zn for some n ∈ N \ {0} be the message
space and denote the commitment public parameters by pp which include CL parameters ppcl.
Gen(1λ)→ pk. Sample ppcl ← CLGen(1λ, q) and ω1, . . . , ωn ← Dq, compute hP := (hP,1, . . . , hP,n) =

(gω1
q , . . . , gωn

q ), and output pk := (hP, ppcl).
Compk(m; r)→ cm. On input a message m = (m1, . . . , mn) ∈ Zn and randomness r ∈R Dq, output

cm := gr
q ·
∏

i∈[n](hP,i)mi .

An opening (m, r) can be verified by checking that gr
q ·
∏

i∈[n](hP,i)mi
?= cm.

Pedersen commitments require a public commitment key hP generated at setup. Elements of the public
key are supposed to be almost-uniformly random in Gq and therefore we encounter another instance of
the same problem as in distributed key generation; an adversary can bias the public key. To generate an
unbiased random group element Gennaro et al. [Gen+07] use Pedersen VSS which, in turn, requires a
public key for Pedersen commitments. To break this circle we show that Pedersen commitments in the
CL framework remain secure with a biased key.

BiasedComGenA(pp, n)

1. Sample ω′ := (ω′
1, . . . , ω′

n)← (Dq)n.
2. Set h∗

P :=
(

h∗
P,1 = g

ω′
1

q , . . . , h∗
P,n = g

ω′
n

q

)
.

3. δ ← A(pp, h∗
P).

4. Define ω := ω′ + δ.
5. Set hP :=

(
hP,1 = gω1

q , . . . , hP,n = gωn
q

)
.

6. Output (hP, ω).

Fig. 2. Modified commitment key generation that permits limited adversarial bias.

The procedure BiasedComGenA samples n exponents from Dq and computes the corresponding n
nearly uniform group elements h∗

P. The adversary, on input pp and h∗
P, outputs a vector of exponents δ

to bias the key.

Definition 7 (Pedersen Commitments for CL with Biased Public Key). Pedersen Commitments
as in Definition 6, but with the interactive procedure BiasedComGenA (Figure 2) instead of Gen to allow
an adversary A to bias the public key hP.

Theorem 3. Under the ORD assumption (Definition 1) Pedersen commitments for CL with biased
public key are statistically hiding and computationally binding.

Proof.

Hiding. The commitment randomness is sampled according to the distribution r ← Dq and so the value
gr

q is almost uniformly distributed in Gq. For all i ∈ [n] the element hP,i ∈ ⟨gq⟩ so every commitment
cm = gr

q ·
∏

i∈[n] hmi

P,i ∈ ⟨gq⟩ is also almost uniformly distributed. For every message a commitment to
the message is almost uniformly distributed in the subgroup and therefore the messages are statistically
hidden.

Binding. Assume that there exists a PPT adversary A that outputs (m, m′, r, r′) with m ̸= m′ such that
gr

q ·
∏

i∈[n] hmi

P,i = gr′

q ·
∏

i∈[n] h
m′

i

P,i, with non-negligible probability. We define the following reduction to
the ORD problem.
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On input ppcl sample ω1, . . . , ωn ∈R [s̃ · 2σ] and run BiasedComGenA with A to obtain hP with
hP,i = gωi+δi

q for i ∈ [n]. Then run A on input pk := (ppcl, hP). If A outputs (m, m′, r, r′) as above then:

r +
∑
i∈[n]

ωi ·mi = r′ +
∑
i∈[n]

ωi ·m′
i (mod ord(gq))

⇐⇒ 0 = (r − r′) +
∑
i∈[n]

ωi · (mi −m′
i) (mod ord(gq)).

Let M := (r − r′) +
∑

i∈[n] ωi · (mi −m′
i) ∈ Z. By the above gM

q = 1. Thus if M is non-zero then (gq, M)
is a solution to the ORD problem.

By the inequality m ̸= m′ there exists i∗ ∈ [n] such that mi∗ ≠ m′
i∗ . Write ωi∗ = s · ord(gq) + t + δi∗

where t ∈ [0, ord(gq)) and δi∗ is the bias specified by A during BiasedComGenA. Since both ord(gq) and
mi∗ −m′

i∗ are non-zero we can write, for o = ord(gq):

M = 0 ⇐⇒

s · o · (mi∗ −m′
i∗) = (r′ − r) + (t + δi∗) · (m′

i∗ −mi∗) +
∑

i∈[n]\{i∗}

ωi · (m′
i −mi)

⇐⇒ s =
(r′ − r) + (t + δi∗) · (m′

i∗ −mi∗) +
∑

i∈[n]\{i∗} ωi · (m′
i −mi)

o · (mi∗ −m′
i∗) .

The values t and δi∗ constitute the only information that A receives about ωi∗ so A’s output, and the
values on the right-hand side of the equation, are independent of s. The value s has at least σ bits of
entropy. Hence, M ̸= 0 and (gq, M) is a solution to ORD except with negligible probability. We conclude
that no adversary can break the binding of the commitment with non-negligible probability.

3.4 Pedersen VSS

In this section we adapt Pedersen’s verifiable secret sharing scheme [Ped92] to the CL framework.
Previously, Pedersen VSS was considered in the RSA setting by Canetti et al. [Can+99] and Frankel
et al. [FMY99]. Our Pedersen VSS satisfies a weak reconstruction property (Lemma 4) analogous to
Lemma 1 for Feldman VSS, but also provides statistical privacy (Lemma 5).

Definition 8 (Pedersen VSS). Assume that public parameters ppcl and hP are given such that hP ∈R

⟨gq⟩. Let ℓ ∈ N denote the bit size of the secret and let ℓb ∈ N an additional parameter. To share a secret
α ∈ [0, 2ℓ), the dealer samples a value β ∈R [0, 2ℓb) and shares both values with (y1, . . . , yN )← Shareℓ(α; r)
and (z1, . . . , zN )← Shareℓb(β; s) (see Definition 3). The dealer also broadcasts values C0 := gβ

q · hα
P and

Ck := gsk
q · h

rk

P for k ∈ [t].
Party Pi verifies the received share (yi, zi) by checking Equation (7) and, if verification fails, broadcasts

a complaint.

gzi
q · h

yi

P
?= C∆

0 ·
t∏

k=1
(Ck)(ik) (7)

The same method can be used to verify shares during reconstruction.
We denote the sharing procedure by ((y1, z1), . . . , (yN , zN ); C0, . . . , Ct) ← P-Share(α; β, r, s), writing

the randomness (β, r, s) explicitly, where the output (yi, zi) is the share of Pi and the Ck are public. We
denote the checking procedure by {⊥,⊤} ← P-Check(i, yi, zi; C0, . . . , Ct).

Lemma 4 (Weak Pedersen Reconstruction).
(i) Given C0, . . . , Ct ∈ ⟨gq⟩, and t + 1 shares (yi1 , zi1), . . . , (yit+1 , zit+1) such that Equation (7) holds there

exists an efficient algorithm which parties can use to compute α, β ∈ Z such that C∆2

0 = gβ
q · hα

P .
(ii) Under the ORD assumption any collection of t + 1 shares which satisfy Equation (7) can be used to

recover the same pair α, β ∈ Z.
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Proof. (i) Let ω ∈ Z such that hP = gω
q . By Lagrange interpolation there is are unique polynomials

f, g ∈ Q[X] of degree at most t such that f(ij) = yij
and g(ij) = zij

for all j ∈ [t + 1]. Using Lagrange
interpolation over the integers, we can compute values α := ∆ · f(0), β := ∆ · g(0) ∈ Z from the shares.
Set C ′

0 := C∆
0 and C ′

k := Ck for k ∈ [t]. Write C ′
k := gγk

q for some γk ∈ Z and k ∈ [0, t], and define
h′(X) :=

∑t
k=0 γk ·Xk. Then we have

gg(ij)
q · hf(ij)

P
(7)= C∆

0 ·
t∏

k=1
C

(ik
j )

k =
t∏

k=0
C

′(ik
j )

k = gh′(ij)
q for all j ∈ [t + 1].

By integer interpolation in the exponent, we get g
∆·g(0)
q · h∆·f(0)

P = g
∆·h′(0)
q = C ′∆

0 = C∆2

0 . Hence, α, β
satisfy the lemma.13

(ii) Suppose there is a PPT algorithm A, that generates with non-negligible probability two collection of
shares yielding (α, β) and (α′, β

′), respectively, so that α ̸= α′. Then we can use A to construct an
adversary B that breaks the binding property of Pedersen commitments as follows: First we invoke
A to obtain the shares, then run the reconstruction algorithm, and finally output (α, β), (α′, β

′). If
α ̸= α′, then both pairs are valid, but different openings of the Pedersen commitment cm := C∆2

0 =
gβ

q · hα
P = gβ

′

q · hα′

P . Hence, by Theorem 3, such an A cannot exist.
Similarly, if α = α′ but β ̸= β

′, then β−β
′ must be a non-zero multiple of ord(gq) since gβ−β

′

q = 1.

Lemma 5 (Privacy of Pedersen VSS). The Pedersen VSS for CL (Definition 8) with ℓ ∈ N and
ℓb ≥ ℓ + log2(s̄) + 2 · σ + 1 provides statistical privacy (Definition 8 from the full version of [BDO23]).

Proof. Write ℓG = log2(s̄), and consider a Pedersen public key hP = gω
q , where ω ∈R [0, 2ℓG+σ). Let

α, α′ ∈ [0, 2ℓ) be arbitrary, and let C ⊆ [N ] be an arbitrary set of |C| = t corrupted parties.
Suppose α is shares as P-Share(α; β; r, s), i.e., we have two polynomials f, g ∈ Z[X]≤t and group

elements C0, . . . , Ct ∈ Gq such that

f(X) = ∆ · α +
∑
k∈[t]

rk ·Xk, g(X) = ∆ · β +
∑
k∈[t]

sk ·Xk,

C0 = gβ
q · hα

P , and Ck = gsk
q · h

rk

P for k ∈ [t].

First, we show that for α′ there exists a matching value β′: We set β′ = β + (α − α′) · ω such that
β + α · ω = β′ + α′ · ω and therefore C0 = gβ′

q · hα′

P . Note that β′ ∈ [−2ℓ+ℓG+σ, 2ℓb + 2ℓ+ℓG+σ), but
if β ∈ [2ℓ+ℓG+σ, 2ℓb − 2ℓ+ℓG+σ), then always β′ ∈ [0, 2ℓb). By choice of ℓb, the probability of this is
1− 2ℓ+ℓG+σ+1−ℓb ≥ 1− 2−σ.

Now we use privacy of Shamir’s secret sharing to show that there exist corresponding sharing
polynomials f′, g′ for α′, β′: Let sC(X) ∈ Z[X]≤t be the sweeping polynomial corresponding to C (see
Definition 8 in the full version of [BDO23]), and consider the following map φ : Z2 → (Z[X]≤t)2:

(α∗, β∗) 7→
(
f(X) + (α∗ − α) · sC , g(X) + (β∗ − β) · sC

)
.

By the privacy proof of Shamir’s secret sharing over Z (proof of Theorem 16 in the full version of
[BDO23]), we have that applying this map to any α′ ∈ [0, 2ℓ) and β′ ∈ [0, 2ℓb) results in polynomials
f ′(X) = ∆ · α′ +

∑
k∈[t] r′

k ·Xk and g′(X) = ∆ · β′ +
∑

k∈[t] s′
k ·Xk that lie in the range of Shareℓ and

Shareℓb except with probability negligible in σ.
Finally, we verify that these sharing polynomials are consistent with the public values C1, . . . , Ct: Set

h(X) := g(X) + f(X) · ω, and note that we have Ck = ghk
q . Similarly, let h′(X) := g′(X) + f ′(X) · ω. By

choice of β′, we have that h′(X) = h(X):

h′(X) = g′(X) + f ′(X) · ω
= g(X) + (β′ − β) · sC(X) +

(
f(X) + (α′ − α) · sC(X)

)
· ω

= g(X) + f(X) · ω +
(
(β′ − β) + (α′ − α) · ω

)︸ ︷︷ ︸
=0

·sC(X) = h(X).

13 If we add a PoK here for C0, we should get normal integer reconstruction of α as in [BDO23] for the Feldman
VSS.
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Hence, we have Ck = g
h′

k
q as well, so the public values are consistent with both sharings.

Overall, we have shown that the adversaries view of a Pedersen VSS of a value α ∈ [0, 2ℓ) can equally
likely be explained with a VSS of any other value α′ ∈ [0, 2ℓ) except with probability negligible in σ. Hence,
we conclude that for any α, α′ ∈ [0, 2ℓ) the following distributions are statistically indistinguishable:{

P-Sharei(α; β; r, s)
}

Pi∈C ≈s

{
P-Sharei(α′; β′; r′, s′)

}
Pi∈C .

4 Zero-Knowledge Arguments for Unknown Order Groups

4.1 Using the Rough-Order Assumption

The work of [BDO23] claimed zero-knowledge proofs with computational soundness under the ROC

assumption. Instead, their proofs are unconditionally sound with soundness error 1/C in C-rough-order
groups. Furthermore, it is unclear how computational soundness can be reduced to the ROC assumption
in the absence of efficiently verifiable winning conditions; a malicious prover P∗ with non-negligible
advantage in proving a false statement does not immediately imply a distinguisher for ROC when this
distinguisher does not have the ability to efficiently determine if a proof is honestly generated for a true
statement or forged for a false statement. In the absence of an efficient method to detect forged proofs
the reduction cannot proceed. While the original claim of computational soundness is not strictly correct
(or rather, remains unproven) the zero-knowledge proofs therein can be used in a larger context as if
the claim holds. The reason is as follows: when the zero-knowledge proofs are used within a higher level
protocol it is often possible to determine if a proof was forged given the other messages sent by the prover
P∗, which solves the above problem.

Example 6. Consider the VSS presented in Definition 8 and suppose that t + 1 parties are satisfied with
the check in Equation (7). Lemma 4 tells us that if C0, . . . , Ct ∈ ⟨gq⟩ then (weak) reconstruction is
possible. Suppose the dealer has used zero-knowledge proofs to assert that the Ci are in ⟨gq⟩. If the proofs
verify but reconstruction fails then the dealer must have successfully forged the proof. If this happens
with non-negligible probability then that dealer can be used to construct a distinguisher for ROC by
running the dealer on the ppcl as output by the ROC challenger. If reconstruction succeeds or the proofs
do not verify the distinguisher guesses randomly and otherwise guesses 0 (= normal).

This motivates the general theorem below for proving security under the ROC assumption. Theorem 7
states that security proven when ppcl are sampled according to Drough

C implies the same when ppcl are
sampled normally, provided security is defined with respect to an efficient game. We note that the
oracle which samples ppcl is potentially inefficient, but the game is otherwise efficient. This captures
our discussion above; efficiency requires that the adversary outputs enough information to verify the
satisfaction of that game’s winning conditions. In our case this theorem can be applied to generalize
the proven unconditional soundness of zero-knowledge proofs in C-rough groups to the computational
soundness of the same proofs under the ROC assumption.

Theorem 7. Consider a PPT adversary A against an efficient security game GameO
A(λ) that generates

CL public parameters via a single query to an oracle ppcl ← O and let GameO
A(λ) = 1 denote that A wins.

Define Gamenormal
A (λ) and Gamerough

A (λ) to be GameO
A(λ) when O samples ppcl ← CLGen(1λ, q;U({0, 1}λ)

and ppcl ← CLGen(1λ, q;Drough
C (λ, q)), respectively. Under the ROC assumption,

Pr[Gamenormal
A (λ) = 1] ≤ Pr[Gamerough

A (λ) = 1] + negl(λ).

In particular, if no adversary A wins Gamerough
A (λ) with non-negligible advantage then the same holds for

Gamenormal
A (λ).

Proof. Suppose towards contradiction that there exists a PPT adversaryA such that ε(λ) := Pr[Gamenormal
A (λ) =

1]− Pr[Gamerough
A (λ) = 1] is non-negligible. This adversary A can be used to construct a distinguisher B

for the ROC game as follows: Obtain ρ ∈ {0, 1}λ from the ROC challenger and invoke a security game

13



Game?
A(λ) with A with CL public parameters generated as (q, s̄, f, gq, Ĝ, F ; ρ)← CLGen(1λ, q; ρ). Then,

run the game. If A wins, i.e., Game?
A(λ) = 1, then output 0, and otherwise output 1.

Note that if the ROC challenger sampled ρ ∈R {0, 1}λ then mode = normal and the game is identically
Gamenormal

A (λ) but if the challenger had instead sampled ρ ← Drough
C (λ, q) then mode = rough and the

game is Gamerough
A (λ).

Therefore, we can write the advantage of B in the ROC game as below, which is non-negligible.

AdvROC

B (λ) = Pr[B(ρb)→ b | b ∈R {0, 1}, ρ0 ∈R {0, 1}λ, ρ1 ← Drough
C (λ, q)]− 1

2
= 1

2 · Pr[B(U({0, 1}λ))→ 0] + 1
2 · Pr[B(Drough

C (λ, q))→ 1]− 1
2

= 1
2 · Pr[Gamenormal

A (λ)→ 1] + 1
2 · Pr[Gamerough

A (λ)→ 0]− 1
2

= 1
2 ·
(

Pr[Gamenormal
A (λ)→ 1]− Pr[Gamerough

A (λ)→ 1]
)

= 1
2 · ε(λ),

Hence, such an adversary A cannot exist.

4.2 Batched Zero-Knowledge Arguments

In this section we present a method to batch Σ-like protocols over unknown order groups with improved
communication efficiency.

In the context of prime-order groups Gennaro et al. [Gen+04] give a method to batch Schnorr proofs
of discrete logarithm to prove relations of the following form, where g is a group generator, xi are elements
of the prime field and b ∈ N:

{(g, h1, . . . , hb); (x1, . . . , xb) | gxi = hi for i ∈ [b]}.

The prover sends t := gr for random r to the verifier, receives a random challenge k and responds
with u := r +

∑b
i=1 xi · ki. The verifier then checks that gu ?= t ·

∏b
i=1 hki

i . With this approach the
prover sends a single group element t and a single field element u as opposed to b of each kind without
batching. The idea essentially uses packed Shamir’s secret sharing to (in this case) provide 1-privacy and
(b + 1)-reconstruction implying both zero-knowledge and (b + 1)-special soundness.

Bartoli et al. [BC24] build proofs of knowledge for unknown-order groups from black-box secret sharing
schemes, noting that “Shamir secret sharing ‘over the integers’ is not a threshold black box secret sharing
scheme since it only allows to reconstruct a multiple of the secret instead of the secret itself.” Indeed, the
integer Lagrange interpolation (with integer coefficients) (Section 3.1) reconstructs a ∆-multiple of the
secret. Nevertheless, we use this technique to build batched proofs that are set-membership sound–but
not proofs of knowledge–under the ROC assumption.

Similar to [BDO23] we consider proofs of general relations R which are the conjunction of n equality
constraints (Yk,i =

∏m
j=1 X

wk,j

i,j for i ∈ [n]) on m secret values (wk,j for j ∈ [m]) and batch b instances of
R ((Yk,i, Xi, wk) for k ∈ [b]):14

Rb =


(Yk,i, Xi)(k,i)∈[b]×[n] ;

(wk)k∈[b]

∣∣∣∣∣∣∣∣∣
∀k ∈ [b] : (Yk,i, Xi, wk) ∈ Ĝ× Ĝm × Zm,

b∧
k=1

n∧
i=1

Yk,i =
m∏

j=1
X

wk,j

i,j


 (8)

Definition 9 (Batched Σ-like Arguments). For j ∈ [m] let C, Aj , Sj ∈ N and Vj := Sj ·
∑b

k=1 Ck.
Consider X = (Yk,i, Xi)(k,i)∈[b]×[n] and w := (wk)k∈[b]. Define CΣPb(Rb) as the three-move protocol below.
14 This is essentially a conjunction of b · n terms, however, we allow that the same m secrets are used among the n

constraints – important for example when we need to prove that two pairs of group elements have the same
discrete logarithm – but the b instances use disjoint sets of secrets. Moreover, the group elements Xi,j are the
same in each of the b instances – we can for example prove b discrete logarithms with respect to the same base
g.
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– Commit(X, w): Sample stt := (r1, . . . , rm) ∈R [A1]× · · · × [Am]. For i ∈ [n] compute ti :=
∏m

j=1 X
rj

i,j.
Output (stt, com := (ti)i∈[n]).

– A challenge is sampled chl ∈R [C].
– Respond(X, w, stt, chl): For j ∈ [m] compute uj := rj +

∑b
k=1 wk,j · chlk. Output res := (u1, . . . , um).

– Verify(X, com, chl, res): If the following conditions are satisfied for k ∈ [b], i ∈ [n], j ∈ [m] then output
⊤ and otherwise output ⊥.

Yk,i, Xi,j ∈ Ĝ ∧ uj ∈ [−Vj , Vj + Aj ] ∧ ti ·
b∏

k=1
Y chlk

k,i =
m∏

j=1
X

uj

i,j

– Simulate(X, chl): For j ∈ [m], i ∈ [n] draw ûj ∈R [−Vj , Vj + Aj ] and set ti :=
(∏b

k=1 Y −chlk
k,i

)
·(∏m

j=1 X
ûj

i,j

)
. Output

(
com := (ti)i∈[n], res := (ûj)j∈[m]

)
.

Theorem 8. Let Rb be a batch-relation as described in Equation (8).
(i) CΣPb(Rb) is sound for Rb with soundness error b/C in C-rough class groups.15

(ii) CΣPb(Rb) is complete for Rb if wk,j ∈ [−Sj , +Sj ] for all k ∈ [b] and j ∈ [m].
(iii) CΣPb(Rb) is statistical special honest-verifier zero-knowledge if, for all k ∈ [b] and j ∈ [m], Vj/Aj is

negligible in σ and wk,j ∈ [−Sj , +Sj ].

Proof. (i) Assume ord(Ĝ) is C-rough. Towards contradiction suppose that there exists a malicious
PPT prover P∗ that makes a verifier V accept an invalid instance X (i.e., there is no w such that
(X; w) ∈ Rb) with probability > b/C.
By averaging there must exist a first message com and challenges chl(ℓ) for which P∗ can produce
res(ℓ) such that V accepts all (com, chl(ℓ), res(ℓ))ℓ∈[0,b]. We denote w0,j := rj for j ∈ [m] and Y0,i := ti

for i ∈ [n] and model responses as the evaluation of polynomials uj(X) =
∑b

k=0 wk,j · Xk on the
challenges u

(ℓ)
j := uj(chl(ℓ)).

At a high level, the proof is as follows: when the group order is C-rough then verifier acceptance implies
the existence of a witness because (1) C!-multiples of the uj(X) coefficients–i.e., the witness–can
be recovered via Lagrange interpolation over the integers and (2) C! is invertible modulo the group
order. This essentially defines a knowledge extractor, however extraction is inefficient as computing
the inverse of C! or performing any computation involving C! without knowing the group order is
infeasible for C = ω(poly(λ)). Thus we prove soundness–not knowledge soundness–below.
For (chl(0), . . . , chl(b)) let V ∈ Z(b+1)×(b+1) be the corresponding Vandermonde matrix and define
V := C! · V −1.

V =


1 chl(0) chl2(0) . . . chlb(0)
1 chl(1) chl2(1) . . . chlb(1)
1 chl(2) chl2(2) . . . chlb(2)
...

...
...

. . .
...

1 chl(b) chl2(b) . . . chlb(b)

 ∈ Z(b+1)×(b+1). (9)

Note that V ∈ Z(b+1)×(b+1) [BDO23, Lemma 18 in the full version] and, for all α, γ ∈ [0, b], Equa-
tion (10) holds.

b∑
β=0

(V )α,β · chlγβ =
b∑

β=0
(V )α,β · Vβ,γ =

{
C! if α = γ

0 if α ̸= γ
(10)

The transcripts are accepting and therefore Equation (11) holds.

b∏
k=0

Y
(chlkℓ )

k,i =
m∏

j=0
X

u
(ℓ)
j

i,j = for all i ∈ [n] and ℓ ∈ [0, b]. (11)

15 Note that the soundness property does not require the existence of a witness w such that each wj is within
the range [−S, +S]. Moreover, while unconditional soundness is proved for C-rough class groups, the ROC

assumption allows to use these zero-knowledge proofs in higher-level protocols using normal class groups to
obtain security against a computationally bounded adversary. See Section 4.1.
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For j ∈ [m] define
(

w′
0,j , . . . , w′

b,j

)⊺
:= V ·

(
u

(0)
j , . . . , u

(b)
j

)⊺
and, equivalently,

w′
k,j =

b∑
ℓ=0

V k,ℓ · u(ℓ)
j for j ∈ [m] and k ∈ [0, b]. (12)

Observe that then, for any k ∈ [b] and i ∈ [n]:

m∏
j=0

(Xi,j)w′
k,j

(12)=
m∏

j=0
(Xi,j)

∑b

ℓ=0

(
V k,ℓ·u(ℓ)

j

)
=

m∏
j=0

b∏
ℓ=0

(
X

u
(ℓ)
j

i,j

)V k,ℓ

=
b∏

ℓ=0

 m∏
j=0

X
u

(ℓ)
j

i,j

V k,ℓ

(11)=
b∏

ℓ=0

(
b∏

l=0
Y

(chllℓ)
l,i

)V k,ℓ

(9)=
b∏

ℓ=0

b∏
l=0

Y
(V k,ℓ·Vℓ,l)

l,i =
b∏

l=0
Y

∑b

ℓ=0
V k,ℓ·Vℓ,l

l,i

(10)= (Yk,i)C!
.

By assumption ord(Ĝ) is C-rough so C! is invertible modulo ord(Ĝ). For k ∈ [b] and i ∈ [n] let
wk,j := w′

k,j · (C!)−1 mod ord(Ĝ). Then, by the above, we have a valid witness such that (X; w) ∈ Rb

in contradiction to our assumption.

Yk,i =
m∏

j=0
X

wk,j

i,j for k ∈ [b] and i ∈ [n].

Thus, such a P∗ cannot exist.
(ii) An honest prover on input wk ∈ [−S1, +S1]× . . . , [−Sm, +Sm] outputs responses uj ∈ [−Vj , +Vj +Aj ].

Moreover, if wk are valid witnesses and ti are computed correctly then the verifier accepts.

ti ·
b∏

k=1
Y chlk

k,i =
m∏

j=1
X

uj

i,j ⇐⇒
m∏

j=1
X

rj

i,j ·
b∏

k=1
Y chlk

k,i =
m∏

j=1
X

rj+
∑b

k=1
wk,j ·chlk

i,j

⇐⇒
b∏

k=1
(Yk,i)chlk =

b∏
k=1

 m∏
j=1

X
wk,j

i,j

chlk

(iii) Let w be a witness such that wk,j ∈ [−Sj , +Sj ] for (k, j) ∈ [b] × [m], let chl ∈ [C] and define
vj :=

∑b
k=1 wk,j · chlk ∈ [−Vj , +Vj ].

In the real protocol rj ∈R [Aj ] is sampled and uj = rj + vj ∈R [vj , vj + A] is then computed.

Pr
rj

[uj = a | chl] =


0 if − Vj < a < vj

1/Aj if vj < a < Aj + vj

0 if Aj + vj < a < Aj + Vj

In the simulation ûj ∈R [−Vj , Aj + Vj ] is sampled uniformly and the unique ti are selected such that
the verifier accepts.

Pr
ûj

[ûj = a | chl] = 1/(Aj + 2Vj) for − Vj < a < Aj + Vj

In both cases the pair (uj , chl) uniquely determine ti. We compute the statistical distance between
the response distributions:

∆(uj , ûj) = max
I

∣∣Pr[uj ∈ I | chl]− Pr[ûk ∈ I | chl]
∣∣

= 2 · Vj ·
(

1
Aj + 2 · Vj

− 0
)

= 2 · Vj

Aj + 2 · Vj
<

2 · Vj

Aj
.

(13)

As Vj/Aj is negligible in σ the responses are distributed statistically close.
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Parameters and Communication Cost

Lemma 9. Let b, m, n ≥ 1 be as above. To achieve λ bit of computational and σ bit of statistical security,
we can set C := 2λ+⌈log2(b)⌉ and Aj := 2σ+1 · Sj ·

∑b
k=1 Ck ≤ 2b·λ+σ+⌈log2(Sj)⌉+b·⌈log2(b)⌉+2 for j ∈ [m].

This results in a proof size of at most λ + ⌈log2(b)⌉+ m · (b · λ + σ + ⌈log2(S)⌉+ b · ⌈log2(b)⌉+ 2) bit with
compressed Fiat-Shamir and S := max(S1, . . . , Sb).

Proof. – Soundness: By Theorem 8 (i) we have soundness error b/C = b · 2−λ−⌈log2(b)⌉ ≤ 2−λ.
– Zero-Knowledge: Plugging Aj into Equation (13) yields a negligible ∆(uj , ûj) < 2−σ.
– Proof size: For simplicity, we assume that S1 = · · · = Sm := S and therefore A1 = · · · = Am. When

using the compressed Fiat-Shamir transformation, the prover only needs to send chl and res:

|chl|+ |res| ≤ (λ + ⌈log2(b)⌉) + m · log2(A) + 1
≤ (λ + ⌈log2(b)⌉) + m · (b · (λ + ⌈log2(b)⌉) + σ + ⌈log2(S)⌉+ 2).

In comparison a proof of b instances without batching using the protocol from [BDO23] results has
size:

|chl′|+ b · |res′| ≤ λ + b ·m · (λ + σ + log2(S) + 2).

In the batched variant the batch size b is multiplied by the challenge size |chl| = λ + ⌈log2(b)⌉, whereas in
the non-batched variant the batch size is additionally multiplied by the statistical security parameter σ
and the secret size ⌈log2(S)⌉.

5 The Linearly Homomorphic Encryption Scheme

Let Πhsm-cl = (Setup, KeyGen, Enc, Dec) be the original HSM-CL encryption scheme from [CLT18]. Follow-
ing [BDO23], we specify a variant where an adversary A is allowed to bias the key in a limited way, and
additionally multiply the original secret key by a constant factor a such that gcd(a, q) = 1. We denote our
variant as Π∗,a

hsm-cl := (Setup, BiasedKeyGenA
a , Enc, Dec) and specify BiasedKeyGenA

a in Figure 3.By slightly
tweaking the proof of [BDO23] we obtain Theorem 10.

BiasedKeyGenA
a (ppcl)

1. Sample α← Dq.
2. Set pk∗

cl := gα
q .

3. δ ← A(ppcl, pk∗
cl).

4. skcl := a · α + δ and pkcl := g
skcl
q = ga·α+δ

q .
5. Output (pkcl, skcl).

Fig. 3. Modified key generation algorithm for a constant a ∈ Z that allow an adversary A to influence the
distribution of public keys in a limited way.

Theorem 10 (IND-CPA Security of Π∗,a
hsm-cl). If Πhsm-cl is indistinguishable under chosen-plaintext

attacks (IND-CPA), so is Π∗,a
hsm-cl for any a coprime to q.

Proof. We prove the claim by showing that any adversary B that wins the IND-CPA game for Π∗,a
hsm-cl

with advantage Advhsm-cl,∗,a
B can be transformed into an adversary A for Πhsm-cl with the same advantage

Advhsm-cl
A = Advhsm-cl,∗,a

B . Given an adversary B, we create A as follows: Initially A receives public
parameters ppcl and a public key pkcl from the challenger. It gives pkcl to B, which responds with δ. Define
the biased public key pk′

cl := pka
cl · gδ

q . This phase corresponds to the BiasedKeyGenB
a (ppcl) procedure.

Then B selects m0, m1 ∈ Fq, which A forwards to the challenger as m′
b := mb · a−1 mod q for b ∈ {0, 1}.

The challenger samples b ∈R {0, 1}, encrypts m′
b and sends the resulting ct = (ct1, ct2) to A. A sends

ct′ = (ct′
1, ct′

2) = (ct1, cta
2 · ctδ

1) to B. Finally, B outputs a bit b′ ∈ {0, 1}, and A forwards this output to
the challenger.
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The challenger creates the ciphertext ct = (gr
q , pkr

cl ·fm′
b), where r denotes the randomness used during

the encryption. We have pk′
cl = pka

cl · gδ
q and

ct′ =
(
gr

q , (pkr
cl · fm′

b)a · (gr
q)δ
)

=
(
gr

q , (pka
cl · gδ

q)r · fm′
b·a) =

(
gr

q , (pk′
cl)r · fmb

)
.

Therefore, ct′ is a valid encryption of mb under the biased public key pk′
cl with the same distribution as it

would normally have. Overall, A wins the game iff B answers correctly, which happens with probability
1/2 + Advhsm-cl,∗,a

B . Hence, the advantage in the case of biased keys is the same as in the standard
scheme.

Figure 4: Ideal Threshold Encryption Functionality FTE

Init On input (Init, 1λ, q) from all parties, FTE generates ppcl ← CLGen(1λ, q). It stores ppcl and outputs
them to all parties. This method must be called exactly once, and before any other call.

KeyGen On input (KeyGen) from all parties, FTE runs (pkcl, skcl)← BiasedKeyGenS
∆2 (ppcl) with S. When

S responds with continue, FTE sends pkcl to all parties. This method must be called exactly once,
and before any call to Decrypt.

Decrypt On input (Decrypt, ct = (ct1, ct2) ∈ Ĝ2) from all parties, FTE computes M := ct2 · ct−skcl
1 and

sends (ct, M) to S.a If S responds with abort, FTE aborts. Otherwise, if it responds with continue,
FTE sends m← CLSolve(ppcl, M) to all parties.

a We leak M instead of m to also be able to simulate the decryption in case ct is not a valid ciphertext
since if M ̸∈ F =⇒ CLSolve(ppcl, M) = ⊥.

6 Protocol with Static Security

In this section we present a statically secure threshold encryption protocol Πstatic
TE in Figure 5 realizing

the ideal functionality FTE (Figure 4, adapted from [BDO23]).

6.1 The Static Protocol

The protocol Πstatic
TE uses FCL (Figure 1) to generate CL public parameters ppcl. In the optimistic case –

when no corrupted party interferes – distributed key generation proceeds in a single round. Each party
Pi samples their contribution αi to the secret key and shares it with Feldman VSS (Definition 4). The
shares are verified and, if necessary, parties engage in a complaint phase to determine the set of qualified
parties Q that distributed valid shares.

At this point the honest parties hold consistent shares of αj for each Pj ∈ Q and can compute Shamir-
style shares γi of

∑
Pj∈Q αj . The secret key skcl, which is implicitly defined as skcl := ∆2 ·

∑
Pj∈Q αj , can

be reconstructed using integer Lagrange interpolation. Moreover, from the public Feldman values, every
party can compute the public key pkcl =

∏
Pj∈Q C∆2

j,0 . Finally, for each Pj ∈ Q a commitment Γj = g
∆2·γj
q

can be computed and used to verify partial decryptions.
The DKG protocol is adapted from [BDO23] with the following differences:

– Because [BDO23] use their threshold cryptosystem to construct a multiparty computation protocol
their DKG includes a second phase to generate a special public key which additionally includes an
encryption of 1. We omit this second phase.16

– To eliminate the proofs of knowledge required in the protocol of [BDO23], we use the weak reconstruc-
tion property of Feldman VSS (Lemma 1). This results in the generated secret key being scaled by a
factor ∆2, which does not affect the security of the encryption scheme (Theorem 10).

16 It is reasonable to expect that, due to the CPA security of the underlying scheme, the generation of special public
keys which enable an indistinguishable switch to lossy mode and thereby facilitate reactive secure computation
is possible as in [BDO23].
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Figure 5: Protocol Πstatic
TE

All parties maintain a set Q, initialized to the entire set of parties, containing the qualified parties. A
party is ignored once disqualified and removed from Q.

Init. Send (Gen, 1λ, q) to FCL and receive ppcl = (q, s̄, f, gq, Ĝ, F ; ρ).
KeyGen. All Pi proceed in parallel:
1. Generation of the key pair (pkcl, skcl).

(a) Sample a contribution to the secret key αi ← Dq.
(b) Share αi as (yi,1, . . . , yi,N ; Ci,0, . . . , Ci,t)← F-Share(αi; ri; gq).
(c) Compute πi ← Π

ZK
DLog.Prove((gq, (Ci,0, C∆

i,1, . . . , C∆
i,t)), (αi, ri,1, . . . , ri,t)).

(d) Broadcast (Ci,k)k∈[0,t] and πi. Privately send yi,j to Pj .
2. Determining the set of qualified parties Q.

(a) Verify the shares received from Pj ̸= Pi:
i. F-Check(i, yj,i; Cj,0, . . . , Cj,t; gq) ?= ⊤, and

ii. Π
ZK
DLog.Verify((gq, (Cj,0, C∆

j,1, . . . , C∆
j,t)), πj) ?= ⊤.

If Step 2(a)i failed, but Step 2(a)ii succeeded, then broadcast a complaint against Pj .
(b) For every complaint received by Pj ̸= Pi: broadcast yi,j .
(c) If, for Pj , Step 2(a)ii failed or a response yj,l to Pl does not satisfy Step 2(a)i: remove Pj from Q.

3. Computing the public key pkcl and secret key share γi.
(a) Compute public key pkcl :=

∏
Pj ∈Q C∆2

j,0 .
(b) Compute Shamir-sharea γi :=

∑
Pj ∈Q yj,i of skcl = ∆2 ·

∑
Pj ∈Q αj .

(c) For each Pj ∈ Q computeb Γj :=
∏

Pl∈Q

(
C∆2

l,0 ·
∏t

k=1 C
(jk)
l,k

)∆

.

Decrypt To jointly decrypt a Πhsm-cl ciphertext ct = (ct1, ct2) ∈ Ĝ2, all Pi proceed in parallel as follows:
1. Compute wi := ctγi·∆2

1 and πi ← ΠZK
EqDLog.Prove((g∆2

q , ct∆2
1 , Γi, wi), γi). Broadcast (wi, πi).

2. Define S := {Pj | ΠZK
EqDLog.Verify((g∆2

q , ct∆2
1 , Γj , wj), πj) = ⊤}.

3. Compute W :=
∏

Pj ∈S
w

(LS
j (0))

j and M := ct∆2
2 ·W −1.

4. Output m := CLSolve(ppcl, M) ·∆−2 mod q. If CLSolve(ppcl, M)→ ⊥ then output ⊥.
a The private values γi are Z-shares of skcl as defined; efficient recovery of the secret key is done via

interpolation with integer Lagrange coefficients L = ∆ℓ.
b The public values Γj have discrete logarithm ∆2γj . They can be more efficiently computed as Γj :=(

pkcl ·
∏t

k=1

(∏
Pl∈Q Cl,k

)(jk)
)∆

and applying Horner’s rule in the exponent.
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Threshold decryption is non-interactive – a single round is sufficient even if corrupted parties try to
interfere. Each party Pi broadcasts their partial decryption wi = ctγi·∆2

1 together with a proof of equal
discrete logarithm with respect to the public commitment Γi. Given t + 1 valid partial decryptions, the
parties can use integer Lagrange interpolation in the exponent to obtain a group element W = ct∆2·skcl

1 ∈ F .
Then the plaintext is computed as M := ct∆2

2 ·W −1 followed by computing the discrete logarithm and
removing of the additional factors ∆2 over Fq: m = logf (M) ·∆−2 mod q.

6.2 Static Security

Theorem 11 (UC Security of Πstatic
TE in Figure 5). The protocol Πstatic

TE UC-realizes the ideal func-
tionality FTE with computational and active security and guaranteed output delivery, tolerating up to
t < N/2 static corruptions and providing guaranteed output delivery in the FCL-hybrid model given secure
channels and broadcast under the ORD and ROC assumptions.

Correctness of Πstatic
TE

Qualified Parties. As disqualification is exclusively dependent upon broadcasted information all (honest)
parties agree on the set of qualified parties Q by the end of Step 2c. Furthermore, as every honest party
Pi ∈ H executes the protocol honestly, no honest Pi is disqualified.

Key Generation. Each honest party Pi ∈ H samples and shares αi with F-Share, proving that Ci,k ∈ ⟨gq⟩
for k ∈ [0, t] with Π

ZK
DLog. Step 2a verifies all received shares and proofs. By the end of Step 2c, each honest

Pj ∈ H has received a verifying share yi,j from each qualified Pi ∈ Q. By Lemma 1, under the assumption
that ∆ is co-prime to the order of gq, the honest parties H collectively hold at least |H| ≥ t + 1 consistent
Feldman-shares (yi,j)j∈H of the αi shared by each qualified Pi ∈ Q. Moreover, the weak reconstruction
property allows reconstruction of αj from these shares such that C∆2

j,0 = g
αj
q .

In Step 3 each Pi ∈ Q computes pkcl :=
∏

Pj∈Q C∆2

j,0 which implicitly defines the secret key skcl :=
∆2 ·

∑
Pi∈Q αi. Each Pi also computes their share γi :=

∑
Pj∈Q yj,i of the secret key.

To verify correctness of these shares, we observe the following: By Lemma 1, each S ⊆ H of size
|S| ≥ t + 1 could use their shares to reconstruct a value αi =

∑
Pj∈S LS

j (0) · yi,j such that gαi
q = C∆2

i,0 .
This results in

pkcl =
∏

Pi∈Q
C∆2

i,0 =
∏

Pi∈Q
g

∑
Pj ∈S

LS
j (0)·yi,j

q = g

∑
Pj ∈S

LS
j (0)·

∑
Pi∈Q

yi,j

q = g

∑
Pj ∈S

LS
j (0)·γj

q = gskcl
q . (14)

Hence, we have
∑

Pj∈S LS
j (0) · γj = skcl (mod ord(gq)).17 The parties also compute public verification

values Γj for each party Pj :

Γj :=
∏

Pl∈Q

(
C∆2

l,0 ·
t∏

k=1
C

(jk)
l,k

)∆
(⋆)=

∏
Pl∈Q

g
∆2·yl,j
q = g

∆2·
∑

Pl∈Q
yl,j

q = g∆2·γj
q , (15)

where (⋆) holds if the Feldman check Equation (6) is satisfied for the share that Pj has received from Pl

(in particular for all Pj ∈ H, since Pl ∈ Q).

Distributed Decryption. For the ciphertext ct = (ct1, ct2) = (gr
q , pkr

cl ·fm) every Pi broadcasts wi = ct∆2·γi

1
and a proof of correctness πi according to ΠZK

EqDLog. This ensures that the correct share γi was used to
compute the partial decryption by checking that logct1(wi) = loggq

(Γi) (which is ∆2 ·γi by Equation (15)).
The encrypted message can be recovered from any set of t + 1 correct partial decryptions, where the

set S ⊆ Q contains the parties that broadcast verifying proofs and thus correct wi:
17 The modulo stems from the fact that skcl is defined as the discrete logarithm of pkcl to the basis gq. In practice,

there will only ever be a single representative of skcl due to the ORD assumption.
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W =
∏

Pj∈S

w
LS

j (0)
j = ct

∆2·
∑

Pj ∈S
LS

j (0)·γj

1
(14)= ct∆2·skcl

1 = pk∆2·r
cl (16)

M = ct∆2

2 ·W −1 = (pkr
cl · fm)∆2

·
(

pk∆2·r
cl

)−1
= f∆2·m (17)

m = CLSolve(ppcl, M) ·∆−2 mod q (18)

Equation (16) demonstrates how parties compute the public key raised to r ·∆2. This value W is removed
from ct∆2

2 to recover m · ∆2 in the exponent of f as in Equation (17). Finally, we take the discrete
logarithm and divide by ∆2 in Fq to obtain the message m. In the case that CLSolve fails the honest
parties output ⊥.

Figure 6: Simulator for Πstatic
TE

Let C and H denote the sets of corrupt and honest parties, respectively, and let Ph ∈ H be a fixed honest
party.

Init. Upon receipt of (Init, 1λ, q) from Pi ∈ C forward the query to FTE. Output the received ppcl.
KeyGen. Simulate the generation of pkcl by executing BiasedKeyGenS

∆2 with FTE.
1. Query FTE with (KeyGen) on behalf of every Pi ∈ C and receive the intermediate public key pk∗

cl.
2. For all Pi ∈ H \ {Ph} simulate Steps 1a to 1c according to Πstatic

TE .
3. For Ph:
(a) Sample αh ← Dq and share via (yh,1, . . . , yh,N )← Share(αh; rh).
(b) Define Ch,0 := pk∗

cl ·
∏

Pi∈H\{Ph}

(
Ci,0
)(−1).

(c) Use Lemma 2 to simulate Ch,1, . . . , Ch,t given Ch,0 and (yh,i)Pi∈C .
(d) Simulate πh ← Π

ZK
DLog.SimProve((gq, (Ch,k)k∈[0,t])).

4. Upon receipt of the first round messages from all Pi ∈ C simulate verification and complaints honestly
according to Step 2a of Πstatic

TE .
5. Extract the adversaries contributions: From the shares (yi,j)Pj ∈H sent by Pi ∈ Q ∩ C compute:

αi :=
∑

Pj ∈H

yi,j · LH
j (0)

[
= αi ·∆2 (mod ord(gq))

]
for all Pi ∈ C ∩ Q

yl,i :=
∑

Pj ∈H

yl,j · LH
j (i) [= yj,i ·∆ (mod ord(gq))] for all Pl ∈ Q, Pi ∈ C ∩ Q

γi :=
∑

Pl∈Q

yl,i [= γi ·∆ (mod ord(gq))] for all Pi ∈ C ∩ Q

6. Define pkcl and Γi for all Pi ∈ Q as in Step 3 of Πstatic
TE .

7. Send δ :=
∑

Pi∈C∩Q αi to complete BiasedKeyGenS
∆2 (ppcl) and prompt FTE to continue.

Decrypt. On input ct = (ct1, ct2)
1. Query FTE on behalf of all corrupt parties, receive (ct, M) and define

ŵ0 := ct2 ·M−1 [= ctskcl
1 ]

ŵi := ctγi
1 for all Pi ∈ C

2. Let R := {0} ∪ C. For all Pi ∈ H:
(a) Define

wi := ŵ
LR

0 (i)
0 ·

∏
Pj ∈C

ŵ
LR

j (i)
j [= ct∆2·γi

1 ]

(b) Simulate πi ← ΠZK
EqDLog.Simulate((ct1, Γi, wi), chl).

3. Prompt FTE to continue.
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Description of the Simulator in Figure 6

Key Generation. The simulator queries FTE with (KeyGen) on behalf of every corrupt party and executes
BiasedKeyGenS

∆2 with FTE upon receipt of the intermediate public key pk∗
cl. S engages in Πstatic

TE on behalf
of H simulating all Pi ̸= Ph honestly. The messages from Ph are simulated to ensure that in the protocol
execution the contribution of the honest parties to the public key is pk∗

cl:

pk∗
cl =

∏
Pi∈H

Ci,0.

The simulator for Π
ZK
DLog is employed to guarantee that the proofs sent by the distinguished Ph verify.

The complaint phase is simulated honestly for all Pi ∈ H, verifying the shares received from any Pj ∈ C.
Since S controls the honest parties, it has sufficient shares to reconstruct the contributions of the

corrupted parties. Using the weak reconstruction properties (Lemma 1), S recovers αi ∈ Z such that
gαi

q = C∆2

i,0 for each Pi ∈ Q ∩ C.
Additionally, S computes the values yl,i and γi for each Pi ∈ C. The former is a ∆-multiple of the

share yl,i that a party Pl ∈ Q would have sent to Pi. While we can compute this directly for all honest
Pl ∈ H, we do not know what a corrupted Pl ∈ C ∩ Q has sent to another corrupted party Pi. However,
we can employ interpolation to compute a share that is consistent with the shares received by the honest
parties, and the ∆-factor stems from using the integer Lagrange coefficients Then γi =

∑
Pl∈Q yl,i is Pi’s

Shamir-share of the secret key. Note that we can compute these values only for corrupted Pi ∈ C, since
we have only at most t shares of the secret key, which is unknown to S.

Then the adversarial contribution to the secret key is computed as

δ :=
∑

Pi∈C∩Q
αi

and forwarded to FTE, after which S prompts FTE to continue.

Distributed Decryption. On input the ciphertext ct = (ct1, ct2) the simulator queries FTE on behalf of all
corrupted parties and receives the decryption (ct, M) from the functionality. The leaked message is used
to recover the partial decryptions to be sent by the honest parties in the protocol execution. First, we
compute

w0 :=
(
ct2 ·M−1)∆ [= gr·skcl·∆

q ].

Then we use w0 and the corrupted parties’ shares γi to compute the partial decryptions for the honest
parties by interpolation in the exponent, and simulate the corresponding zero-knowledge proofs.

Guaranteed Output Delivery. Assuming an honest majority an adversary cannot prevent the successful
completion of the protocol as the simulator S always instructs FTE to continue and deliver output to the
honest parties.

Indistinguishability of the Simulation

Public Parameters ppcl. The simulated public parameters are those output by FTE whereas the public
parameters in the real protocol execution are those output by FCL. As both functionalities compute them
in the same way ppcl ← CLGen(1λ, q;U({0, 1}λ)) from the queried inputs these values are identically
distributed.

We prove security under the ROC assumption. Hence, for the remainder of this proof, we assume the
public parameters were instead generated as ppcl ← CLGen(1λ, q;Drough

C (λ, q)). This allow us to use the
unconditional soundness of the zero-knowledge proofs Π

ZK
DLog and ΠZK

EqDLog in C-rough-order groups. By
applying Theorem 7 we obtain security in the standard case.
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Key Generation. For all honest parties Pi ∈ H \ {Ph} the messages sent by the simulated parties are
identically distributed to those in the real protocol execution. The simulation deviates with the behavior of
Ph in Step 3. Ph also shares a random value αh, but instead of setting Ch,0 := gαh

q as in the real protocol,
it chooses the public commitment Ch,0 such that it is correctly distributed given the intermediate public
key pk∗

cl received from FTE, but has an unknown discrete logarithm to base gq. The remaining broadcast
values (Ch,k)k∈[t] are simulated with Lemma 2 to be consistent with Ch,0 and the shares (of αh) sent to
the corrupted parties (yh,i)Pi∈C . Since at most t shares are observed and the zero-knowledge proofs πh

sent by Ph are simulated with statistical zero-knowledge of Π
ZK
DLog, this change is undetectable by any Z.

Note that for every Pi ∈ Q ∩ C, S received at least t + 1 shares (of values αi) that are consistent with
F-Check and where the zero-knowledge proof πi for RDLog asserts that Ci,k ∈ ⟨gq⟩ for k ∈ [0, t], unless Z
has managed to forge a proof which happens with negligible probability. Therefore, a ∆2-multiple α of
these values can be recovered from the received shares to compute the adversarial key contribution via
interpolation with integer Lagrange coefficients (Lemma 1). Hence, we have

δ :=
∑

Pj∈Q∩C
αj =

∑
Pj∈Q∩C

∑
Pi∈H

yj,i·LH
i (0) such that

∏
Pj∈Q∩C

C∆2

j,0 = gδ
q . (19)

The bias δ input to FTE is then equal to the corrupt key contribution in the protocol execution and thus
the keys output by FTE to the honest parties are identically distributed to those computed in the real
protocol execution:

pkcl = (pk∗
cl)

∆2
· gδ

q =
( ∏

Pi∈H
Ci,0

)∆2

·

( ∏
Pi∈C∩Q

C∆2

i,0

)
=
∏

Pi∈Q
C∆2

i,0 .

Distributed Decryption. Note that S does not know the secret key and, therefore, cannot compute secret
shares γi for the simulated Pi ∈ H that are consistent with both the secret key and the (at most t) shares
that the corrupted parties have received. This is due to S having to simulate the contribution of Ph.
Therefore, these values cannot be used to compute partial decryptions. Instead, the decrypted message
M = ct2 · ct−skcl

1 leaked to S by FTE and the shares (γi)Pi∈C of the corrupted parties are used to compute
partial decryptions (wi)Pi∈H that can correctly be aggregated to a decryption of message M .

Note that γi are ∆-multiples (mod ord(gq)) of the shares γi that the Pi received. The original
sharing polynomial has the constant term ∆ ·

∑
Pj∈Q αj , but the secret key is actually defined as

skcl = ∆2 ·
∑

Pj∈Q αj . Thus, the (γi)Pi∈C are actually points of an (unknown) polynomial f(X) ∈ Z[X]≤t

that has constant term skcl:

f(0) = skcl and f(i) = γi for Pi ∈ C.

Setting R := {0} ∪ C and interpolating over the integers gives us

∆ · f(X) = LR
0 (X) · f(0) +

∑
Pi∈C

LR
i (X) · f(i) = LR

0 (X) · skcl +
∑
Pi∈C

LR
i (X) · γi.

In Step 1 of the decryption protocol in Πstatic
TE , each party Pi is supposed to send

wi := ct∆2·γi

1 = ct∆·γi
1 = ct∆·f(i)

1 .

By knowing γi for Pi ∈ C, we can also compute

ŵi := ctγi
1 = ctf(i)

1 for Pi ∈ C.

We also have
ŵ0 := ct2 ·M−1 = ctskcl

1 = ctf(0)
1 ,

and can compute the matching wi for Pi ∈ H by interpolation in the exponent:

wi = ŵ
LR

0 (i)
0 ·

∏
Pj∈C

ŵ
LR

j (i)
j = ct

∑
j∈R

LR
j (i)·f(j)

1 = ct∆·f(i)
1 .
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This is correct because for any set S of at least t + 1 valid partial decryptions, we have

W :=
∏

Pj∈S

w
LS

j (0)
j = ct

∑
Pj ∈S

LS
j (0)·∆·f(i)

1 = ct∆2·f(i)
1 = ct∆2·skcl

1 .

Hence, the wi are exactly those values that Z expects to see given the plaintext M . Moreover, the
simulated proofs (πi)Pi∈H are indistinguishable by the statistical zero-knowledge of ΠZK

EqDLog.

7 Protocol with Adaptive Security

7.1 Protocol
In Figure 7 we present Πadaptive

TE , a threshold encryption protocol secure against adaptive corruption in
the SIP model. In the SIP model corruption of the single inconsistent party Ph causes the simulation to
fail. For this failure probability to be bounded by t

N + negl(σ) the messages of Ph must be statistically
indistinguishable from those of the consistent honest parties. We modify the statically secure protocol
Πstatic

TE to meet this requirement.18 Following prior work in the settings of prime-order and RSA groups
[Can+99; JL00; LP01; AF04] we combine (a variant of) Pedersen VSS with additive secret sharing.
The protocol is in the FCL-Ped-hybrid model; prior to key generation parties query FCL-Ped to receive CL
parameters ppcl and an additional generator hP. The functionality FCL-Ped is both defined and instantiated
in Section 7.3.

Key Generation In Πstatic
TE parties share their contributions αi to the secret key with Feldman VSS.

This includes broadcasting commitments (Ci,k)k∈[0,t] to the coefficients of the sharing polynomial, and in
particular broadcasting Ci,0 = gαi

q as a multiplicative contribution to the public key pkcl :=
∏

Pi∈Q C∆2

i,0 .
The simulator must generate honest public key contributions such that the simulated protocol computes
pkcl output by FTE but does not know the secret key skcl = ∆2·

∑
Pi∈Q αi. Therefore, there must be (at

least) one honest Ph whose contribution αh remains unknown to the simulator . The simulator then
must fake the sharing of αh by simulating public values (Ch,k)k∈[t] and corrupt shares (yh,i)Pi∈C that
are consistent with Ch,0 ∈ ⟨gq⟩ (with unknown discrete logarithm). The simulator for Πstatic

TE shares an
arbitrary value and simulates (Ch,k)k∈[t] that are consistent with Ch,0 and the corrupt shares. This is
done by interpolation in the exponent of the points {0} ∪ {i | Pi ∈ C}.

In the adaptive case this simulation strategy no longer works because Z can adaptively corrupt parties
after the simulated sharing and, because any fixed Ch,0, . . . , Ch,t is consistent with at most t faked shares,
this strategy essentially requires the simulator to guess which t parties Z will corrupt. Instead we use
a two-stage approach for distributed key generation. First, parties use the statistically hiding Pedersen
VSS to share αi and, in particular, broadcast a Pedersen commitment to their key contribution. In
a second round each party broadcasts Di := gαi

q with a zero-knowledge proof of knowledge that this
value matches the committed αi from their first round. The simulator still does not know αh for the
inconsistent party Ph so the proof sent by Ph is simulated with the statistical zero-knowledge simulator.
The inconsistency is statistically hidden so the probability that Z corrupts Ph is only negl(σ) greater
than the probability that Z corrupts any other party.

Decryption In Πstatic
TE during decryption parties partially decrypt ciphertexts with Shamir-style shares

of the secret key. The partial decryptions commit the parties to their points on the sharing polynomial.
Thus during simulation the simulator commits to > t points, not all of which can be consistent with
the unknown secret key. If Z corrupts an inconsistent party then the simulator cannot generate a view
corresponding to that party that includes a share which explains all of their partial decryptions. This is
clearly problematic in the case of adaptive corruption.

Instead our adaptive protocol uses the additive shares αi and parties reconstruct any potentially
missing shares during decryption. Using this additive sharing the simulator can generate consistent views
for all parties except Ph. For Ph the simulator computes a partial decryption from the plaintext sent by
FTE and simulates the corresponding zero-knowledge proof.
18 We note that the simulator for Πstatic

TE also uses an inconsistent party Ph, but – as that protocol is secure against
static corruption – the inconsistent party can be chosen after Z has selected the corrupted parties and the
simulation never fails.
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Figure 7: Protocol Πadaptive
TE

The parties maintain a set Q of qualified parties initially containing all parties.

Init. Send (Gen, 1λ, q) to FCL-Ped and receive (ppcl = (q, s̄, f, gq, Ĝ, F ; ρ), hP).
KeyGen. All Pi proceed in parallel:
1. Generation of a key pair (pkcl, skcl).

(a) Sample αi ← Dq.
(b) Share αi as (yi,1, . . . , yi,N , zi,1, . . . , zi,N ; Ci,0, . . . , Ci,t)← P-Share(αi; βi, ri, si; gq, hP).
(c) Compute π

(1)
i ← Π

ZK
Ped.Prove((gq, hP, (Ci,k)j∈[0,t]), ((αi, βi), (ri,1, si,1), . . . , (ri,t, si,t)).

(d) Broadcast (Ci,k)k∈[0,t] and π
(1)
i . Privately send (yi,j , zi,j) to each Pj .

(e) Verify the shares received from Pj ̸= Pi: Check if
i. P-Check(i, yj,i, zj,i; Cj,0, . . . , Cj,t; gq) ?= ⊤, and

ii. Π
ZK
Ped.Verify((gq, hP, (Cj,k)k∈[0,t]), π

(1)
j ) ?= ⊤.

If Step 1(e)i failed, but Step 1(e)ii succeeded, then broadcast a complaint against Pj .
(f) For every complaint received by Pj ̸= Pi, broadcast the values (yi,j , zi,j).
(g) If Step 1(e)ii failed for Pj , or if Pj broadcasted values (yj,l, zj,l) in response to Pl that do not

satisfy Step 1(e)i, remove Pj from Q.
2. Extracting the public key contributions.

(a) Set Di := g∆2·αi
q and π

(2)
i ← ΠPoK

Ped-DLog.Prove((gq, hP, Ci,0, Di), (αi, βi)).
(b) Broadcast (Di, π

(2)
i ).

(c) Verify the proofs received from all Pj ∈ Q \ {Pi}: ΠPoK
Ped-DLog.Verify((gq, hP, Cj,0, Dj), π

(2)
j ) ?= ⊤.

(d) If π
(2)
j does not verify, broadcast zj,i and apply Lemma 4 to extract αj and compute Dj := g

αj
q .

3. Compute the public key pkcl for the (implicitly defined) secret key skcl:

pkcl :=
∏

Pj ∈Q

Dj with skcl := ∆2 ·
∑

Pj ∈Q

αj .

Decrypt To jointly decrypt a Πhsm-cl ciphertext ct = (ct1, ct2) ∈ Ĝ2, all Pi proceed in parallel as follows:
1. Compute wi := ct∆2·αi

1 and πi ← ΠZK
EqDLog.Prove((gq, ct1, Di, wi), ∆2 · αi). Broadcast wi and πi.

2. Define S := {Pj ∈ Q | ΠZK
EqDLog.Verify((gq, ct1, Dj , wj), πj) = ⊤}.

3. For all Pj ∈ Q \ S: apply Lemma 4 to extract αj and compute wj := ctαj

1 .
4. Compute W :=

∏
Pj ∈Q wj and M := ct2 ·W −1.

5. Output m := CLSolve(ppcl, M).
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7.2 Security Proof
Theorem 12 (UC-SIP Security of Πadaptive

TE in Figure 7). The protocol Πadaptive
TE UC-SIP-realizes

the ideal functionality FTE with computational and active security, tolerating up to t < N/2 adaptive
corruptions and providing guaranteed output delivery in the FCL-Ped-hybrid model given secure channels
and broadcast under the ORD and ROC assumptions.

Proof. First, we show correctness. Second, we present a simulator for the protocol and prove indistin-
guishability of the simulation.

Correctness Disqualification is dependent upon broadcast information and thus all honest parties agree
on the set of qualified parties Q by the end of Step 1g. Moreover, every honest party executes the protocol
honestly and therefore is not disqualified.

During the first round of key generation, Step 1, every honest party Pi ∈ H samples and shares a
value αi with P-Share. By the end of Step 1g each honest Pi has received a verifying share (yi,j , zi,j) from
each qualified Pj ∈ Q and thus the honest parties collectively hold at least |H| ≥ t + 1 consistent shares of
the (αj , βj) shared by each qualified Pj ∈ Q. By the weak reconstruction property of the VSS (Lemma 4)
the shares collectively held by H permit the efficient recovery of the values

(αj , βj) such that C∆2

0,j = g
βj
q · hαj

P for all Pj ∈ Q.

During the second round of key generation, Step 2, every qualified Pi ∈ Q either reveals Di = gαi
q or such

a Di is extracted from the shares distributed in the first round. At least the t + 1 parties in H participate
to extract each Di in the case that Pi did not participate. By the end of Step 2d the parties hold the
values

Dj := gαj
q for all Pj ∈ Q.

Parties hold their additive share of the secret key and compute the public key as follows:

pkcl :=
∏

Pi∈Q
Di =

∏
Pi∈Q

gαi
q = g

∑
Pi∈Q

αi

q = gskcl
q .

Moreover, party Pi holds a threshold share yi,j of the value αj for each Pj ∈ Q.
For the ciphertext ct = (ct1, ct2) = (gr

q , pkr
cl · fm) every Pi broadcasts wi := ct∆2·αi

1 and a proof πi. By
the end of Step 3 every party Pj ∈ Q has either broadcast wj or the value wj = ctαj

1 has been computed
from the threshold shares of αj . At least the t + 1 parties in H send the consistent shares received during
key generation, which can be verified against the public values broadcast during key generation. Therefore,
the value ctskcl

1 can always be computed. Parties output CLSolve(ppcl, M), for

M := ct2·
(
ctskcl

1
)−1 [= fm].

Indistinguishability of the Simulation The simulator S is defined in Figure 8. The simulator S
simulates all honest parties Pi ∈ H \ {Ph} according to the real protocol. Consequently, these simulated
messages are always distributed correctly and, upon adaptive corruption by Z, S can present a valid view
with the correct distribution. We focus on the simulated inconsistent party Ph, proving that the messages
sent by the simulator are distributed statistically close to what Ph would send in the real protocol. Since
Ph was chosen randomly in the beginning, no environment corrupts it (causing the simulation to fail)
with probability greater than t

N + negl(σ).

Public Parameters (ppcl, hP). In contrast to the statically secure protocol Πstatic
TE , we need in addition to

the CL public parameters ppcl also a Pedersen public key hP. In the protocol Πadaptive
TE both are generated

by FCL-Ped, which allows the adversary to bias hP. In the simulation both are generated in the same way:
ppcl is chosen by FTE and hP is sampled by S running the BiasedComGenZ with Z such that it knows
the corresponding trapdoor. Hence, both are distributed the same way.

As in the proof of Theorem 11 we again use the ROC assumption and apply Theorem 7: By assuming
the public parameters were generated as ppcl ← CLGen(1λ, q;Drough

C (λ, q)), we can use the unconditional
soundness of Π

ZK
Ped(in KeyGen and ΠZK

EqDLog in Decrypt. The knowledge soundness of ΠPoK
Ped-DLog is independent

of this since we instantiate the proof with binary challenges and repetitions.
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Figure 8: Simulator for Πadaptive
TE

Let C and H denote, at any time, the sets of currently corrupt and honest parties, respectively. Let Ph ∈ H
be the single inconsistent party that is randomly chosen upon initialization.

Init. Simulate the call to FCL-Ped.
1. Forward each query (Gen, 1λ, q) from Pc ∈ C as an Init query to FTE and receive ppcl.
2. Execute the Pedersen setup with Z: Send h∗

P := gω
q for ω ← Dq to Z and receive δ. Define hP := gω+δ

q .
3. Simulate FCL-Ped and output (ppcl, hP) to each corrupt party.

KeyGen. Simulate the generation of pkcl by executing BiasedKeyGenS
∆2 with FTE.

1. Send (KeyGen) to FTE and receive the intermediate public key pk∗
cl.

2. For all Pi ∈ H: simulate Step 1 according to Πadaptive
TE . Let Q ⊇ H be the set of qualified parties.

3. For each Pi ∈ Q \ {Ph}: apply Lemma 4 to the shares {(yi,j , zi,j)}Pj ∈H and values Ci,0, . . . , Ci,t to
extract αi, βi ∈ Z such that C∆2

i,0 = g
βi
q · hαi

P .
4. For all Pi ∈ H \ {Ph}: simulate Step 2a according to Πadaptive

TE .
5. For Ph: compute Dh := (pk∗

cl)∆2
·
∏

Pi∈Q\{Ph} g−αi
q and π2

h ← ΠPoK
Ped-DLog.SimProve((gq, hP, Ci,0, Di)).

6. For all Pi ∈ H: simulate the broadcast of (Di, π
(2)
i ).

7. Send δ := 0 to FTE and prompt the functionality to continue.
Decrypt. On input ct = (ct1, ct2):
1. Query FTE on behalf of all corrupt parties and receive (ct, M) from FTE.
2. Compute W := ct2 ·M−1.
3. For all Pi ∈ Q \ {Ph}: compute wi := ctαi

1 .
4. For Pi ∈ H \ {Ph}: compute πi ← ΠZK

EqDLog.Prove((gq, ct1, Di, wi), ∆2 · αi).
5. For Ph: instead, compute wh := W ·

∏
Pi∈Q\{Ph} w−1

i and πh ← ΠZK
EqDLog.SimProve((gq, ct1, Dh, wh)).

6. For all Pi ∈ H: simulate the broadcast of (wi, πi).
7. Continue as in Πadaptive

TE .
8. Prompt FTE to continue.

Key Generation. As discussed above, S lets all honest parties Pi ̸= Ph behave as in Πadaptive
TE . For Step 1

of Πadaptive
TE it also lets Ph follow the protocol by sharing a random value αh using the Pedersen VSS.

Then in Step 3 of the simulation, S uses Lemma 4 to extract the qualified parties’ contributions to the
secret key from the honest parties’ VSS shares. This is well-defined unless Z managed to forge a proof for
Π

ZK
Ped which happens with negligible probability.

In the second part of the simulation, S chooses Ph’s contribution to the public key Dh independently
of the shared value αh such that the simulated protocol outputs the public key generated by FTE. By
statistical privacy of the Pedersen VSS (Lemma 5) and statistical zero-knowledge of ΠPoK

Ped-DLog, the
adversary’s view in the simulation is statistically indistinguishable from its view in the real protocol
execution.

The output of distributed key generation is

pkcl =
∏

Pi∈Q
Di,

where each Di is either broadcast by Pi with a proof of knowledge w.r.t. RPed-DLog, or recomputed as
Di := gαi

q where αi is extracted from the Pedersen VSS via Lemma 4. In the simulation FTE outputs
pkcl := (pk∗

cl)∆2 as S defines the bias as δ := 0 and computes the key contribution Dh so that the simulated
protocol outputs

pk′
cl = (pk∗

cl)∆2
·

 ∏
Pi∈Q\{Ph}

g−αi
q

 ·
 ∏

Pi∈Q\{Ph}

Di

 ,

where the αi are reconstructed by S from the shares received by the honest parties during the VSS.

Claim. Assuming ORD, no party Pi can produce, except with negligible probability,
a) valid shares ((yi,j)j∈H, (Ci,k)k∈[0,t]) and proof π

(1)
i in Step 1b of Πadaptive

TE , and
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b) Di ∈ Ĝ with a valid proof π
(2)
i in Step 2a of Πadaptive

TE ,
such that Di ̸= gαi

q where αi, βi can be extracted from the shares.

Proof of Claim. Assume towards contradiction that an environment Z can make Pi produce the values
stated in the claim with non-negligible probability. Then we can construct an algorithm B that breaks
the binding property of the Pedersen commitments (Theorem 3) as follows: It runs the simulation of the
key generation, applies Lemma 4 to extract αi, βi ∈ Z from the VSS (possible due to condition a)), and
uses the knowledge soundness property of ΠPoK

Ped-DLog to extract αi, βi ∈ Z from π
(2)
i (e.g., by rewinding

and reprogramming the random oracle if a Fiat-Shamir-transformed Σ protocol is used). It outputs
(∆2 · αi, αi, ∆2 · βi, βi)).

Note that we have C∆2

i,0 = g
βi
q · hαi

P from the VSS, as well as Ci,0 = gβi
q · h

αi

P and Di = g∆2·αi
q due

to ΠPoK
Ped-DLog. Moreover ∆2 · αi ̸= αi by our assumption of inconsistency. Therefore, B outputs the two

openings for the commitment C∆2

i,0 = Com(∆2 · αi; ∆2 · βi) = Com(αi; βi). ■

Note that the output of FTE and the simulated execution of Πadaptive
TE are equal if Di = gαi

q for all
Pi ∈ Q \ {Ph}.Hence the messages sent by Ph are exactly what Z expects given the public key pkcl
output by FTE. Moreover, by the statistical privacy of the Pedersen VSS (Lemma 5) and the statistical
zero-knowledge of the proofs, the messages sent by Ph during simulation are statistically indistinguishable
from those sent during a real protocol execution.

Distributed Decryption. When decrypting a ciphertext ct = (ct1, ct2) the simulator receives M = ct2 ·ct−skcl
1

from FTE. In Πadaptive
TE , parties Pi broadcast their partial decryptions wi = ct∆2·αi

1 such that W := ctskcl
1 =∏

Pi∈Q wi. In the simulation, the partial decryption wh broadcast by the inconsistent party Ph must be
faked. First, from the leaked M the simulator computes W := ct2 ·M−1. For all parties Pi ̸= Ph, the
values αi that were extracted during key generation can be used by S to compute the values wi that
should be sent in Step 1 (or recovered in Step 3 if Pi does not participate in decryption). By the claim
above Di = gαi

q and by the soundness of ΠZK
EqDLog these partial decryptions are such that wi = ctαi

1 . Now
S can compute Ph’s partial decryption as wh := W ·

∏
Pi∈Q\{Ph} w−1

i . Hence, Ph sends exactly what Z
would expect given that ct decrypts to the leaked M . The corresponding proof can, again, be simulated.

Since the messages sent by Ph are distributed statistically close to what it would send in the real
protocol and Ph was chosen randomly in the beginning, no environment corrupts it (causing the simulation
to fail) with probability greater than 1

2 + negl(σ).

Guaranteed Output Delivery. Assuming an honest majority an adversary cannot prevent the successful
completion of the protocol as the simulator S always instructs FTE to continue and deliver output to the
honest parties.

7.3 Pedersen Setup Protocol

In contrast to the statically secure protocol of Section 6 the protocol Πadaptive
TE requires additional setup,

namely the generation of a Pedersen public key hP. Ideally hP would be almost-uniformly sampled from
Gq, but this suffers the same difficulties as distributed key generation. However, as discussed in Section 3.4,
Pedersen commitments retain their hiding and binding properties when hP ∈ Ĝq is sampled from an
adversarially-biased distribution. Therefore our ideal functionality FCL-Ped (Figure 9) can generate hP and
allow the adversary to induce this bias. The functionality outputs this biased Pedersen public key along
with the usual public parameters (ppcl, hP).

Theorem 13 states that the ideal functionality is realized via the protocol ΠCL-Ped (Figure 10). In this
protocol each party Pi samples an ωi and broadcasts hi = gωi

q as their contribution to hP. The party Pi

additionally proves knowledge of ωi = loggq
(hi) with a straight-line extractable zero-knowledge proof πi.

Then, for Q the set of parties that broadcast verifying proofs, the Pedersen base is computed as

hP :=
∏

Pi∈Q
hi.
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Figure 9: Extended Setup Functionality FCL-Ped

On input (Gen, 1λ, q) from all parties, FCL-Ped does:

1. Run the CL setup algorithm: ppcl = (q, s̄, f, gq, Ĝ, F ; ρ)← CLGen(1λ, q) and send ppcl to S.
2. Samples ω ← Dq, and set h∗

P := gω
q .

3. Send h∗
P to S and receive δ ∈ Z from S.

4. Set hP := h∗
P · gδ

q = gω+δ
q .

5. Record and output (ppcl, hP) to all parties.

Figure 10: Protocol ΠCL-Ped

On input (Gen, 1λ, q) do:

1. Send (Gen, 1λ, q) to FCL which returns ppcl = (q, s̄, f, gq, Ĝ, F ; ρ).
2. Generation of a Pedersen public key hP.

All Pi proceed in parallel:
(a) Sample the contribution ωi ← Dq and set hi := gωi

q .
(b) Compute πi ← ΠPoK,sle

DLog .Prove(hi, ωi).
(c) Broadcast (hi, πi).
(d) Let Q := {Pi | ΠPoK,sle.Verify(hi, πi) = ⊤}.
(e) Set hP :=

∏
Pi∈Q hi.

(f) Output (ppcl, hP).

Theorem 13 (Security of ΠCL-Ped). The protocol ΠCL-Ped securely realizes the functionality FCL-Ped in
the UC SIP model, in presence of active and adaptive corruptions of up to t ≤ N − 1 parties, given that
ΠPoK,sle

DLog is a straight-line extractable zero-knowledge proof of knowledge for the relation RDLog.

Proof. We give the simulator in Figure 11.

Correctness of the Simulation. Let Ph be the single inconsistent party. By the following equation the
protocol output hP matches the output of the ideal functionality. FCL-Ped:

hP :=
∏

Pi∈Q
hi = h′

h ·

 ∏
Pi∈Q\{Ph}

hi


=

h∗
P ·

∏
Pi ̸=Ph

g
−ω′

i
q

 ·
 ∏

Pi∈Q\{Ph}

gωi
q

 ·
 ∏

Pi ̸∈Q

gωi
q


︸ ︷︷ ︸

=1

= h∗
P · g

∑
Pi ̸=Ph

(ω′
i−ωi)

q = h∗
P · gδ

q

Indistinguishability of the Simulation. All parties except Ph follow the protocol honestly and therefore
their messages have the same distribution as in a real protocol execution. The message (hh, πh) sent
by Ph is statistically indistinguishable from the real protocol. The first component, hh, is distributed
identically conditioned on the output hP. The second component, the simulated proof πh, is statistically
indistinguishable from a real proof.

8 Evaluation

We implemented our statically secure secure distributed key generation and decryption protocols of
Section 6 using the BICYCL library [Bou+23] for class group arithmetic and evaluated it on a M1 Macbook
Pro using 8 cores. Table 1 reports the computation time for Πstatic

TE of a single party during KeyGen (PN ),
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Figure 11: Simulator for ΠCL-Ped

Let Ph be the (randomly chosen and thus far uncorrupted) inconsistent party. If Z corrupts some
Pi ∈ H \ {Ph} then S reveals the state of Pi terminates the simulation of Pi and removes Pi from H. If Z
corrupts Ph then the simulation fails.

On input (Gen, 1λ, q):

1. Receive ppcl from FCL-Ped. Simulate call to FCL.
2. Simulate generation of hP:

(a) Receive h∗
P from FCL-Ped.

(b) For every Pi ̸= Ph: sample ω′
i ← Dq, set h′

i := g
ω′

i
q , compute π′

i ← ΠPoK,sle
DLog .Prove((gq, h′

i), ω′
i).

(c) For Ph: instead, set
h′

h := h∗
P ·
(∏

i ̸=h

h′
i

)−1

and simulate π′
h ← ΠPoK,sle

DLog .SimProve((gq, h′
h)).

(d) For each Pi:
i. If Pi is still honest: simulate the broadcast of (hi, πi) := (h′

i, π′
i).

ii. If Pi is corrupt: receive (hi, πi).
(e) Let Q := {Pi | ΠPoK,sle

DLog .Verify(hi, πi) = ⊤}. (Note: if Pi ∈ H then Pi ∈ Q.)
(f) For each Pi ∈ Q \ {Ph}: compute ωi := ΠPoK,sle

DLog .Extract(hi, πi). (Note: if Pi ∈ H then ωi = ω′
i.)

For each Pj ̸∈ Q: set ωj := 0.
(g) Send δ to FCL-Ped, for

δ :=
∑

Pi ̸=Ph

(ωi − ω′
i) ∈ Z.

assuming that there are no complaints, and Decrypt (Pt), assuming a set of t + 1 contributing parties,
as in Πstatic

TE . We split computation costs for the KeyGen protocol into the Dealing, Check, and Extract
phases and the Decrypt protocol into Partial Decrypt, Verify, and Combine steps.

1. KeyGen. Dealing Phase (Step 1 of Πstatic
TE ): The commitments Ci,0, . . . , Ci,t are generated in parallel

during F-Share and the batching method of Section 4.2 is used for ΠZK
DLog.

2. KeyGen. Check Phase (Step 2a of Πstatic
TE ): The N − 1 shares dealt to each Pj ̸= Pi are verified in

parallel. The computation of (6) in F-Check uses Horner’s method “in the exponent.”
3. KeyGen. Extract Phase (Step 3 of Πstatic

TE ): The N party public keys Γj are computed in parallel
(again, with Horner “in the exponent”).

4. Decrypt. Partial Decryption (Step 1 of Πstatic
TE ): Computation of the partial decryption wi and the

commitment of ΠZK
EqDLog involve 3 exponentiations that are done in parallel.

5. Decrypt. Verify (Step 2 of Πstatic
TE ): The small exponents test ([BGR98]) is used for batch verification

as in [Fri+23]. Note that this does not allow identification of the cheating player. If verification fails
one has to verify all of the N − 1 proofs to determine the set S. The two verification equations involve
2 exponentiations and 4 multiexponentiations which are done in parallel.

6. Decrypt. Combine (Steps 3 and 4 of Πstatic
TE ):

Table 2 reports the communication costs for both of our protocols.

Comparison Since the Paillier cryptosystem [Pai99] is the most commonly used linearly homomorphic
encryption scheme, we report timings of Tiresias [Fri+23], a threshold version of Paillier19, for comparison.
Their library implements decryption with a 2048 bit modulus only (for λ = 112 bit security), so we can
neither compare KeyGen nor Decrypt at other security levels. Additionally, Tiresias Decrypt was measured
with Steps 5 and 6 combined, as reflected in Table 1. Threshold decryption of a ciphertext involving
t + 1 = N/2 parties with our scheme instead of Tiresias is about 6.5× faster with 7× and 5.5× less
communication for N = 10, 100 and about 2.5× faster with 2× less communication for N = 1000.
19 https://github.com/odsy-network/tiresias
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The key generation for Tiresias involves the multiparty generation of an RSA modulus with the
Diogenes protocol [Che+21]. This paper reports running times (including communication) of 445 s for 10
parties, 486 s for 100 parties, 1306 s for 1000 parties (with malicious security). These are much higher
than our measurements for KeyGen (albeit we have only included the computation cost). This is to be
expected however since the generation of an RSA modulus is a more complex operation than generating
a key pair for a DLog-based cryptosystem.

Recently, [WMC24] also published a threshold version of HSM-CL. There is no public implementation
available, so we take the numbers from their paper. For KeyGen with N = 10 and t = N − 1, they report
a computation time of 42 s and ≈ 35 kB of communication. For Decrypt they report 1797 ms and 0.8 kB.
These numbers are significantly higher than ours.

Table 1. Running times in ms for a single party with λ = σ = 112 and t = N/2 − 1 for this work and
Tiresias [Fri+23]. The numbers for [WMC24] are taken from their paper with λ = 128 and t = N − 1.

N 10 100 1000 10 100 1000 10

KeyGen Πstatic
TE [WMC24]

Dealing 24 241 17 325
Check 63 3 609 351 540
Extract 7 467 46 338

total 93 4 318 415 203 42 000

Decrypt Πstatic
TE Tiresias [Fri+23] [WMC24]

Partial Decrypt 13 32 352 122 153 639
Verify 14 28 253 67 609 18 661Combine 2 59 6 922

total 29 119 7 527 189 762 19 300 1 797

Table 2. Communication costs per party in KiB with λ = σ = 112 and t = N/2 − 1. For our protocol, we
distinguish between the communication via peer-to-peer channels (P2P) and via the broadcast channel. The
numbers for [WMC24] are taken from their paper with λ = 128 and t = N − 1.

KeyGen (P2P / Broadcast) Decrypt (Broadcast)

N 10 100 1000 10 100 1000

Πstatic
TE 1.0 1.0 21.3 9.1 1 758.6 90.8 0.6 0.7 2.3

Πadaptive
TE 3.1 38.4 53.5 47.1 3 627.0 135.5 0.6 0.6 0.6

Tiresias [Fri+23] 2.1 2.2 4.0
[WMC24] 35.5 0.8
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