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Abstract

In this note, we improve the space-efficient variant of Regev’s quantum factoring algo-
rithm [Reg23] proposed by Ragavan and Vaikuntanathan [RV24] by constant factors in space
and/or size. This allows us to bridge the significant gaps in concrete efficiency between the
circuits by [Reg23] and [RV24]; [Reg23| uses far fewer gates, while [RV24] uses far fewer qubits.

The main observation is that the space-efficient quantum modular exponentiation technique
by [RV24] can be modified to work with more general sequences of integers than the Fibonacci
numbers. We parametrize this in terms of a linear recurrence relation, and through this formu-
lation construct three different circuits for quantum factoring:

e A circuit that uses ~ 10.4n qubits and ~ 45.7n'/2 multiplications of n-bit integers.

e A circuit that uses (9 4 ¢)n qubits and O,(n'/?) multiplications of n-bit integers, for any
e>0.

e A circuit that uses (24 4 €)n'/? multiplications of n-bit integers, and O (n) qubits, for any
e> 0.
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In comparison, the original circuit by [Reg23] uses at least ~ 3n?/* qubits and ~ 6n'/* mul-
tiplications of n-bit integers, while the space-efficient variant by [RV24] uses a~ 10.32n qubits
and ~ 129.6n'/2 multiplications of n-bit integers (although a very simple modification of their
Fibonacci-based circuit uses ~ 11.32n qubits and only ~ 86.4n'/? multiplications of n-bit inte-
gers). The improvements proposed in this note take effect for sufficiently large values of n; it
remains to be seen whether they can also provide benefits for practical problem sizes.

1 Introduction

Shor’s algorithm from 1994 [Sho97| showed us how to factor n-bit integers quantumly in time
polynomial in n. Further optimizations by [Bea03, TK06, Zal06, Gid17, HRS17, Gid19| ultimately
led to implementations of Shor’s circuit that could use as little space as ~ 1.5n qubits or as few as
O(n/logn) calls! to a circuit for multiplying two n-bit integers modulo N.

This state of affairs changed when Regev [Reg23| demonstrated a quantum circuit that needed
only = 6+/n calls to the same multiplication circuit.? This circuit could be run /7 times in parallel,

!This is using Gidney’s windowing technique [Gid19], which is applicable when the multiplication circuit being
used has O(nHQ(I)) gates. To the best of our knowledge, windowing when working with asymptotically faster
multiplication circuits [SS71, HvdH21] would only yield savings proportionate to O(loglogn), but this is not of major
interest in this work since we are concerned with concrete costs. We compare our methods with windowing in Section
3.

2This prefactor is achieved using similar ideas to the optimizations in this work; see Section 3.1 for details.



Algorithm ‘ Qubits ‘ n-bit multiplications \ Qubits x multiplications

Regev’s algorithm |[Reg23| 3n3/? 6n'l/2 18n?
[RV24] 11.32n 86.4n1/2 978.0n3/2
[Rv24]f 10.32n 129.6n'/2 1337.5n3/2
This work, Corollary 2.6 10.43n 45.7nt/? 477.1n3/2
This work, Corollary 2.5 Oc(n) (24 4 €)n'/? O (n?/?)
This work, Corollary 2.37 | (9 4 €)n Oc(n'/?) Oc(n3/?)

Table 1: Comparison of implementations of Regev’s algorithm [Reg23] in terms of both number of
qubits and number of gates. The results for the circuits by [RV24] and our work incorporate an
optimization due to Remaud [Rem24| which we state in Lemma 3.7. Asymptotically best-known
results for space, size, or their product are highlighted in bold. Circuits marked with { use dirty
ancilla qubits to save space at the expense of needing more gates (see Section 2.3 for more discussion
about this). All values here are just for one run of the circuit. For n > 703, our circuit from
Corollary 2.6 achieves the smallest product of qubits and gates when considering the highest-order
terms. However, this comparison ignores lower-order terms so a finer analysis is needed to verify
the concrete gains from our results.

and the results classically postprocessed to factor N. The circuit by [Reg23| has since been adapted
to the problem of computing discrete logarithms modulo prime p by Ekera and Gértner [EG24b.
However, Regev’s circuit requires at least 3n3/2 qubits, which is significantly more than Shor’s.

Ragavan and Vaikuntanathan [RV24] then leveraged the idea of reversible Fibonacci exponenti-
ation proposed by Kaliski [Kall7] to asymptotically achieve the best of both worlds between Shor’s
and Regev’s circuits: a careful implementation of their circuit would need only ~ 10.32n qubits,
but now requires ~ 129.6,/n multiplications.> A simple modification of their circuit would require
~ 11.32n qubits and = 86.4/n multiplications.* For cryptographically relevant problem sizes, there
is an unsatisfactory gap here; the circuit by [Reg23] requires an extremely large number of qubits,
while the circuit by [RV24] requires an extremely large number of gates. These gaps in concrete
efficiency become especially important in the case of quantum computers, where scalability has
proven difficult due to the issue of decoherence noise [AABT19, GE21, CCHL22, Cai23|.

In this note, we show how to interpolate between these two qualitative extremes in a nontrivial
way. In particular, all circuits in this work retain the asymptotic best-of-both-worlds guarantees
achieved by [RV24]. At the core, we consider applying reversible exponentiation with respect to
more general sequences of integers than the Fibonacci numbers, and show that this can provide
benefits for space and/or size depending on the parametrization. We state our results formally in
Section 2 and discuss this idea in more detail in Section 3.

Our results are phrased in terms of integer parameters r and s that allow one to control a tradeoff
between space and size. Some special cases are tabulated alongside the original implementation
by [Reg23] and the variant by [RV24] in Table 1. For a heuristic comparison, we consider the product
of the number of qubits and number of multiplications for each of the algorithms proposed. This

3This can be seen by plugging r = 1 into Theorem 2.2 and doubling the gate count to account for final uncompu-
tation.

4This can be seen by plugging r = s = 1 into Theorem 2.4 and doubling the gate count to account for final
uncomputation.



comparison suggests that our proposal could provide concrete improvements to Regev’s algorithm
for n as low as ~ 700, although our methods for optimizing the number of gates appear limited to
4x the gate complexity of Regev’s original circuit [Reg23]. However, ascertaining this will require a
finer and more careful analysis, as our complexity estimates ignore lower-order terms in the number
of qubits and gates. We remark that although our results here focus on factoring, these algorithms
can also be directly adapted to discrete logarithms by following the methods of [EG24b].

For simplicity, we do not make comparisons in this work with optimized variants of Shor’s
algorithm due to the wide variety of optimizations that one could consider |Bea03, TKO06, Zal06,
Gid17, HRS17, Gid19]. A careful comparison with these variants of Shor’s algorithm is an important
direction that we leave to future work. We are optimistic that Regev’s algorithm [Reg23| combined
with the optimizations by [RV24]| and this work (and perhaps additional future optimizations) may
be sufficient to achieve a concrete improvement over Shor’s algorithm [Sho97].

2 Setup

We refer the reader to [RV24] for an overview of Regev’s quantum factoring algorithm [Reg23|. In
this work, we focus on the modular exponentiation step, which is the bottleneck in terms of both
gates and qubits. For simplicity, we will assess gate complexity in terms of the number of multipli-
cations of n-bit integers modulo N. This is a reasonable heuristic since integer multiplications are
the asymptotic bottleneck in the circuit by [Reg23| and its modification by [RV24].

2.1 Notation

We retain all notation from [Reg23| and restate it here for convenience. Let N < 2™ be an n-bit
number. Let d = |y/n| and by,...,by be some small O(logn)-bit integers (e.g. b; is the ith prime
number) and let a; = b? mod N. For any integer ¢, let [t] denote the set {1,2,...,t}. We use log
to denote the base-2 logarithm throughout this paper. Also, let ¢ denote the golden ratio. Regev’s
algorithm uses a number of parameters:

e Let C' > 0 be an absolute constant given by Regev’s [Reg23] number-theoretic conjecture
(conjecture 3.1 in [RV24));

e Let A > C be another constant we specify later. For Regev’s factoring algorithm and our
space optimization, we will take A = C' + 2+ o(1);

o Let R = 2(A+o(W)Vn. and

e Let D be a power of 2 in [2v/d - R,4v/d - R]. Note that D is also 2(4t°(M)V"  These are the
same parameters R and D defined by [Reg23|.

Following a heuristic argument by [Reg23| suggests that taking C' = 1+ ¢ (and hence A = 3 +¢)
is likely to be sufficient for his number-theoretic conjecture to hold. For the modular exponentiation
step, Regev works with a vector of integers z = (21, 22, ..., 2z4), where —D/2 < z; < D/2 — 1 for all
i.

We also borrow notation from [RV24] and let [1)(z)) denote the state |z) |z~ mod N), for an
integer x € [0, N — 1] relatively prime to N. For the purposes of this work, we also define constant
integer parameters s < r such that s is a power of 2 and r is a multiple of s. We will also define
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, for reasons that will become clear later. (Note that in the special case r = 1, 5 will
equal the golden ratio ¢ = %)

Finally, we use the standard complexity-theoretic w(f(n)) notation to denote a function g(n)
such that lim,_ s % =0.

2.2 Our Results

Our goal is to improve upon Lemma 4.1 by [RV24|, which we restate below for reference. We
will assume throughout that r,s = O(1) and nail down the costs of our circuits up to 1 + o(1)
multiplicative error. All gate costs in these theorems need to doubled to obtain the cost of a factoring
circuit, because these circuits must be uncomputed before the final QFT in Regev’s circuit [Reg23]
can be performed. These results incorporate a constant-factor optimization communicated to us by
Maxime Remaud [Rem24|, which we present in Lemma 3.7.

Theorem 2.1. (Lemma 4.1 of [RV24]) Assume there is a quantum circuit that implements the
operation

) [b) [£) [0%) = |a) [b) (¢ + ab) mod N} [0%)

with G = w(n) gates where N,a,b,t are all n-bit integers with 0 < a,b,t < N and 2"~! < N < 2",
and S here is the number of ancilla qubits. Then there exists a quantum circuit mapping

[2) [0¥) =

d
l_IaZ'-ZiJrD/2 mod N> [v) .

=1
Here,

A
M=S5+ <10g¢—A+6+0(1))n

is the initial number of ancilla qubits, and |v) is some possibly nonzero state on M + An —n qubits.
Moreover, this circuit uses O(n'/? - G +n3/?) gates. Since |z) can be stored in dlog D = An qubits,
the total number of qubits used (i.e. the space usage) is

A

Taking A = 3 + € implies that the number of qubits is ~ S + 10.32n.

We first generalize this theorem to the case where r > 1, which as we will see yields an improve-
ment in the space complexity:

Theorem 2.2. Under the same assumptions as Theorem 2.1, there exists a quantum circuit com-
puting the same mapping with

Aflog(r+1)]

M =
S+< log 3

—A+6+o(1)> n,

so that the total number of qubits used is

S <Aﬂog(r +1)]

log +6+0(1)> "



and the number of gates used is

(Br+12+40()A

log 3 G

The r =1 case 1s exactly Theorem 2.1.

Since lim, o [log(r+1)]/log 8 = 1, taking sufficiently large  and A = 3+ € allows us to obtain
the following corollary:

Corollary 2.3. For any constant € > 0, there exists a quantum circuit computing he same mapping
as Theorem 2.1 using space S + (9 4 €)n and O(n'/? - G) gates.

Next, we show that the number of gates can also be dropped by a constant factor (albeit at the
expense of blowing up the constant factor in the space), by taking » > 1 (the » = 1 case can be
obtained by a direct simplification of the circuit by [RV24]). This incorporates an optimization of
Lemma 3.8 pointed out to us by Joel Gértner and Martin Ekera [EG24a).

Theorem 2.4. Under the same assumptions as Theorem 2.1, there exists a quantum circuit com-
puting the same mapping with

S+ (A[log(r +1)]

log 3 + max(2logs +5,7) + 0(1)> n

qubits, and
(3r/s +4logs+T7+0(1))A a1/

log 5 “

gates.

If we set r = s to be a power of 2 and consider the limiting behaviour as r — oo, we obtain the
following corollary (once again taking A = 3 + €):

Corollary 2.5. For any constant € > 0, there exists a quantum circuit computing the same mapping
as Theorem 2.1 using (12 + €)n'/? - G gates and space S + Oc(n).

Setting r = 6 and s = 2 yields a result® that is concretely efficient in terms of both space and
size (once again taking A = 3 + ¢):

Corollary 2.6. There exists a quantum circuit computing the same mapping as Theorem 2.1 using
~ 22.9n'2 . G gates and space ~ S + 10.4n.
2.3 On the Role of Dirty Ancilla Qubits

The core difference between the algorithms used in Theorem 2.2 and 2.4 (focusing on s = 1 for ease
of comparison) is the use of dirty ancilla qubits. This leads to three points of difference between
these algorithms:

e The use of dirty ancilla qubits allows Theorem 2.2 to use n fewer qubits than it would otherwise
need to.

5These parameters were experimentally chosen to minimize the product of the two prefactors.



e However, this also leads to a higher gate count, which will ultimately be due to the difference
in gate counts between Lemma 3.3 and Lemma 3.5, and similarly between Lemma 3.4 and
Lemmas 3.6 and 3.7. In each case, the former lemma uses dirty ancilla qubits to save space
but at the expense of needing more multiplications.

e More subtly, the multiplication functionality we require when using dirty ancilla qubits is more
sophisticated. In Lemmas 3.3 and 3.4, the work by [RV24] explicitly relies on the ring structure
of Zy, and assumes a multiplication oracle that maps |a) |b) [t) — |a) |b) |(t + ab) mod N).

On the other hand, in the simpler case of Lemmas 3.5 and 3.6 where dirty ancilla qubits
are not involved, it is straightforward to see that the arguments in the lemmas work even
given a multiplication oracle that maps |a)|b) [t) — |t & (ab mod N)), which now only uses
the multiplicative structure of Zy. We note that our results in this note leverage Lemma 3.7
which does need the ring structure of Zy; but if this is undesirable it can simply be replaced
with Lemma 3.6 at the expense of a slightly worse prefactor in the gate count.

As argued in Appendix A of [RV24], any multiplication oracle with the XOR functionality can
be converted into an oracle with the (¢ 4+ ab) mod N functionality, but with some constant-
factor overheads that are unlikely to be desirable in practice.

e Another consequence of using dirty ancilla qubits is that quantum errors become more difficult
to detect. This is an observation made by Shor [Sho97]|. At the end of the computations in
Lemmas 3.5 and 3.6, the clean ancilla qubits will be restored to the [0™) state, which can
hence be measured and checked. This certainly does not provide the ability to detect any
quantum errors, but it does provide the ability to detect some types of quantum errors.

Without clean ancilla qubits (as in Theorem 2.2 and the circuits by [RV24]), this form of error
detection does not appear to possible (to the best of our knowledge).

Given the above observations, we view the use of dirty ancilla qubits in [RV24] and Theorem 2.2
as a way to finely optimize the space usage of the quantum circuit, but believe it is unlikely that
these optimizations would be useful in practice. A simpler algorithm such as that in Theorem 2.4
is likely to be of more practical interest.

3 Modular Exponentiation Beyond Powers of 2 and Fibonacci Num-
bers

The reason why Regev’s factoring circuit [Reg23| requires n3/2 qubits is that it relies on repeated
squaring modulo N for its exponentiation, which is not reversible and hence has to be done out-of-
place, consuming extra qubits. Another way to view this exponentiation approach is that it uses
the powers of 2 as a “basis” for the exponent z when computing a* modulo N. This is for the simple
reason that the powers of 2 obey the recurrence G,, = 2G,,_1.

The observation originally made by Kaliski [Kall7] in the context of classical reversible com-
puting and leveraged by [RV24] is that modular exponentiation can be done by instead iterat-
ing the operation (a,b) — (a,abmod N) back and forth. This turns out to use the Fibonacci
numbers as a basis for the exponent. This is ultimately because the Fibonacci numbers satisfy
the recurrence relation Fp, = Fj_q1 + Fj_o; in particular, the aforementioned operation will send
(af¥ =1 mod N, af*2 mod N) + (a’*-1 mod N, af* mod N).



This suggests considering what may happen by considering an arbitrary linear recurrence relation
with constant non-negative integer coefficients, and the basis that yields. The first observation is
that not every recurrence yields a computation that can be done reversibly; G,, = 2G,,—1 corresponds
to repeated squaring, which is not reversible. However, it turns out that any recurrence relation
where the last coefficient is 1 can be used for reversible exponentiation. Concretely, let r be a
positive integer and let {Gy} be defined by Gy = 0,G1 = 1, and

G =1rGg_1 + Gi_o.

Then we can iterate the operation (a,b) — (a,a”b) back and forth to exponentiate using the Gi’s
as a basis. This is because this operation will send

(a%1 mod N, a% 2 mod N) — (a“*' mod N, a"“*17%2 mod N)

= (a“*1 mod N, a®* mod N).

There are two different reasons that we might hope to benefit from working with such a sequence
instead. One is that this could potentially improve space and the other is that this could potentially
improve the number of gates, but these two aspects trade against each other so it appears difficult
to leverage both types of benefit at once:

e In the algorithm by [RV24], the An qubits needed to store the exponents z gets blown up
to An/log ¢, because of redundancy in decomposing the exponent as a sum of Fibonacci
numbers. (Indeed, any decomposition that includes two consecutive Fibonacci numbers is
already redundant.) It turns out that this redundancy can be reduced by increasing r, thereby
reducing the space requirement.

e Secondly, as we will see, there are two types of multiplication operations carried out by the
algorithm in [RV24]. The first is the operation (a,b) — (a,a”b) (recalling that they restrict
attention to r = 1), and the second is an intermediate operation where one of the registers is
multiplied by a smaller integer c;.

The cost of multiplications of the first type appears inherent and independent of r, however
we can reduce the number of times we need to carry out the second type of multiplication by
increasing 7.

We remark that the second optimization listed here bears some high-level similarity to the use
of windowing in Shor’s algorithm |Gid19, GE21|. Windowing effectively shifts some of the workload
from the modular exponentiation to classical precomputation. This crucially relies on the base a
being classical and does not appear applicable to Regev’s algorithm (see [RV24] for further discussion
about the limitations of precomputation in Regev’s algorithm). Instead, we can shift some workload
from the core modular exponentiation operations to the small-integer multiplications (as captured in
Lemma 3.2). A crucial point of difference is that while windowing allows for the saving of logarithmic
factors in Shor’s algorithm [Gid19]|, our optimization is limited to constant-factor improvements;
asymptotic improvements with this method appear difficult.

3.1 Warm-Up: Prefactors in Regev’s Circuit

To begin, we examine how ideas similar to those outlined here can improve the prefactors in Regev’s
original circuit [Reg23|, without the Fibonacci exponentiation optimizations by [RV24]|. Suppose



firstly that we run Regev’s circuit as-is, decomposing the exponents z; + D/2 in binary and then
using repeated squaring. Then we have the following:

e The required number of qubits is (A + o(1))n%/2, because we need an additional n qubits for
each of An'/? squarings.

e The required number of n-bit multiplications is at least 4An'/2. During the forward execution

of the circuit, there are log D ~ An'/? squarings and additionally log D ~ An'/2 multiplica-
tions of a subset of the bases into the register between squarings. This cost then gets doubled
due to the need for uncomputation at the end.

Instead, suppose we did the following: take r to be a power of 2 (in this section only) and decompose
the exponents z; + D/2 in base r. This leads to the following changes to the algorithm:

e The multiplications of subsets of small integer bases now uses a factor of » more gates because
these integer bases could be raised to the power of r (see Lemma 3.2 for details).

e In the forward pass, we still need log D ~ An'/? squarings (to raise something to the power
of r, we would just square it logr times). However, the number of times we need to multiply
a subset of bases into the register is now only log D/logr ~ An1/2/10g r. The total number
of n-bit multiplications is now only ~ 24n'/2(1+1/logr).

Note that the number of qubits is still just An®/2. Hence we can take r to be slightly super-
constant to obtain an implementation of Regev’s circuit [Reg23| using ~ An3/? ~ 3n3/2 qubits and
~ 24An/? . G ~ 6n'/? . G gates. We will see that we can obtain similar benefits for the circuit
by [RV24] in terms of the number of gates as well as for the number of qubits (whereas this method
did not save any qubits in the case of Regev’s circuit).

3.2 Outline of Our Algorithm

Now, we analyze how this exponentiation would work in the case of the space-efficient circuit

by [RV24]. Let K be maximal such that Gk < D. We want to compute H?Zl afi+D/ ? which
suggests decomposing

K
zi + D/2 = Zzi,jG]’,
j=1
for z;; € {0,1,...,7}. Then, if we let ¢; = H?Zl afi’j, we just need to compute Hle c]Gj. We have
two straightforward properties that we verify in Appendix B:

e Define g = V=44 W € (r,r 4+ 1), then we have K = (1+ o(1))log D/log 8 = (a + o(1))/n,
letting o = A/ log .

o A straightforward greedy algorithm can be applied to calculate a decomposition of the above
form with z; ; € {0,1,...,r} for all 4, .
Then applying the intuition stated above to the space-efficient exponentiation algorithm by [RV24|

suggests the following outline:

1. Compute and store values z; ; € {0,1,...,7} for i € [d] and j € [K] such that for all i we have
Y1 7iGj =z + D/2.



2. Initialize 1 and x5 to both be 1.
3. Repeat the following for j = K, K — 1,...,1 in that order:

(a) Update z1 < z125,.
(b) Update z1 < z1¢;.

(c) Swap x1 and x2.

To show correctness, we argue that for all j < K — 1 we will have at the end of round j that
r = Hfijﬂ ciG"*j and zy = Hfij ciG”l*j. When j = 1, we will hence have zo = [[X, %, as

desired. This claim follows by a straightforward induction, which we defer to Appendix A.

3.3 Greedy Decomposition and Small-Integer Multiplications

In this section, we adapt the primitives used by [RV24] that specifically work with Fibonacci numbers
to our more general setting.

Lemma 3.1. (Adapted from Lemma 5.5 in [RV24]) There exists a quantum circuit using O(n3/?)
gates mapping the state

) |oKTlos(r 01108 D) |00 1 |25 € [d], € [K]) 020

The [log(r+1)] term is because each z; ; is an integer in [0,r], and hence this many bits are needed
to represent it. Note that the prefactor in the number of gates here is bounded independently of r.

Proof. We repeat the following greedy procedure for each i € [d]. Note that integers here are
computed in absolute terms, rather than modulo N. We need the ability to compute in-place
additions and subtractions on O(y/n)-bit integers with O(y/n) ancilla qubits; it was shown by [Dra00]
that this is possible. We also need to be able to compare integers of length O(y/n), but this need
not be in-place so can also be done with O(y/n) ancilla qubits.

1. Let t denote the number in the register currently holding z;. First update ¢t <— t + D/2 (so
that this register now holds z; + D/2).

2. Set aside K[log(r+1)] ancilla qubits to hold z; ; for j € [K], so that z; ; = 0 for all j initially.

3. Now for each j = K, K —1,...,1 and for each b = [log(r+1)] —1,...,2,1,0, check whether
t> 2bGj and write the output of this comparison to the bth qubit of the register containing
z;j- Then use this qubit as a control qubit to conditionally update ¢ < ¢ — 2bGj.

4. By Lemma B.1, this greedy algorithm will correctly decompose z;+D /2 as a linear combination
Ele 2 jG; of the G;’s, and we will have ¢ = 0 at the end. Hence we have freed up those
log D bits as ancilla qubits to use in later steps.

We have already observed that correctness follows from Lemma B.1. For the runtime, each step
of the innermost loop over j uses O([log(r + 1)]\/n) gates. So, each step of the outer loop over
i uses O(K [log(r 4+ 1)]v/n) = O(A[log(r + 1)]n/log ) = O(n) gates (where the prefactor in this
bound is independent of r since lim, % = 1). Finally, multiplying by d = /n yields a

gate complexity of O(n%/?).



Finally, we address space. All individual steps in the loop can clearly be done using O(y/n) ancilla
qubits (which we can then reuse). Other than that, each step of the loop consumes K [log(r + 1)]
ancilla qubits but then frees up log D ancilla qubits. The total initial ancilla requirement is hence
d(K[log(r +1)] — log D) 4+ O(y/n) as desired. O

Lemma 3.2. (Adapted from [Reg23]) There exists a quantum circuit using O(r/nlog®n) gates

mapping
d

I1 a§i> 000V

i=1

1) .. [ta) [0V o [t1) .. Jta)

Here, the t; € {0,1,...,r} for all i.

Proof. The proof by [Reg23| shows that such a computation can be done classically with O(d log® d) =
O(y/nlog®n) gates in the case that ¢; € {0,1}; we just adapt this to our slightly more general set-
ting. Let M (k) denote the number of gates needed to classically multiply two k-bit integers. Using
the multiplication circuit by [HvdH21]|, we may take M (k) = O(klogk).

Our classical circuit will first compute a? for each i € [d] using repeated squaring. For each 1,
this involves O(logr) multiplications of integers of length O(rlogn). Hence the total cost here is

O(y/n-logr-M(rlogn)) = O(y/n-logr - rlognloglogn) = O,(y/nlognloglogn).

Now we follow Regev’s procedure [Reg23| exactly using the integers a?, e ,atdd: we organize
them into a binary tree and recursively calculate their product accordingly. At the bth level, for
b € [logd], we will need to carry out d/2° multiplications of integers of length 2% logn. The number

of gates is hence:

d
Z % M (2%rlogn) = O Z drlogn(b+ loglogn)

be(log d] be(log d]
= O(drlog®n)
= O(rv/nlog®n),
which is the dominant term as desired. This classical circuit can be implemented quantumly, as
explained in Lemma 5.6 of [RV24]. O

Since we are concerned with concrete costs in this note, we remark that the procedure in Lemma
3.2 is still a lower-order cost in terms of the number of gates and qubits if we use schoolbook
multiplication everywhere i.e. we take M (k) = O(k?). Indeed, the number of gates in the first part
would be O(y/n - logr - (rlogn)?) = O,(y/nlog?n), and the number of gates in the second part
would be:

Z % - (2°rlogn)? = 0O Z d-2°r?1log?n
be[log d] be[log d]
= O(r’nlog?n).

This has to be done log D = O(y/n) times, so the total number of gates used by calls to Lemma 3.2
would be O(r2n3/ 2 Jog? n). When using schoolbook multiplication, the total number of gates in the
remainder of Regev’s circuit will be O(n%/2) which is hence the dominant cost. We note that even
with schoolbook multiplication, the space usage of Lemma 3.2 can be kept down to 6(1\/71), this
is because any ancilla qubits used for multiplications can be reused between multiplications.
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3.4 Large-Integer Multiplications

We begin by restating the primitives for large-integer multiplications constructed by [RV24], but
additionally state the number of calls made to the multiplication circuit assumed in Theorem 2.1.

Lemma 3.3. (Lemma 5.1 in [RV24], adapted from Shor [Sho97]) Let a € [0, N — 1] be an integer
coprime to N. Then there exists a circuit using (3 + o(1))G gates mapping

[2) [05%7) |g) + |az mod N) [0°") |(—a~"g) mod N)

for any integers x, g that are reduced mod N.
Note that this computation uses and restores S + n clean ancilla qubits, while applying some
reversible transformation to n dirty ancilla qubits that initially store the state |g).

Lemma 3.4. (Lemma 5.2 in [RV2]]) There exists a quantum circuit using (6 + o(1))G gates such
that, for all n-bit integers a,b, g € [0, N — 1] such that a and b are coprime to N, it will map

a1 mod N [6) |5~ mod N} |g) [05)
 |a) |a™! mod N)|ab mod N) |(ab)~! mod N)|g)[0°).
Note that this computation uses and restores S clean ancilla qubits and n dirty ancilla qubits.

We also state straightforward simplifications of these results that use slightly more space but
are = 1.5x more efficient in terms of the number of multiplications:

Lemma 3.5. (Essentially due to Shor [Sho97], compare with Lemma 3.3) Let a € [0, N — 1] be an
integer coprime to N. Then there exists a circuit using (2 + o(1))G gates mapping

|z) [05F27) — |az mod N) |05F27)
for any integer x that is reduced mod N .

Proof. We can classically precompute a~!' mod N efficiently using the extended Euclidean algo-
rithm. Now proceed as follows; we omit mod N throughout for brevity:

l2) [0™) [0™) |0) — |z) |a) [0™) [0°) (writing in a classical constant using some bit-flips)

— |z) |a) Jaz) [0°)
— |z) |—a~1) |az) |0%) (writing in a classical constant again)
— |z —a" b az) |[—a™h) |az) [0%)
=[0") [~a™") |az) |0%)
— [0™)|0™) |az) [0%) (writing in a classical constant again)
— laz)07) |07) 0%)

This runs our multiplication circuit twice, and the remaining operations are just O(n) bit flips and

bit swaps. This completes our proof. O

Lemma 3.6. (Compare with Lemma 3./) There exists a quantum circuit using (4 + o(1))G gates
such that, for all n-bit integers a,b € [0, N — 1] such that a and b are coprime to N, it will map

la) |a™! mod N [b) |b~! mod N)|05F™)
— |a) [a™! mod N) |ab mod N) |(ab)~! mod N)[05F7) .

11



Proof. We proceed as follows:
ja) [a™") 1B) [671)107) [0%) = |a) [a™") [b) [b >|ab>\05>
—la)la™) [b—a~"-ab)[b71)|ab) 0%)
=la) [a=")[0") [b~") |ab) |0%)
—la)la=) [a='07") ) |ab) |0)
—=la)la”) a0 7 —a- a7 ') [ab) |0%)
=la) [a™") |(ab)") |0") |ab
— la) [a™") |ab) [(ab) ™) 0"

a

)
).

This runs our multiplication circuit four times and then does a constant number of swaps of n-bit
registers at the end, for a total of (4 4+ o(1))G gates. This completes our proof. O

)[0°
)[0°

The following lemma, due to Maxime Remaud [Rem24]|, shows that this operation can in fact
be done with (3 + 0(1))G gates and the same space. We thank Remaud for communicating this
optimization to us.

Lemma 3.7. ([Rem?24/, compare with Lemma 3.4) There exists a quantum circuit using (3+0(1))G
gates such that, for all n-bit integers a,b € [0, N — 1] such that a and b are coprime to N, it will
map

la) |a=! mod N |b) [b~! mod N)|0°F™)
— |a) |[a~! mod N) |ab mod N) |(ab)~* mod N)[05+").
Proof. We proceed as follows:

) ™) [B) [571) 107)[0%) — la) ™"

b) o) lab) [0°)

e |
—la) la™") [b) [b~" — ab) |ab) [0°)
—layla™ ) [b+a"t- (b7 —ab)) [b — ab) |ab) [0°)
=la)la~")la"'b7") [b7" — ab) [ab) |0%)
—la)la™") la™07") [p71) |ab) 0%)
—la)la™) a0 ) b7t —a- (a707Y)) |ab) [0%)
=la)la~")la~'b71)[0") |ab) [0°)
—la) la™") |ab) [(ab) ") 07) |0%).

This runs our multiplication circuit three times and then does a constant number of swaps of n-bit
registers at the end, for a total of (3 + o(1))G gates. This completes our proof. O

Finally, the following lemma generalizes Lemma 3.6 and is the key workhorse for the quantum
circuits we present in this work. Intuitively, to compute (a,b) — (a,a"b), we can use repeated
squaring as in Regev’s circuit [Reg23|. This incurs a space overhead but allows us to save gates.
However, we clean up the intermediate registers to prevent the space overheads from accumulating.
We thank Joel Géartner and Martin Ekera [EG24a] for pointing out that this lemma only requires
S + (2log s + 1)n ancilla qubits, as opposed to the S + (41log s + 1)n stated in previous versions of
this note.

12



Lemma 3.8. There exists a quantum circuit using (3r/s +4logs+ o(1))G gates such that, for all
n-bit integers a,b € [0, N — 1] such that a and b are coprime to N, it will map

]a> ’a,_l mod N> ’b> |b—l mod N) ‘05+(210gs+1)n>
> |a) [a~! mod N) |a"b mod N)|(a"b)~! mod N) ’05+(2logs+1)n> '

When r = s = 1, this is equivalent to Lemma 3.6.

Proof. All computations are mod NN, which we omit for brevity. First, observe that if we have a
value |c) in a certain register (for ¢ € [0, N — 1] coprime to N), we can carry out the following

computation:
[€) [0527) i [e) [¢) [05F7) = [¢) [e) [¢%) [0%) = |e) [¢?) [0,

using (1 + o(1))G gates®.
Iterating this, we obtain the state

ja) la™") [a®) |a™2) [a*) ™) ... [a*/) [a=*/%) |a®) [a=) [b) [b7") [05+7),

in (2log s+0(1))G gates. Next, we apply Lemma 3.7 r/s times to the last five registers in the above
expression, to obtain the state

ja) la™") [a®) o) [a*) ™) ... ]a*/%) |a=*/%) |a®) [a=*) [a"b) |(a"0) ") [05F")

using (37/s + o(1))G gates. Finally, we uncompute the terms involving a?,a%,...,a® and their
inverses, using another (2log s + o(1))G gates. O

4 Our Algorithms

4.1 Proof of Theorem 2.4

Our algorithm is shown in Algorithm 4.1, and makes two key changes to Algorithm 5.2 in [RV24]: it
carries out simpler arithmetic operations via Lemma 3.8 to save gates, and additionally works with
the G, basis instead of the Fj, basis. Our exponentiation procedure can hence thought of as a hybrid
between those by [Reg23] and [RV24]; the high-level steps follow a Fibonacci-type exponentiation
approach to avoid consuming significant space, however internally we rely on Lemma 3.8 which uses
repeated out-of-place squaring.

We track the space inside the algorithm; it remains to account for large-integer multiplications.
The first call to Lemma 3.8 uses (3r/s 4+ 4log s 4+ 0o(1))G gates. Preparing the state |¢(c;)) only
requires large-integer multiplications in the use of Lemma 3.5, which uses (2 + o(1))G gates. The
call to Lemma 3.7 uses (3 4+ 0(1))G gates, and then finally uncomputing |¢(c;)) uses (2 + o(1))G
gates. The total number of gates is hence:

(3r/s+4logs+ 7+ 0(1))A
log 8

(3r/s+4logs+T7+0(1)K -G = -G - /n.

O

5The additional copying of ¢ is to conform to the syntax of our multiplication circuit, where two input registers
are required. If one works with a circuit for out-of-place squaring mod NN that does not need to pseudo-copy its input,
then this extra operation would not be needed.
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Algorithm 4.1: Quantum oracle for Hd aZ P2 mod N

i=1""

Data: Initial state |z) and S + (aflog(r +1)] — A+ max(2log s+ 5,7) + o(1))n ancilla
qubits in the |0) state.

Result: Final state comprising ’H?:l afi+D/ % mod N ) and
S + (aflog(r +1)] + max(2logs +4,6) + o(1))n qubits in some state (which may
not be |0)).
1. Use Lemma 3.1 to compute and store the values |z; ;) for all i € [d] and j € [K]. Note that
this step also “overwrites” the qubits storing |z). (This consumes
dK[log(r +1)] — dlog D = (aflog(r + 1)] — A+ o(1))n qubits, leaving
S + (max(2log s+ 5,7) + o(1))n ancilla qubits.)

2. Set aside 4n ancilla qubits. These will store our states |1(x1)) and |[¢)(x2)). Initialize 1 < 1
and g < 1. (This leaves S + (max(2log s + 1,3) 4+ o(1))n ancilla qubits.)

3. Repeat the following for j = K, K — 1,...,1 in that order:

(a) Update x; < z12h by applying Lemma 3.8. (This temporarily uses and restores
S + (2log s + 1)n clean ancilla qubits, which we have.)

(b) Now we prepare the state |¢(c;)):

i. Calculate the state |]_[§l:1 a; ~/ mod N) using Lemma 3.2 and store it in an n-bit
register. We now have S + (max(2log s, 2) + o(1))n ancilla qubits available.

ii. Use Lemma 3.5 with the classical constant ngl a; " mod N to update the register
from the above step to contain ]0]71 mod N). (This temporarily uses and restores
S + 2n ancilla qubits, which we have.)

iii. Calculate the state |c;) using Lemma 3.2 and store it in an n-bit register. We now
have S + (max(2logs — 1,1) 4+ o(1))n ancilla qubits available.

(c) We now have the state [1(c;)), so we can update x1 < z1¢; using Lemma 3.7. (This
temporarily uses and restores S + n ancilla qubits, which we have.)

(d) Now we uncompute the state [1(c;)), returning all qubits to |0).
(e) Swap x1 and x2 (i.e. swap the registers [¢(z1)) and |1(x2))).
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4.2 Proof of Theorem 2.2

We also show that the optimizations for space by [RV24] by using dirty ancilla qubits carry over
to the G basis instead of the F} basis. Our algorithm is shown in Algorithm 4.2, and is a direct
adaptation of Algorithm 5.2 in [RV24] to the G}, basis.

We track the space inside the algorithm; it remains to account for large-integer multiplications.
For each j, there are r calls to Lemma 3.6, each of which uses (3 4+ 0(1))G gates. Constructing
|1(cj)) uses (3+0(1))G gates from the call to Lemma 3.3. The call to Lemma 3.4 uses (6 + o(1))G
gates, and then finally uncomputing |¢(c;)) uses another (3 + o(1))G gates. The total number of
gates used by our oracle is hence:

(Br+12+40(1))A

. G-/

Br+12+0(1))K -G =
O
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evolves as follows: (1,1) — (1,1) — (¢kx,1) — (1,cx). Then in round K — 1, it evolves as
follows: (1,ck) — (¢, cx) = (ck—1C}, cx) — (¢K, cx—1¢} ). This is consistent with our claim for
j=K 1.

For the inductive step, assume the current round is j, and the previous round (indexed by j+ 1)
has ended according to our claim. The current state is hence:

K K
G._/._ G_ .
(;pl’mz): H Cil.} 1’ H Cil]
i=j+2 i=j+1
After the first update, 1 becomes:
K K K
Gij1 rGi—; _ rGi Gij1+rGij
II « L a7 =% 1 @
i=j+2 i=j+1 i=j+2
s G
_ Go i—j+1
=G H ¢
i=j+2
K
— Gi—j+1
=1l :
i=j+1
After the second update, it becomes:
K K
Gi—j+1 _ Gi—j+1
¢ 11 « =][e :
i=j+1 i=j
Swapping the registers now gives us the state
s G s G
i—j i—j+1
(xlw%.?): H Ci JaHCi ! )
i=j+1 i=j
completing our induction. O
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B Properties of {G}}

Recall that Gy, is defined by Gy = 0, G1 = 1, and G, = rGp_1 + Gi_o for k > 1.

B.1 Closed Form and Asymptotics

A straightforward induction tells us that for any k > 0 we have:

k k
Gy = 1 r+r244 1 r—r244
g 244 2 2 +4 2

B 1

=5 +45k + o(1).

Hence we will have
log D

log3-

We clearly have G, < G for all k > 0. It follows that for £ > 0 we have Gi11 — rGr = Gi—1 <
G & Gk+1 < (7" + I)Gk

K =(1+0(1))

B.2 Decomposing Positive Integers as a Sum of Gy,

It was shown by [Zec72| that any positive integer has a unique decomposition as a sum of Fibonacci
numbers, if we enforce that no two of the Fibonacci numbers should be consecutive. A simple
generalization of the greedy algorithm by [Zec72] yields the following lemma:

Lemma B.1. Consider the following algorithm, that takes as input a non-negative integer tg <
G- Initialize t < to. Now for j =k, k—1,...,1, set y; = [t/G;]| and update t <t — y;G;.

Then at the end of the algorithm, we will have t = 0, Z?Zl yjGj =to, and y; € {0,1,...,r} for
all j.

Proof. First, observe that the algorithm clearly ensures that ¢ > 0 at all times, and that ¢ and all
the y;G;’s constructed thus far add to tg. Hence it suffices to show that at the end of the algorithm,
we will have ¢ = 0 and that all the y;’s are in [0, r].

We do this by strong induction on k. The base case k = 0 follows trivially since t < G; = 1
forces t = 0, so we are already done. We also consider the base case kK = 1; in this case we have
t < Gy =r. Then we have y; = [t/G1] =t € [0,7], so we will have y;G; =t and ¢t will become 0.

Now for the inductive step, consider k > 1. We have two cases:

o If ¢t < Gy, then in the j = k round we will simply have y; = 0, ¢ will be unchanged, and we
reduce directly to the k — 1 case.

e If t > G, then in the j = k round we will have y,, = |t/G}| and t will be replaced by t —y; G
Firstly, observe that ¢t < Ggy1 < (r+1)Gg = t/Gr < r+ 1 = yi < r. Secondly, we have by
definition that t — yp G < G, so we have now reduced to the k — 1 case.

Either way, the conclusion follows by induction. O
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