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ABSTRACT
The Paillier cryptosystem is renowned for its applications in elec-

tronic voting, threshold ECDSA, multi-party computation, and

more, largely due to its additive homomorphism. In these appli-

cations, range proofs for the Paillier cryptosystem are crucial for

maintaining security, because of themismatch between themessage

space in the Paillier system and the operation space in application

scenarios.

In this paper, we present novel range proofs for the Paillier cryp-

tosystem, specifically aimed at optimizing those for both Paillier

plaintext and affine operation. We interpret encryptions and affine

operations as commitments over integers, as opposed to solely over

Z𝑁 . Consequently, we propose direct range proof for the updated

cryptosystem, thereby eliminating the need for auxiliary integer

commitments as required by the current state-of-the-art. Our work

yields significant improvements: In the range proof for Paillier

plaintext, our approach reduces communication overheads by ap-

proximately 60%, and computational overheads by 30% and 10% for

the prover and verifier, respectively. In the range proof for Paillier

affine operation, our method reduces the bandwidth by 70%, and

computational overheads by 50% and 30% for the prover and verifier,

respectively. Furthermore, we demonstrate that our techniques can

be utilized to improve the performance of threshold ECDSA and

the DCR-based instantiation of the Naor-Yung CCA2 paradigm.

KEYWORDS
Paillier cryptosystem; Range proof; Multiplicative-to-Additive func-

tion; Threshold ECDSA; Naor-Yung CCA2; Sigma protocol

1 INTRODUCTION
The Paillier encryption scheme introduced by [38] is a prototypical

example of additively homomorphic encryption, and has also been

standardized by ISO/IEC [1]. The additive homomorphism enables

one to compute the encryption of the sum of two plaintexts directly

from their respective ciphertexts without the need for prior de-

cryption. Besides, given an encrypted message, the ciphertext of its

multiplication with a known number can also be computed publicly.

The additive homomorphism of Paillier encryption makes it well-

suited for applications such as threshold ECDSA [32, 33], electronic

voting [13, 30], private auction [35], general multiparty compu-

tation [16], and etcetera. Denote the encryption of message𝑚 as

Enc(𝑚), then the additive homomorphism of Paillier encryption

can be represented as

Enc(𝑚1) · Enc(𝑚2) = Enc(𝑚1 +𝑚2),
Enc(𝑚)` = Enc(` ·𝑚) .

1.1 Necessity of Range Proof for Paillier
In scenarios where Paillier encryption is utilized, it is often neces-

sary to ensure some value like the plaintext is in a desired interval.

In these cases, a range proof is essential, which is a specific type of

zero-knowledge proofs, allowing a prover to convince a verifier that

a committed value falls within a certain range while revealing noth-

ing else. We show the critical role of range proofs in the scenarios

of threshold ECDSA and Naor-Yung paradigm as examples.

Threshold ECDSA. Threshold ECDSA [26] is an extension of

ECDSA that distributes the power of signing into a threshold group

of parties. It can enhance the security and robustness by preventing

the problem of single-point-of-failure. Consequently, it serves as

a crucial component in the forthcoming standardization process

for Multi-Party Threshold Cryptography being conducted by NIST

[37]. Existing solutions (e.g., [6, 33, 41]) identify a basic building

block, Multiplicative-to-Additive functionality (denoted by MtA
henceforth), which allows two parties to securely compute 𝐴 and

𝐵 from their private inputs 𝑎 and 𝑏 respectively, ensuring 𝐴 + 𝐵 =

𝑎𝑏 mod 𝑞, where𝑞 denotes the order of the underlying elliptic curve

in ECDSA.

MtA can be constructed by leveraging the homomorphic prop-

erties of Paillier encryption. Nonetheless, a significant challenge

arises from the mismatch between the desired domain Z𝑞 for homo-

morphic operations, and the message space Z𝑁 of Paillier encryp-

tion. Ensuring correctness and security requires that no reduction

modulo 𝑁 occurs for all operations throughout the entireMtA pro-

tocol. Hence, range proofs are necessary to validate this condition.

The absence of range proofs exposes MtA to concrete attacks, as

detailed in [33, Section 6.2].

Naor-Yung Paradigm. The CCA2 (Chosen-Ciphertext Attacks)
security is recognized as the standard security notion for public

key encryption schemes. Naor and Yung [36] proposed a generic

method that can transform a public key encryption scheme, initially

secure only against Chosen-Plaintext Attacks (CPA), to one that

achieves CCA2 security. The core idea is that the receiver holds two

key pairs, and the sender encrypts the message under both public
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keys and provides a zero-knowledge proof of plaintext equivalence

in the resulting ciphertexts.

Nevertheless, situation becomes complicated when the frame-

work is applied to the CPA-secure Paillier encryption. This stems

from the distinct RSA moduli in the two pairs of keys, which could

be leveraged by a malicious adversary to prove false statements,

as shown in [17]. This problem can be overcome by integrating an

auxiliary proof, which demonstrates that the plaintext is smaller

than each respective RSA modulus, employing well-established

range proof techniques, as suggested by [17].

1.2 Range Proof Methods for Paillier
In this paper, we identify and consider two types of range proofs

for Paillier cryptosystem. The first type is for Paillier plaintext,

aiming to prove that the plaintext under a given ciphertext falls

within a certain range. The second type is for Paillier affine op-

eration. Given a Paillier encryption 𝐶𝑏 = Enc(𝑏), a Paillier affine

operation involves computing (𝐶𝑏 )𝑎 · Enc(𝐴) with private input 𝑎

and 𝐴, resulting in the encryption of 𝑎𝑏 +𝐴. Here, the focus is on
demonstrating that the values of 𝑎 and 𝐴 lie within certain ranges.

For simplicity, this section primarily focuses on the first type for

Paillier plaintext, as the principles for the second type involving

Paillier affine operations are similarly applied.

The main obstacle to building range proofs for Paillier plaintext

is that the Paillier encryption inherently supports proving relations

only over Z𝑁 rather than Z. This limitation is problematic in the

context of range proofs. For instance, the Lagrange’s 4-square theo-

rem shows that an integer is non-negative if and only if it can be

represented as a sum of 4 squares, but a 4-square decomposition

over Z𝑁 does not suffice to establish non-negativity [34]. Typical

solutions for this issue include the range proof from Lindell and

Nof [33], and that from Devevey et al. [18], both of which consist of

two main steps: first, leveraging tools that allow to prove relations

over Z; and second, applying range proof techniques (suitable over

Z) to these tools.

Lindell and Nof [33] employ an auxiliary integer commitment

scheme [12, 25] to force the prover to argue over Z. To demonstrate

the range of underlying plaintext, the prover firstly commits to the

same plaintext using an integer commitment, and then provides a

proof of equivalence, demonstrating that the commitment indeed

corresponds to the same value. Secondly, the CFT range proof

[8], which has been refined by [2, Section 1.2.3], is applied to the

commitment to demonstrate the range of the committed message,

which is indeed the plaintext.

Borrowing the idea from [9], Devevey et al. [18] first interpret
Paillier ciphertexts as bounded integer commitments which al-

low to prove relations over Z. Next, the 3-square-decomposition-

based range proof [28], developed from the 4-square decomposition

method [34] and Boudot’s technique [2], is adopted to prove the

range of plaintext.

The range proofs for Paillier plaintext and affine operation in-

troduced by Lindell and Nof [33] have slack, which means that the

soundness range is larger than the range specified in the statement.

Fortunately, in applications where such slack is acceptable, range

proofs with slack are favored due to their significant efficiency com-

pared to exact ones. However, this approach introduces an auxiliary

Table 1: Comparison of Range Proofs for Paillier

Methods

Plaintext Affine Operation

Exact Direct

Comp. Commu. Comp. Commu.

LN [33] 9 1.22 13.5 2.12 × ×

DLP [18] 36.5 4.37 × × ✓ ×

Ours 6 0.47 8 0.60 × ✓

Notes: We use |𝑥 | to denote the bit length of element 𝑥 . The unit for

computation (comp.) is an exponentiation operation within Z∗
𝑁

with

exponent of bit length |𝑁 | , while that for communication (commu.)

is kibibytes (KiB). The comparison is based on a typical choice of pa-

rameters. Specifically, the statistical and soundness parameters are 80

and 128, respectively. |𝑁 | = 3072. As to range proofs for plaintext, the

range is [0, 𝐵 ] with |𝐵 | = 256. For affine operation (Enc(𝑏 ) )𝑎 ·Enc(𝐴) ,
the ranges for 𝑎 and 𝐴 are [0, 𝐵1 ] and [0, 𝐵2 ], with |𝐵1 | = 256 and

|𝐵2 | = 800, respectively. Here we don’t even account for the costs of

3-square decomposition in [18], which are necessary in practice and

will bring additional computational overheads. When a range proof

scheme does not require extra commitments, we refer to it as ‘direct’.

integer commitment scheme to serve as a bridge, resulting in addi-

tional communication and computational overheads. Conversely,

the range proof for Paillier plaintext from Devevey et al. [18] is
exact. A drawback of this method is the inefficiency: additional com-

mitments are needed (e.g., those for the 3 decomposed numbers),

which considerably increases the proof size and computational

cost compared with range proofs that have slack. Besides, their

scheme does not accommodate affine operations. Furthermore, to

interpret Paillier ciphertexts as bounded integer commitments, they

introduce modifications to the original Paillier encryption. As a

result, the homomorphic properties are only partially retained. The

compatibility of this approach with applications that require both

Paillier’s homomorphic features and range proofs, such as the in-

stantiation ofMtA, is still unknown. Table 1 presents a comparison

among different range proof methods for the Paillier cryptosystem.

1.3 Motivation and Contributions
Range proofs for Paillier are essential building blocks for important

applications, such as constructing MtA in threshold ECDSA and

the instantiation of the Naor-Yung CCA2 paradigm, as previously

discussed. Thus, investigating methods to enhance their perfor-

mance is valuable, as such improvements will directly benefit the

applications that rely on them. As indicated in Table 1, Lindell and

Nof [33] have proposed a more efficient range proof for Paillier

plaintext compared to that of Devevey et al. [18], by introducing

a degree of slack. Fortunately, this level of slack is acceptable in

several applications, including the two discussed before.

Nevertheless, the approach by Lindell and Nof still requires aux-

iliary integer commitments to bridge the gap between Paillier en-

cryption and CFT range proof. This situation prompts an important

question: Is it possible to conduct range proofs directly on the Pail-

lier cryptosystem, particularly for plaintext and affine operations,

without relying on any auxiliary commitments?

Motivated by the above, this paper focuses on investigating how

to design direct range proofs for Paillier cryptosystem, aiming to
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improve efficiency and further benefit applications built on them.

The contributions of this paper are summarized as follows:

(1) Firstly, we propose a new commitment scheme over (vectors

of) integers based on Paillier cryptosystem alongside a modified

version of Paillier encryption scheme, which have unique and ad-

vantageous properties. Specifically, our slight modifications to the

Paillier encryption enable an encrypting operation to be interpreted

as committing to the plaintext over integers Z under our proposed
commitment scheme, rather than being limited to Z𝑁 . This opens

the door for proving relations over integers and further designing

direct range proof for the plaintext. As we will discuss later, an

affine operation within the Paillier framework will also align with

our commitment scheme, specifically in terms of committing to an

affine operation over Z×Z. It is also important to highlight that our

modified Paillier encryption remains compatible with the existing

decryption algorithm, eliminating the need for any updates to the

decryption process.

(2) Secondly, we introduce more efficient range proofs for the

Paillier cryptosystem. To achieve this, we first design a direct range

proof for our commitment scheme. Then, due to the connection

among our modified Paillier encryption, affine operations, and our

commitment scheme, the range proof for the commitment can be

easily applied to giving direct range proofs for Paillier plaintexts

and affine operations. Additionally, we provide a comprehensive

analysis regarding its correctness and security. The security of our

proof is based on the strong RSA assumption, and we emphasize

that, although our approach is inspired by the concept of CFT proof

[8], the task is far from straightforward, since we have to operate

within a different mathematical structure Z∗
𝑁 2

. Moreover, to ensure

that our commitment scheme is compatible with the encryption

scheme, we introduce an additional component (1 + 𝑁 ), which is

not present in the original integer commitment scheme.

(3) Furthermore, we implement our schemes in GO. The bench-

mark shows that our range proofs outperform state-of-the-art ones,

in both computation and communication, for both Paillier plaintext

and affine operation.

(4) Finally, we show improvements to practical applications by

our techniques, specifically threshold ECDSA and Naor-Yung CCA2

paradigm, that rely on the Paillier cryptosystem and related range

proofs. Notably, our proposed MtA protocol outperforms the state-

of-the-art one based on the Paillier cryptosystem. Besides, we show

that our instantiation of Naor-Yung CCA2 paradigm also has ad-

vantages in computation and ciphertext size.

1.4 Technical Overview
In this study, we focus on strong RSA modulus 𝑁 = 𝑝𝑞, which

means 𝑝 = 2𝑝′ + 1, 𝑞 = 2𝑞′ + 1 for distinct primes 𝑝, 𝑝′, 𝑞, 𝑞′. Recall
that our goal is to develop direct range proofs for Paillier cryp-

tosystem, particularly concerning plaintext and affine operation.

At the heart of our proposed solution is an innovative commitment

scheme tailored for (vectors of) integers, coupled with a modified

version of the Paillier encryption scheme. This commitment scheme

is designed to enable direct proof of the value’s range. Furthermore,

with our modified Paillier encryption, both encryption and affine

operation can be treated as commitment actions, and thus the cor-

responding ranges can be directly proven.

Integer Commitment & Encryption. We begin by addressing

the direct range proof for Paillier plaintext. Subsequently, the range

proof for affine operations can be viewed as an extension of this

initial approach. The core idea involves treating a Paillier ciphertext

as a commitment over the integers Z, rather than solely over Z𝑁 .

Recall that a typical Paillier ciphertext in Z∗
𝑁 2

is of the form

𝐶 = (1 + 𝑁 )𝑚 · 𝑟𝑁 mod 𝑁 2, (1)

where𝑚 ∈ Z𝑁 is the plaintext, and 𝑟 ∈ Z∗
𝑁

is the randomness.

Roughly, we may require an integer commitment scheme where

the commitments are also within Z∗
𝑁 2

so that they could also be

treated as ciphertexts. However, for a typical integer commitment

scheme [25] that uses the quadratic residue groupQR𝑁 with hidden

order, the commitments lie inZ∗
𝑁
. Specifically, letℎ and𝑔 be random

generators of QR𝑁 , where both the discrete logarithm of ℎ in base

𝑔 and that of 𝑔 in base ℎ are unknown. The integer commitment of

𝑚 ∈ Z is
𝑐 = ℎ𝑚 · 𝑔𝑟 mod 𝑁,

for some randomness 𝑟 ∈ Z𝑁 . To modify this for use within Z∗
𝑁 2

,

we lift ℎ and 𝑔 to generators of the 2𝑁 -th residues over Z∗
𝑁 2

, de-

noted by 2NR𝑁 2 , which is another hidden order group. The integer

commitment for𝑚 ∈ Z is updated accordingly to

𝑐 = ℎ𝑚 · 𝑔𝑟 mod 𝑁 2, (2)

where 𝑟 ∈ Z𝑁 is the randomness. Intuitively, this adaptation is

well-formed due to the isomorphism between QR𝑁 and 2NR𝑁 2 .

Refer to Fact 1 for details.

However, the adaptation remains insufficient because, obviously,

such a commitment scheme lacks the capability for decryption.

Thus, a Paillier ciphertext cannot be interpreted as this type of

commitment. To address this, we relax the statistical hiding require-

ment to computational security by incorporating the component

(1 + 𝑁 ) into ℎ. Specifically, let 𝑦 = ℎ(1 + 𝑁 ) mod 𝑁 2
, and define

the commitment as

𝑐 = 𝑦𝑚 · 𝑔𝑟 mod 𝑁 2, (3)

which possesses the characteristics of both a ciphertext (referred

to as modified Paillier encryption) and an integer commitment.

Specifically, it retains the nature of an integer commitment similar

to Equation (2) under the Decisional Composite Residuosity (DCR)

assumption, while the inclusion of the (1 + 𝑁 ) component intro-

duces the capability for decryption, similar to the original Paillier

encryption scheme as shown in Equation (1).

Assume that Alice, who is in possession of the public key but

not the secret key, encrypts a message𝑚 using this framework. In

doing so, she effectively commits to the value of𝑚 within the set

of integers Z rather than within the ring Z𝑁 , which opens the door

for directly proving the range of𝑚 without the need for auxiliary

integer commitment.

Direct Range Proof. Now we are left with the task of designing

the corresponding range proof for our commitment, as well as

demonstrating its correctness and security. We follow the idea of

range proof for the integer commitment scheme based onQR𝑁 [12],

which is developed from the CFT technique [8]. We emphasize that

this task is far from straightforward, given that we must navigate

a different mathematical framework within Z∗
𝑁 2

. Additionally, we
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have to carefully deal with the (1+𝑁 ) component, especially when

the commitment is maliciously generated. We successfully reduce

the security of range proof to the Paillier root assumption, which

holds under the normal strong RSA assumption. Refer to Section

4.1 for details.

Generalized Commitment. Our integer commitment scheme and

corresponding range proof can be readily extended to those for vec-

tor of integers. The generalization is beneficial for scenarios where

one wants to commit a series of integers at a time. Suppose that

the length of the vectors is 𝑙 . Unlike the prior integer commitment

where a single 𝑦 is used, here we need 𝑙 similar 𝑦-elements. Specifi-

cally, the 𝑖-th 𝑦-element is computed as 𝑦𝑖 = ℎ𝑖 (1 + 𝑁 )𝛽𝑖 mod 𝑁 2
,

where ℎ𝑖 is randomly chosen from 2NR𝑁 2 and 𝛽𝑖 is any value from

Z𝑁 (it can be either known or not to the committer). Consequen-

tially, the commitment of m = (𝑚1, · · · ,𝑚𝑙 ) ∈ Z𝑙 is defined as

𝑐 = 𝑔𝑟
𝑙∏

𝑖=1

𝑦
𝑚𝑖

𝑖
mod 𝑁 2, (4)

where 𝑟 ∈ Z𝑁 is the randomness. Besides, the range proof tech-

nique used for integer commitments can also be easily generalized

accordingly.

Return back to our goal, if a Paillier affine operation can be inter-

preted as committing over Z×Z, then wewill have a chance to apply
direct range proof to it. An insightful observation is that an affine

operation can indeed be directly interpreted as our generalized

commitment operation, specifically with a vector length of 𝑙 = 2.

Assuming Alice gets a ciphertext 𝐶 from a peer, and computes an

affine operation denoted by𝐶𝑎 [ℎ(1+𝑁 )]𝐴𝑔𝑟 mod 𝑁 2
with private

input (𝑎,𝐴). Without knowing the secret key, she actually commits

to (𝑎,𝐴) in Z × Z, with 𝑦1 = 𝐶 and 𝑦2 = 𝑦 = ℎ(1 + 𝑁 ) mod 𝑁 2
.

1.5 Discussion
Other Applications. Our range proofs and schemes are also ap-

plicable to other scenarios, e.g., the multiparty computations SPDZ

[15, 16], SPDZ
2
𝑘 [11], and the e-voting systems [14]. Our Paillier-

based MtA could be also used to build more efficient three-party

TLS handshake [42, Section 4.1] by integrating it into their protocol.

Limitations.We would like to point out some limitations of our

techniques. Firstly, in our range proofs shown in Section 4, the

prover must not have control over the public parameters, and specif-

ically, knowledge of the factorization of the employed modulus 𝑁 ,

or the related discrete logarithms, is not allowed. When the situa-

tion arises where the prover possesses such secrets, we still need

an auxiliary integer commitment with public parameters prepared

by the verifier, which will increase the complexity.

Secondly, a shared shortcoming of our proofs and those of Lindell

and Nof [33] is their dependence on the strong RSA assumption.

However, it is possible to adapt the technique proposed by Couteau

et al. [10] to our context, making our proofs based on the RSA

assumption, which is generally considered to be more standard. We

leave it as future work.

Finally, within the scope of the range proof for Paillier plain-

text, it may be challenging to instantiate our method into a non-

interactive version in the standard model by correlation-intractable

hash functions such as [5], compared to the method proposed by

Devevey et al. [18]. This is mainly due to the fact that the soundness

of our range proof is based on certain cryptographic assumptions,

instead of achieving statistical soundness. The range proof from

Lindell and Nof [33] also has such problem.

1.6 Related Work

Other Range ProofMethods for Paillier. Except for the methods

by [18, 33] discussed before, one may use other tools to conduct

range proofs for Paillier, such as zk-SNARK proof systems. These

tools can produce efficient range proofs for commitments based on

prime order groups, as shown in [4, 29]. However, they seem not to

be suitable for Paillier or the applications we focus on. For example,

it is costly to use zk-SNARKs based on arithmetic circuits over

prime fields, since they require large circuits to represent Paillier

encryption and related relations, such as the Paillier knowledge-of-

plaintext circuit, which has 80 million gates for 𝑁 of length 2048

[31]. Very recently, [27] proposed a range proof method for Paillier

plaintext which is a zk-SNARK using arithmetic circuits directly

working in Z𝑁 2 . However, this method was designed for the batch

proof, where a proverwants to prove thatmultiple Paillier plaintexts

lie in the same range. When applied to a single range proof task, it

would incur heavy communication and computation overheads, due

to the parallel repetitions for reducing soundness error. Similarly,

the batch proof proposed by [39] also incurs significant costs when

applied to scenarios involving only a small number of plaintexts.

Threshold ECDSA. The main task of threshold ECDSA is to de-

sign a secure multi-party computation of non-linear operations

specified in ECDSA signature, as outlined in [32]. Existing solu-

tions [7, 20, 21, 32, 33, 40] leverage the Multiplicative-to-Additive

(MtA) functionality to deal with the problem. CurrentMtAs are de-
rived either from Oblivious Transfer (OT) [20, 21] or homomorphic

encryption schemes like Paillier encryption [32, 33], Castagnos-

Laguillaumie (CL) encryption [7], and Joye-Libert (JL) encryption

[40]. Among these, Paillier-basedMtAs are the most popular and

favored by industry due to their optimal balance between com-

putational and communication costs. In contrast, OT-basedMtAs
demand substantial bandwidth, and CL-basedMtAs incur high com-

putational costs. Concurrently, a key limitation of JL-basedMtAs
is that the proof for the correctness of the JL modulus remains

under-explored, necessitating the assumption of a trusted dealer.

Naor-Yung Paradigm. The Naor-Yung paradigm refers to the

generic transformation method introduced by [36], which can trans-

form a CPA-secure public key encryption scheme to a CCA2-secure

one. In this method, the receiver will have two key pairs, and the

sender is required to encrypt the message with both public keys,

then compute a non-interactive zero-knowledge proof with sim-

ulation soundness for the equality of respective plaintexts. Based

on the Paillier encryption, Fouque and Pointcheval [24] propose

an instantiation of Naor-Yung paradigm (with additional threshold

property). However, Devevey et al. [17] point out that the distinct
RSAmoduli in the two pairs of keys can be leveraged by a malicious

adversary to prove false statements, thus invalidating the claims of

security in [24]. Fortunately, this problem can be fixed by including

an additional proof for that the underlying plaintext is smaller than

each RSA modulus, suggested also by [17].
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2 PRELIMINARIES
2.1 Notations and Mathematics
In this paper, abbreviation PPT stands for Probabilistic Polynomial

Time. We use ^ to denote the security parameter. For a finite set

𝑋 , 𝑥 ← 𝑋 represents uniformly sampling an element 𝑥 from 𝑋 .

We leverage |𝑥 | to denote the bit length of some element 𝑥 , while

|𝑋 | to represent the number of contained elements for some finite

set 𝑋 . For 𝑎, 𝑏 ∈ Z and 𝑎 ≤ 𝑏, we use [𝑎, 𝑏] to denote the set of

{𝑎, 𝑎 + 1, · · · , 𝑏 − 1, 𝑏}.
Let 𝑁 = 𝑝𝑞 be RSA modulus. In this paper, we will only consider

safe primes 𝑝 and 𝑞, that is, 𝑝 = 2𝑝′ + 1 and 𝑞 = 2𝑞′ + 1 where

𝑝′ and 𝑞′ are also primes. It is easy to see that 𝑝 and 𝑞 are Blum

primes, namely, 𝑝 = 𝑞 = 3 mod 4, when 𝑝′ and 𝑞′ are odd primes.

Besides, 𝜑 (·) and _(·) refer to the Euler and Carmichael function,

respectively. By convention, we need that |𝑝 | = |𝑞 | and 𝑝, 𝑞, 𝑝′, 𝑞′
are distinct primes, and we have gcd(𝑁,𝜑 (𝑁 )) = 1.

We define the following three multiplicative groups and give

some facts which are essential throughout the entire paper:

2NR𝑁 2 =

{
𝑥 ∈ Z∗

𝑁 2
: ∃𝑎 ∈ Z∗

𝑁 2
, 𝑥 = 𝑎2𝑁 mod 𝑁 2

}
.

QR𝑁 2 =

{
𝑥 ∈ Z∗

𝑁 2
: ∃𝑎 ∈ Z∗

𝑁 2
, 𝑥 = 𝑎2 mod 𝑁 2

}
.

QR𝑁 =
{
𝑥 ∈ Z∗𝑁 : ∃𝑎 ∈ Z∗𝑁 , 𝑥 = 𝑎2 mod 𝑁

}
.

Fact 1. The function 𝑓 (𝑥) = 𝑥𝑁 mod 𝑁 2 is a 1-1 mapping from
QR𝑁 to 2NR𝑁 2 .

Fact 2. 2NR𝑁 2 is a cyclic group of order 𝑝′𝑞′, and for 𝑔 ←
2NR𝑁 2 , 𝑔 is a generator with overwhelming probability 𝜑 (𝑝′𝑞′ )

𝑝′𝑞′ =(
1 − 1

𝑝′

) (
1 − 1

𝑞′

)
. Besides, we can sample a uniform element 𝑔 from

2NR𝑁 2 by picking 𝑎 ← Z∗
𝑁 2

and setting 𝑔 = 𝑎2𝑁 mod 𝑁 2.

Fact 3. QR𝑁 2 is a cyclic group of order 𝑝′𝑞′𝑁 , and for 𝑔 ←
QR𝑁 2 , 𝑔 is a generator with overwhelming probability 𝜑 (𝑝′𝑞′𝑁 )

𝑝′𝑞′𝑁 =(
1 − 1

𝑝′

) (
1 − 1

𝑞′

) (
1 − 1

𝑝

) (
1 − 1

𝑞

)
. Additionally, we can sample a

uniform element 𝑔 from QR𝑁 2 by selecting 𝑎 ← Z∗
𝑁 2

and setting
𝑔 = 𝑎2 mod 𝑁 2.

Fact 4. 1 + 𝑁 ∈ QR𝑁 2 , 1 + 𝑁 ∉ 2NR𝑁 2 , and the order of 1 + 𝑁
modulo 𝑁 2 is 𝑁 .

Fact 5. For 𝑟 ← Z𝑁 , if𝑔 is a generator of 2NR𝑁 2 , then𝑔𝑟 mod 𝑁 2

is statistically close to a uniform variable over 2NR𝑁 2 .

Fact 6. Computing a non-zero multiple of 𝑝′𝑞′ is equivalent to
factoring 𝑁 .

Fact 7. Finding a non-trivial square root of 1 modulo 𝑁 is equiv-
alent to factoring 𝑁 .

Fact 8. If 𝑎2 = 1 mod 𝑁 2, 𝑎 ∈ QR𝑁 2 (resp. 𝑎2 = 1 mod 𝑁 , 𝑎 ∈
QR𝑁 ), then 𝑎 = 1 mod 𝑁 .

Now we give a concise illustration why the above facts are cor-

rect. Fact 1 comes from that each 𝑁 -th residue modulo 𝑁 2
has

exactly one root in Z∗
𝑁

[38, Section 2]. Fact 2 can be induced from

Fact 1 and that QR𝑁 is a cyclic group of order 𝑝′𝑞′. Fact 3 is di-

rectly from [3, Section 2.1]. For Fact 4, that 1 + 𝑁 ∈ QR𝑁 2 and

that the order of 1 + 𝑁 modulo 𝑁 2
is 𝑁 also come directly from

[3, Section 2.1]. Besides, 1 + 𝑁 ∉ 2NR𝑁 2 since the order of 1 + 𝑁
modulo 𝑁 2

does not divide the order of 2NR𝑁 2 . Fact 5 is correct

since 𝑁 mod 𝑝′𝑞′ is negligible in 𝑝′𝑞′ (note that 𝑝′𝑞′ is the order
of 2NR𝑁 2 ). Fact 6 and 7 can be derived from the proof for [10, Fact

4 of Proposition 1]. Finally, we explain Fact 8. From 𝑎2 = 1 mod 𝑁 2

we immediately get 𝑎2 = 1 mod 𝑁 . In Z∗
𝑁
, since any square has

exactly one incongruent square root also being square (see [10, Fact

2 of Proposition 1]), 1 is a square, and 1
2 = 1 mod 𝑁 , we have that

𝑎 = 1 mod 𝑁 .

2.2 Assumptions
Definition 2.1 (DCR Assumption). The Decisional Composite

Residuosity (DCR) assumption assumes that, given 𝑁 = 𝑝𝑞 for

safe primes 𝑝, 𝑞, it is hard to distinguish a uniformly random 𝑁 -

th residue modulo 𝑁 2
from a uniformly random element in Z∗

𝑁 2
.

Specifically, it is hard to distinguish 𝑥 and 𝑦, where 𝑎 ← Z∗
𝑁
,

𝑥 = 𝑎𝑁 mod 𝑁 2
, and 𝑦 ← Z∗

𝑁 2
.

Definition 2.2 (DL Assumption). In this paper, we consider the

discrete logarithm (DL) assumption over 2NR𝑁 2 (we may omit

2NR𝑁 2 from time to time when there is no ambiguity). Concretely,

given 𝑁 = 𝑝𝑞 for safe primes 𝑝, 𝑞 and random 𝑔, ℎ ← 2NR𝑁 2 , it

is hard to find an integer 𝛼 such that 𝑔𝛼 = ℎ mod 𝑁 2
for any PPT

algorithm. Note that the DL problem over 2NR𝑁 2 is not easier than

that over QR𝑁 and please refer to Appendix A for the detailed

proof.

Definition 2.3 (Strong RSA Assumption). Given 𝑁 = 𝑝𝑞 for safe

primes 𝑝, 𝑞 and a random 𝑇 ← Z∗
𝑁
, it is hard to find an 𝑒-th root 𝑎

modulo 𝑁 , namely, 𝑎𝑒 = 𝑇 mod 𝑁 , for any PPT algorithm with an

exponent 𝑒 > 1 of its choice.

Definition 2.4 (Paillier Root Assumption). Given 𝑁 = 𝑝𝑞 for safe

primes 𝑝, 𝑞 and a random 𝑇 ← 2NR𝑁 2 , it is hard to find an 𝑒-th

root 𝑎 modulo 𝑁 2
, namely, 𝑎𝑒 = 𝑇 mod 𝑁 2

, for any PPT algorithm

with an exponent 𝑒 > 1 and gcd(𝑒, 𝑁 ) = 1 of its choice.

We show that the Paillier root assumption holds under the strong

RSA assumption. Please refer to Appendix B for the detailed proof.

2.3 Commitment
Definition 2.5 (Commitment). A commitment scheme is defined

by a tuple of algorithms (Setup,Commit,Verify).
• Setup(1^ ). The setup algorithm takes as input a security

parameter ^ ∈ N and returns the public parameter 𝑝𝑝 (it

implicitly defines the message spaceM).

• Commit(𝑝𝑝,𝑚). The committing algorithm takes as input

the public parameter 𝑝𝑝 and a message𝑚 ∈ M, then out-

puts a commitment 𝑐 along with an opening 𝑜 .

• Verify(𝑝𝑝, 𝑐, 𝑜). The verification algorithm takes as input

the public parameter 𝑝𝑝 , a commitment 𝑐 , and an opening

𝑜 , then outputs 1 if 𝑜 is a valid opening of 𝑐 , or 0 otherwise.

The correctness of a commitment scheme requires that for any

𝑝𝑝 ← Setup(1^ ), for any𝑚 ∈ M, for any (𝑐, 𝑜) ← Commit(𝑝𝑝,𝑚),
it holds that Verify(𝑝𝑝, 𝑐, 𝑜) = 1.
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Setup: On receiving (setup) from 𝑃1 and 𝑃2

• Store and send (setup-complete) to 𝑃1 and 𝑃2.

Trans: On receiving (input, sid, 𝑎 ∈ Z𝑞 ) from 𝑃1, (input, sid, 𝑏 ∈ Z𝑞 ) from
𝑃2, where sid has not been used, if (setup-complete) exists:

• Sample 𝐴← Z𝑞 and compute 𝐵 = 𝑎𝑏 − 𝐴 mod 𝑞.

• Send (output-1, sid, 𝐴) to 𝑃1.
• Send (output-2, sid, 𝐵) to 𝑃2.

Figure 1: Multiplicative-to-Additive Functionality

Typical security properties are statistical hiding and computa-

tional binding or computational hiding and statistical binding. In

this paper, we will consider computational hiding and computa-

tional binding, which are defined as follows.

• Hiding. For any𝑚1,𝑚2 ∈ M, their commitments are com-

putationally indistinguishable.

• Binding. No efficient adversary can open a commitment 𝑐

to two valid and different openings 𝑜 and 𝑜′, except with
negligible probability.

2.4 Sigma Protocol
Σ-protocol is a special zero-knowledge proof defined as follows.

Definition 2.6 (Sigma Protocol). Let R ⊆ X×W be some effective

binary relation, where X,W and R are efficiently recognizable

finite sets. Elements in X are named as statements. If (𝑥,𝑤) ∈ R,𝑤
is called a witness for 𝑥 . A Σ-protocol for R is a pair (P,V), stand-
ing for prover and verifier respectively. The form of a Σ-protocol
should be 3-move:

• P with input (𝑥,𝑤) ∈ R computes a message 𝑑 , called the

commitment, and sends 𝑑 toV .

• V picks a challenge 𝑒 at random from a finite challenge

space E, and sends 𝑒 to P.
• P computes a response 𝑧, and sends 𝑧 toV .

Upon receiving the response from P,V either accepts or rejects

the proof. Besides, the tuple (𝑑, 𝑒, 𝑧) is called a conversation.

The completeness requires that for any (𝑥,𝑤) ∈ R, if P andV
runs the protocol honestly,V will always accept the proof.

The security of a Σ-protocol is defined as below.

• Honest-Verifier Zero-Knowledge (HVZK). There is a PPT

simulator that on input (𝑥, 𝑒) ∈ X × E can output (𝑑, 𝑧)
such that (𝑑, 𝑒, 𝑧) is an accepting conversation for𝑥 . Further-
more, for any true statement, the simulated conversation is

indistinguishable from a real one (with the same challenge).

• Special soundness (Proof of Knowledge, PoK). There is a

PPT knowledge extractor that, for any statement 𝑥 , on input

two accepting conversation (𝑑, 𝑒, 𝑧) and (𝑑, 𝑒′, 𝑧′) with 𝑒 ≠

𝑒′, can output a witness𝑤 ′ s.t. (𝑥,𝑤 ′) ∈ R.

2.5 Multiplicative-to-Additive Functionality
The multiplicative-to-additive functionality FMtA runs between

two parties 𝑃1 and 𝑃2 as illustrated in Figure 1. It is parameterized

by some integer 𝑞, which stands for the prime order of the elliptic

curve utilized in ECDSA in this paper. The Setup phase only needs

to be conducted once, then 𝑃1 and 𝑃2 can run Trans many times.

Each call of Trans, 𝑃1 and 𝑃2 will obtain 𝐴 and 𝐵 from their private

input 𝑎 and 𝑏, respectively, satisfying 𝐴 + 𝐵 = 𝑎𝑏 mod 𝑞.

2.6 Public Key Encryption
Definition 2.7 (PKE). A public key encryption (PKE) scheme is

defined by a tuple of algorithms (KGen, Enc,Dec).
• KGen(1^ ). The key generation algorithm takes as input a

security parameter ^ ∈ N and returns a pair of public key

and secret key (𝑝𝑘, 𝑠𝑘).
• Enc(𝑝𝑘,𝑚). The encryption algorithm takes as input a pub-

lic key 𝑝𝑘 and a message 𝑚 ∈ M whereM denotes the

message space, then returns a ciphertext 𝐶 of𝑚.

• Dec(𝑠𝑘,𝐶). The decryption algorithm takes as input a secret

key 𝑠𝑘 and a ciphertext 𝐶 , then returns the corresponding

plaintext𝑚.

The correctness of a PKE scheme requires that for any (𝑝𝑘, 𝑠𝑘) ←
KGen(1^ ), for any𝑚 ∈ M, for any 𝐶 ← Enc(𝑝𝑘,𝑚), it holds that
Dec(𝑠𝑘,𝐶) =𝑚.

The security of a PKE scheme can be described by a game played

between a challenger C and an adversaryA. This game is presented

as follows:

• Setup. For a security parameter ^, C runs KGen(1^ ) to
obtain a key pair (𝑝𝑘, 𝑠𝑘) and sends 𝑝𝑘 to A.

• Phase 1. In this phase, A is allowed to make decryption

queries adaptively. For a query on some ciphertext 𝐶 , C
invokes𝑚 ← Dec(𝑠𝑘,𝐶) and sends𝑚 to A.

• Challenge.A outputs two distinct messages𝑚0,𝑚1 ∈ M.

C picks a bit 𝑏 ← {0, 1}, calls𝐶∗ ← Enc(𝑝𝑘,𝑚𝑏 ), and then

sends 𝐶∗ to A.

• Phase 2. This phase is the same as Phase 1, except that
decryption query on 𝐶∗ is not allowed.

• Guess. A outputs a guess 𝑏′ of 𝑏 and wins if 𝑏′ = 𝑏.

Then the advantage ofA in breaking the indistinguishability under

chosen-ciphertext attacks (IND-CCA2) is defined as

Adv
IND-CCA2

A (^) =
����Pr[𝑏 = 𝑏′] − 1

2

���� ,
and the scheme is said to be IND-CCA2 secure if this advantage is

negligible in ^ for any efficient adversary A.

The indistinguishability under chosen-plaintext attacks (IND-

CPA) of a PKE scheme can be defined in a similar manner. In this

case, the game between C andA is the same as before, but with the

restriction that A is not allowed to make any decryption queries,

i.e., there is no more Phase 1 and Phase 2. Besides, the advantage
of A, which should be negligible for any efficient adversary, is

defined as

Adv
IND-CPA

A (^) =
����Pr[𝑏 = 𝑏′] − 1

2

���� .
3 PAILLIER CRYPTOSYSTEM REVISITED
In this section, we introduce our commitment (named as Paillier

commitment) and modified Paillier encryption. The Paillier com-

mitment allows a committer to commit to some value over (vectors

of) integers, while by our modified Paillier encryption, an encryp-

tion operation or affine operation will correspond to a committing

operation in the Paillier commitment.
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3.1 Paillier Commitment
Let 𝑙 ∈ N be a predetermined value which defines the length of

committed vectors. Our Paillier commitment scheme PaillCom is

shown as follows.

• Setup(1^ ). Randomly generate distinct safe primes 𝑝 =

2𝑝′+1 and𝑞 = 2𝑞′+1. Compute the corresponding RSAmod-

ulus 𝑁 = 𝑝𝑞. Pick 𝑎 ← Z∗
𝑁 2

and compute 𝑔 = 𝑎2𝑁 mod 𝑁 2
.

Sample 𝛼1, · · · , 𝛼𝑙 ← Z𝑁 , and then compute 𝑦𝑖 = 𝑔𝛼𝑖 (1 +
𝑁 )𝛽𝑖 mod 𝑁 2

for 𝑖 ∈ [1, 𝑙] (where 𝛽𝑖 ∈ Z𝑁 can be either

known or not to the committer, depending on the applica-

tion scenarios). Set 𝑝𝑝 as (𝑁,𝑔,𝑦1, · · · , 𝑦𝑙 ).
• Commit(𝑝𝑝,m). For 𝑝𝑝 = (𝑁,𝑔,𝑦1, · · · , 𝑦𝑙 ) and a vector

m = (𝑚1, · · · ,𝑚𝑙 ) ∈ Z𝑙 , choose 𝑟 ← Z𝑁 and then compute

𝑐 = 𝑔𝑟
𝑙∏

𝑖=1

𝑦
𝑚𝑖

𝑖
mod 𝑁 2 .

Finally, return 𝑐 as the commitment and (m, 𝑟 ) as the corre-
sponding opening.

• Verify(𝑝𝑝, 𝑐,m, 𝑟 ). For 𝑝𝑝 = (𝑁,𝑔,𝑦1, · · · , 𝑦𝑙 ) and a vector

m = (𝑚1, · · · ,𝑚𝑙 ), output 1 when

𝑐 = ±𝑔𝑟
𝑙∏

𝑖=1

𝑦
𝑚𝑖

𝑖
mod 𝑁 2,

or 0 otherwise.

Note that if and only if two openings (m, 𝑟 ) and (m′, 𝑟 ′) satisfy
m ≠ m′ (over Z𝑙 ), we call them different openings. The Verify algo-

rithm accepts the negative sign, since the knowledge-extractability

discussed later cannot rule out the possibility of sign change.

Theorem 3.1. If the DCR, factoring and DL assumptions hold,
PaillCom is a commitment scheme over ordered integers with compu-
tational hiding and binding.

The detailed proof of Theorem 3.1 is postponed to Appendix

G and we give a sketch here. Firstly, the correctness is obvious.

Secondly, 𝑔𝑟 mod 𝑁 2
is statistically close to a uniformly random

variable from 2NR𝑁 2 , which is computationally indistinguishable

from a uniformly random variable from QR𝑁 2 under the DCR as-

sumption (to see this, we only need to square the target element in

the DCR problem instance). Since 𝑦𝑖 ∈ QR𝑁 2 for 𝑖 ∈ [1, 𝑙], the com-

mitment 𝑐 is computationally indistinguishable from a uniformly

random variable from QR𝑁 2 , regardless of the underlying commit-

ted message, which ensures the hiding property. Thirdly, for the

binding property, in Appendix G we show that given two different

and valid openings, we can either attack the DL assumption or find

a non-zero multiple of 𝑝′𝑞′ which will lead to the factorization of

𝑁 according to Fact 6.

3.2 Modified Paillier Encryption
Ourmodified Paillier encryption scheme is denoted asMPaill. In our
scheme, Ẽnc is an alternative way to compute ciphertexts. Looking

ahead, when an encryptor would not conduct direct range proof for

the plaintext, he/she can select to use Ẽnc, so that the computation

of (1+𝑁 )𝑚 mod 𝑁 2
can be replaced by 1+𝑚𝑁 mod 𝑁 2

in order to

reduce the computational costs. The concrete description ofMPaill
is as follows.

• KGen(1^ ). Randomly generate safe primes 𝑝 = 2𝑝′ + 1
and 𝑞 = 2𝑞′ + 1. Compute _ = _(𝑁 ) = 2𝑝′𝑞′, and its

inverse modulo 𝑁 , denoted by _−1. Choose 𝑎 ← Z∗
𝑁 2

and

𝛼 ← Z𝑁 , then compute 𝑔 = 𝑎2𝑁 mod 𝑁 2
and set 𝑦 =

𝑔𝛼 (1 + 𝑁 ) mod 𝑁 2
. Return the public and secret key pair

𝑝𝑘 = (𝑁,𝑔,𝑦), 𝑠𝑘 = (𝑁, _, _−1) .

• Enc(𝑝𝑘,𝑚). For a public key 𝑝𝑘 = (𝑁,𝑔,𝑦) and a message

𝑚 ∈ Z𝑁 , sample 𝑟 ← Z𝑁 and compute the ciphertext as

𝐶 = 𝑦𝑚𝑔𝑟 mod 𝑁 2 .

• Ẽnc(𝑝𝑘,𝑚). For a public key 𝑝𝑘 = (𝑁,𝑔,𝑦) and a message

𝑚 ∈ Z𝑁 , sample 𝑟 ← Z𝑁 and compute the ciphertext as

𝐶 = (1 + 𝑁 )𝑚𝑔𝑟 mod 𝑁 2 .

• Dec(𝑠𝑘,𝐶). For a secret key 𝑠𝑘 = (𝑁, _, _−1) and a cipher-

text 𝐶 , compute the plaintext as

𝑚 =
𝐶_

mod 𝑁 2 − 1
𝑁

· _−1 mod 𝑁 .

Theorem 3.2. TheMPaill scheme is correct, and satisfies IND-CPA
security under the DCR assumption.

Please refer to Appendix H for the detailed proof of Theorem

3.2 and we only give a sketch here. Firstly, for correctness, our

scheme follows the decryption idea of the original Paillier encryp-

tion. In the original scheme, by adding the exponent of _(𝑁 ), the
randomness part 𝑟𝑁 mod 𝑁 2

can be eliminated since the order of

the group formed by all 𝑁 -th residues modulo 𝑁 2
is _(𝑁 ). Besides,

the information of𝑚 can be fully preserved because the order of

1 + 𝑁 modulo 𝑁 2
is 𝑁 , which is co-prime to the exponent _(𝑁 ).

In our scheme, the exponent _(𝑁 ) can also be used to eliminate

the part 𝑔𝛼𝑚+𝑟 mod 𝑁 2 ∈ 2NR𝑁 2 or 𝑔𝑟 mod 𝑁 2 ∈ 2NR𝑁 2 , because

2NR𝑁 2 is a subgroup of the 𝑁 -th residue group. Secondly, the proof

of IND-CPA security is similar to that of the hiding property of

PaillCom (see the proof of Theorem 3.1). Apart from the full proof

of this theorem, we also discuss various variations of the encryption

algorithm in Appendix H.

Encryption Operation. In MPaill scheme, the public key 𝑝𝑘 =

(𝑁,𝑔,𝑦) can be treated as the public parameter 𝑝𝑝 of PaillComwith

length 𝑙 = 1. Specifically, we have 𝑦1 = 𝑦, 𝛼1 = 𝛼 and 𝛽1 = 1. When

someone, say Alice, is not the owner of the corresponding secret

key and encrypts a message𝑚 under 𝑝𝑘 to get a ciphertext 𝐶 via

Enc, she actually acts as a committer who commits to 𝑚 over Z
according to PaillCom.

Affine Operation. Assume a ciphertext 𝐶𝑏 (generated from ei-

ther Enc or Ẽnc) of underlying plaintext 𝑏 under public key 𝑝𝑘 =

(𝑁,𝑔,𝑦), the affine operation can be denoted as (𝐶𝑏 )𝑎 ·Enc𝑝𝑘 (𝐴) =
(𝐶𝑏 )𝑎𝑦𝐴𝑔𝑟 mod 𝑁 2

with private input 𝑎 and 𝐴 (for some random-

ness 𝑟 ), which will result in an encryption of 𝑎𝑏+𝐴. If this operation
is performed by someone, say Alice, who is not the owner of the

corresponding secret key and not the encryptor of 𝐶𝑏 , then she

actually acts as a committer who commits to (𝑎,𝐴) over Z × Z
according to PaillCom. In this situation, the length 𝑙 is equal to 2

and the public parameter 𝑝𝑝 is set as (𝑁,𝑔,𝑦1, 𝑦2) = (𝑁,𝑔,𝐶𝑏 , 𝑦).
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4 RANGE PROOFS
From the discussion of previous section, we have that in MPaill,
an encryption operation or affine operation can be related to a

committing operation under PaillCom. Thus, if there is a range

proof method for PaillCom, it can be easily applied to provide range

proofs for Paillier plaintext and affine operation. In other words,

we are left with the task of designing a range proof for PaillCom,

which is the goal of this section.

4.1 Range Proof for Paillier Commitment
Suppose that 𝑝𝑝 = (𝑁,𝑔,𝑦1, · · · , 𝑦𝑙 ) is the public parameter of

PaillCom and a prover would like to prove the knowledge of an

opening (m = (𝑚1, · · · ,𝑚𝑙 ), 𝑟 ) of commitment 𝑐 with𝑚𝑖 ∈ [0, 𝐵𝑖 ]
for each 𝑖 ∈ [1, 𝑙]. Formally, we design a Σ-protocol ZKPaillCom
between a prover P and verifierV for the relation

RPaillCom = {(𝑐;m, 𝑟 ) : 𝑐 = ±𝑔𝑟
𝑙∏

𝑖=1

𝑦
𝑚𝑖

𝑖
mod 𝑁 2,

∀𝑖 ∈ [1, 𝑙],𝑚𝑖 ∈ [0, 𝐵𝑖 ]}.

We use 𝑠 and 𝑡 to represent the statistical and soundness parameters

respectively, and the protocol works as follows.

• P chooses 𝑢𝑖 ← [0, 2𝑠+𝑡𝐵𝑖 ] for every 𝑖 ∈ [1, 𝑙], and picks

𝑣 ← [0, 2𝑠+𝑡𝑁 ]. Next,P computes𝑑 = 𝑔𝑣
∏𝑙

𝑖=1 𝑦
𝑢𝑖
𝑖

mod 𝑁 2

and sends it toV .

• V selects 𝑒 ← [0, 2𝑡 ] and sends it to P.
• P computes 𝑧𝑖 = 𝑒𝑚𝑖 + 𝑢𝑖 (over Z) for every 𝑖 ∈ [1, 𝑙], and

𝑧𝑟 = 𝑒𝑟 + 𝑣 (over Z), then sends them toV .

• V accepts the proof if both of the conditions hold:

(1) 𝑔𝑧𝑟
∏𝑙

𝑖=1 𝑦
𝑧𝑖
𝑖

= 𝑐𝑒𝑑 mod 𝑁 2
.

(2) 𝑧𝑖 ∈ [0, 2𝑠+𝑡𝐵𝑖 ] for every 𝑖 ∈ [1, 𝑙].

Theorem 4.1. ZKPaillCom is a Σ-protocol for the relationRPaillCom
which provides completeness, HVZK and PoK under the factoring
assumption and Paillier root assumption (it holds under the strong
RSA assumption).

The proof of Theorem 4.1 is the most challenging part of this

paper, and we have deferred it to Section 4.2.

Remark. Here, we reiterate that the range proof for PaillCom can

be applied to provide range proofs for both Paillier plaintext and

Paillier affine operation, due to the discussion in Section 3, regard-

ing the relationship between MPaill and PaillCom. Furthermore,

since the range proof for PaillCom does not require any additional

auxiliary commitments, the resulting range proofs for Paillier plain-

text and affine operation are also direct range proofs.

4.2 Proof of Theorem 4.1
Completeness. Firstly, we have 𝑑 = 𝑔𝑣

∏𝑙
𝑖=1 𝑦

𝑢𝑖
𝑖

mod 𝑁 2
, 𝑧𝑖 =

𝑒𝑚𝑖 +𝑢𝑖 for each 𝑖 ∈ [1, 𝑙], and 𝑧𝑟 = 𝑒𝑟 + 𝑣 , from the protocol. Thus,

𝑔𝑧𝑟
∏𝑙

𝑖=1 𝑦
𝑧𝑖
𝑖

= 𝑔𝑒𝑟+𝑣
∏𝑙

𝑖=1 𝑦
𝑒𝑚𝑖+𝑢𝑖
𝑖

=

(
𝑔𝑟

∏𝑙
𝑖=1 𝑦

𝑚𝑖

𝑖

)𝑒
𝑔𝑣

∏𝑙
𝑖=1 𝑦

𝑢𝑖
𝑖

=

𝑐𝑒𝑑 mod 𝑁 2
. Next, a legitimate P with message m = (𝑚1, · · · ,𝑚𝑙 )

where𝑚𝑖 ∈ [0, 𝐵𝑖 ] for every 𝑖 ∈ [1, 𝑙] fails to convince V when

there is some index 𝑗 such that 𝑧 𝑗 = 𝑒𝑚 𝑗 +𝑢 𝑗 ≥ 2
𝑠+𝑡𝐵 𝑗 +1, or equiv-

alently, 𝑢 𝑗 ≥ 2
𝑠+𝑡𝐵 𝑗 − 𝑒𝑚 𝑗 + 1. For any 𝑖 ∈ [1, 𝑙], the probability

that 𝑢𝑖 ≥ 2
𝑠+𝑡𝐵𝑖 − 𝑒𝑚𝑖 + 1 is

2
𝑠+𝑡𝐵𝑖 − (2𝑠+𝑡𝐵𝑖 − 𝑒𝑚𝑖 + 1) + 1

2
𝑠+𝑡𝐵𝑖 + 1

=
𝑒𝑚𝑖

2
𝑠+𝑡𝐵𝑖 + 1

≤ 2
𝑡𝐵𝑖

2
𝑠+𝑡𝐵𝑖

= 2
−𝑠 .

Then the probability that there is such index 𝑗 is at most 𝑙 · 2−𝑠 ,
which is negligible.

HVZK. We construct a simulator S that works as follows on

input 𝑐 and 𝑒 . S picks 𝑧𝑖 ← [0, 2𝑠+𝑡𝐵𝑖 ] for each 𝑖 ∈ [1, 𝑙] and
𝑧𝑟 ← [0, 2𝑠+𝑡𝑁 ], then sets 𝑑 = 𝑔𝑧𝑟

∏𝑙
𝑖=1 𝑦

𝑧𝑖
𝑖
𝑐−𝑒 mod 𝑁 2

. It is clear

that S always outputs an accepting conversation. Next, we argue

that the simulated conversation has the right distribution when 𝑒

is uniformly distributed over [0, 2𝑡 ]. This comes from the fact that

the distributions of {𝑧𝑖 }𝑖∈[1,𝑙 ] and 𝑧𝑟 are statistically indistinguish-

able from the real distributions, and 𝑑 is uniquely determined by

𝑔𝑧𝑟
∏𝑙

𝑖=1 𝑦
𝑧𝑖
𝑖

= 𝑐𝑒𝑑 mod 𝑁 2
when {𝑧𝑖 }𝑖∈[1,𝑙 ] , 𝑧𝑟 and 𝑒 are fixed.

Proof Sketch of PoK.We will first prove the PoK in the special

case where 𝑙 = 1, then extend this to the PoK for any polynomial-

bounded value of 𝑙 . Additionally, here we provide a proof sketch

for the PoK when 𝑙 = 1.

The general idea is to use two accepting conversations denoted

as (𝑑, 𝑒, (𝑧1, 𝑧𝑟 )) and (𝑑, 𝑒′, (𝑧′
1
, 𝑧′𝑟 )) with 𝑒 ≠ 𝑒′ (obtained from

standard rewind technique), to extract a witness (within proper

interval) or solve some hard problem (factoring or strong RSA). Let

Δ𝑒 = 𝑒−𝑒′ (without loss of generality, assume Δ𝑒 > 0), Δ𝑧1 = 𝑧1−𝑧′
1

and Δ𝑧𝑟 = 𝑧𝑟 − 𝑧′𝑟 , the starting point is trying to extract a witness

by moving Δ𝑒 to the left-side of the following equation

𝑔Δ𝑧𝑟𝑦
Δ𝑧1
1

= 𝑐Δ𝑒 mod 𝑁 2, (5)

which is obtained from the definition of verification. The approach

to accomplish this task is to raise both sides of the equation to

the power of the inverse of Δ𝑒 modulo 𝜑 (𝑁 2), noting that we are
working over Z∗

𝑁 2
. However, there are two main obstacles: first,

Δ𝑒 is not necessarily co-prime to 𝜑 (𝑁 2) = 4𝑝′𝑞′𝑝𝑞, meaning its

inverse might not exist; second, even if the inverse exists, we do

not know its value (since we do not know 𝜑 (𝑁 2)). These obstacles
lead to the following case analysis.

Case 1.1: Δ𝑒 | Δ𝑧𝑟 , Δ𝑒 | Δ𝑧1, Δ𝑒 is odd. In this case, we can eas-

ily extract a witness by raising both sides of Equation (5) to the

power of the inverse of Δ𝑒 modulo 𝜑 (𝑁 2). That Δ𝑒 is odd ensures

the existence of inverse, while the condition of Δ𝑒 | Δ𝑧𝑟 ∧ Δ𝑒 | Δ𝑧1
allows us to move Δ𝑒 without knowing its inverse: let Δ̃𝑒 be its in-
verse, we can compute an integer division of Δ𝑧𝑟 /Δ𝑒 to replace

Δ𝑧𝑟 · Δ̃𝑒 , since Δ𝑧𝑟 /Δ𝑒 = Δ𝑧𝑟 · Δ̃𝑒 mod 𝜑 (𝑁 2). We briefly ex-

plain why this is true. Since Δ𝑒 | Δ𝑧𝑟 , we have Δ𝑧𝑟 = 𝑘 · Δ𝑒 for

some integer 𝑘 , then we have Δ𝑧𝑟 · Δ̃𝑒 = 𝑘 · Δ𝑒Δ̃𝑒 mod 𝜑 (𝑁 2) =
𝑘 mod 𝜑 (𝑁 2) = (Δ𝑧𝑟 /Δ𝑒 in Z) mod 𝜑 (𝑁 2). Likewise, we can com-

pute Δ𝑧1/Δ𝑒 instead of Δ𝑧1 · Δ̃𝑒 .
Case 1.2: Δ𝑒 | Δ𝑧𝑟 , Δ𝑒 | Δ𝑧1, Δ𝑒 is even. In this case, Δ𝑒 does not

have an inverse modulo 𝜑 (𝑁 2). Instead, we consider the odd factor
Δ𝑒′ of Δ𝑒 (Δ𝑒 = 2

𝜌Δ𝑒′ for 𝜌 ≥ 1), which is invertible and divides

both Δ𝑧𝑟 and Δ𝑧1. By this we will obtain 𝑍
2
𝜌
= 1 mod 𝑁 2

for some

computable 𝑍 , such that if 𝑍 = ±1 mod 𝑁 2
, we successfully extract

a witness, and if 𝑍 ≠ ±1 mod 𝑁 , 𝑍 is a non-trivial square root

of 1 modulo 𝑁 , which leads to the factorization of 𝑁 from Fact

7. The remaining and tricky situation is when 𝑍 ≠ ±1 mod 𝑁 2

and 𝑍 = ±1 mod 𝑁 . This neither provides a witness nor leads to
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factoring 𝑁 . In the complete proof, we rule out the possibility of

this situation, by utilizing the condition 𝑍 2
𝜌
= 1 mod 𝑁 2

.

Case 2: Δ𝑒 ∤ Δ𝑧𝑟 ∨ Δ𝑒 ∤ Δ𝑧1. We show by contradiction that this

case happens only with negligible probability, or otherwise, we can

construct a simulator B to solve the strong RSA problem with non-

negligible probability. Since the strong RSA problem is defined in

Z∗
𝑁

while our scheme works over Z∗
𝑁 2

, we define a similar problem

that is compatible with our scheme and not easier. Roughly speak-

ing, Paillier root problem asks for an 𝑥-th root 𝑎 modulo 𝑁 2
, given a

random 𝑇 from 2NR𝑁 2 , i.e., 𝑇 = 𝑎𝑥 mod 𝑁 2
. The requirements are

𝑥 > 1 (non-trivial solution) and gcd(𝑥, 𝑁 ) = 1. Note that the second

requirement is unique in Paillier root problem, for the reduction of

the strong RSA problem to the Paillier root problem (in Appendix

B we prove that the Paillier root problem is not easier).

In the proof, we simulates the parameter 𝑔 as the problem in-

stance 𝑇 . By this we will obtain 𝑇[ = 𝑔[ = 𝑃Δ𝑒 mod 𝑁 2
where 𝑃

is some computable value for B and [ | Δ𝑒 . To get a solution to

the Paillier root problem, we only need to move [ to the right-side

of the equation (a case analysis is needed based on the parity of [,

similar to case 1.1 and 1.2).

Additionally, there is still an obstacle: we must ensure that our

obtained solution is non-trivial, which means that the exponent

needs to be greater than 1. Therefore, in the full proof, we need to

conduct a case analysis based on whether [ equals Δ𝑒 . Specifically,
we demonstrate that the situation where [ equals Δ𝑒 occurs with a

probability noticeably lower than 1.

PoK with 𝒍 = 1. Assume that we get two accepting conversations

denoted as (𝑑, 𝑒, (𝑧1, 𝑧𝑟 )) and (𝑑, 𝑒′, (𝑧′
1
, 𝑧′𝑟 )) with 𝑒 ≠ 𝑒′. From the

definition of verification, we have

𝑔𝑧𝑟𝑦
𝑧1
1

= 𝑐𝑒𝑑 mod 𝑁 2
and 𝑔𝑧

′
𝑟𝑦

𝑧′
1

1
= 𝑐𝑒

′
𝑑 mod 𝑁 2 .

Define Δ𝑒 = 𝑒 − 𝑒′ (without loss of generality, assume that Δ𝑒 > 0),

Δ𝑧1 = 𝑧1 − 𝑧′
1
, and Δ𝑧𝑟 = 𝑧𝑟 − 𝑧′𝑟 , then we have

𝑔Δ𝑧𝑟𝑦
Δ𝑧1
1

= 𝑐Δ𝑒 mod 𝑁 2 . (6)

Case 1: Δ𝑒 | Δ𝑧𝑟 ∧ Δ𝑒 | Δ𝑧1. This case is divided into two sub-

cases based on the parity of Δ𝑒 .

• Case 1.1: Δ𝑒 is odd. In this case, Δ𝑒 is co-prime to 𝜑 (𝑁 2) =
4𝑝′𝑞′𝑝𝑞, since Δ𝑒 ≪ 𝑝′, 𝑞′, 𝑝, 𝑞. Let Δ̃𝑒 be the inverse of Δ𝑒
modulo 𝜑 (𝑁 2). By Equation (6), we have

𝑐 = 𝑐Δ𝑒 ·Δ̃𝑒 mod 𝑁 2

= 𝑔Δ𝑧𝑟 ·Δ̃𝑒𝑦Δ𝑧1 ·Δ̃𝑒
1

mod 𝑁 2

= 𝑔Δ𝑧𝑟 /Δ𝑒𝑦Δ𝑧1/Δ𝑒
1

mod 𝑁 2,

which indicates that (Δ𝑧1/Δ𝑒,Δ𝑧𝑟 /Δ𝑒) is a valid opening.

• Case 1.2: Δ𝑒 is even. Let Δ𝑒 = 2
𝜌Δ𝑒′ for an odd Δ𝑒′ and 𝜌 ≥

1. By this, Δ𝑒′ is co-prime to 𝜑 (𝑁 2) = 4𝑝′𝑞′𝑝𝑞, since Δ𝑒′ <
Δ𝑒 ≪ 𝑝′, 𝑞′, 𝑝, 𝑞. Let Δ̃𝑒′ be the inverse of Δ𝑒′ modulo

𝜑 (𝑁 2). By Equation (6), we have

𝑐2
𝜌

= 𝑐Δ𝑒/Δ𝑒
′
mod 𝑁 2 = 𝑐Δ𝑒 ·Δ̃𝑒

′
mod 𝑁 2

= 𝑔Δ𝑧𝑟 ·Δ̃𝑒
′
𝑦
Δ𝑧1 ·Δ̃𝑒′
1

mod 𝑁 2

= 𝑔Δ𝑧𝑟 /Δ𝑒
′
𝑦
Δ𝑧1/Δ𝑒′
1

mod 𝑁 2 .

Define 𝑍 = 𝑐−1𝑔Δ𝑧𝑟 /Δ𝑒𝑦Δ𝑧1/Δ𝑒
1

mod 𝑁 2
and we get

𝑍 2
𝜌

= 𝑐−2
𝜌

𝑔2
𝜌Δ𝑧𝑟 /Δ𝑒𝑦2

𝜌Δ𝑧1/Δ𝑒
1

mod 𝑁 2

= 𝑐−2
𝜌

𝑔Δ𝑧𝑟 /Δ𝑒
′
𝑦
Δ𝑧1/Δ𝑒′
1

mod 𝑁 2

= 𝑐−2
𝜌

𝑐2
𝜌

mod 𝑁 2 = 1 mod 𝑁 2 .

From Fact 8, we have

𝑍 2 = 1 mod 𝑁 .

– If 𝑍 = ±1 mod 𝑁 . In this case, our goal is to rule out

the situation where 𝑍 ≠ ±1 mod 𝑁 2
, which neither

provides a witness nor leads to factorization. Let 𝑍 =

±1 + 𝑘𝑁 for some 𝑘 ∈ Z, then 𝑍 2
𝜌
= (±1 + 𝑘𝑁 )2𝜌 =

1 ± 2
𝜌𝑘𝑁 mod 𝑁 2

. Since 𝑍 2
𝜌
= 1 mod 𝑁 2

, we have

2
𝜌𝑘𝑁 = 0 mod 𝑁 2

. From the fact that gcd(2𝜌 , 𝑁 2) = 1

(2
𝜌 ≤ Δ𝑒 ≪ 𝑝, 𝑞), necessarily 𝑘𝑁 = 0 mod 𝑁 2

. Thus,

𝑍 = ±1 mod 𝑁 2
. Thus, from the definition of 𝑍 , we

get a valid opening (Δ𝑧1/Δ𝑒,Δ𝑧𝑟 /Δ𝑒).
– If 𝑍 ≠ ±1 mod 𝑁 . In this case, 𝑍 is a non-trivial square

root of 1 modulo 𝑁 . From Fact 7, this gives a factoriza-

tion of 𝑁 .

Case 2: Δ𝑒 ∤ Δ𝑧𝑟 ∨ Δ𝑒 ∤ Δ𝑧1. We show by contradiction that this

case happens only with negligible probability. If not, we construct a

simulator B to solve the Paillier root problem with non-negligible

probability based on the two accepting conversations. Given a

Paillier root problem instance (𝑁,𝑇 ) where 𝑇 ← 2NR𝑁 2 , B sets

𝑔 = 𝑇 , selects 𝛼1 ← Z𝑁 and computes 𝑦1 = 𝑔𝛼1 (1 + 𝑁 )𝛽1 mod 𝑁 2

for any known 𝛽1 ∈ Z𝑁 . The public parameter of PaillCom (with

𝑙 = 1) is set as 𝑝𝑝 = (𝑁,𝑔,𝑦1).
Since𝑦1 = 𝑔𝛼1 (1+𝑁 )𝛽1 mod 𝑁 2

, Equation (6) can be transformed

into

𝑔𝛼1Δ𝑧1+Δ𝑧𝑟 (1 + 𝑁 )𝛽1Δ𝑧1 = 𝑐Δ𝑒 mod 𝑁 2 . (7)

Denote the inverse of Δ𝑒 modulo 𝑁 as Δ𝑒−1 (note that the order of
(1 + 𝑁 ) is 𝑁 , and gcd(Δ𝑒, 𝑁 ) = 1 since Δ𝑒 ≪ 𝑝, 𝑞), then define 𝑐 as

𝑐 =
𝑐

(1 + 𝑁 )𝛽1Δ𝑧1 ·Δ𝑒−1
mod 𝑁 2, (8)

and according to Equation (7) we can get

𝑔𝛼1Δ𝑧1+Δ𝑧𝑟 = 𝑐Δ𝑒 mod 𝑁 2 . (9)

Let[ = gcd(Δ𝑒, 𝛼1Δ𝑧1+Δ𝑧𝑟 ), then by extended Euclidean algorithm
we can find 𝛾, 𝛿 ∈ Z such that

𝛾Δ𝑒 + 𝛿 (𝛼1Δ𝑧1 + Δ𝑧𝑟 ) = [.

Thus, from Equation (9),

𝑔[ = 𝑔𝛾Δ𝑒+𝛿 (𝛼1Δ𝑧1+Δ𝑧𝑟 ) =
(
𝑔𝛾𝑐𝛿

)Δ𝑒
mod 𝑁 2 . (10)

• Case 2.1: Δ𝑒 ∤ 𝛼1Δ𝑧1 +Δ𝑧𝑟 . Recall that [ = gcd(Δ𝑒, 𝛼1Δ𝑧1 +
Δ𝑧𝑟 ), so in this case, Δ𝑒/[ > 1 (otherwise if Δ𝑒 = [ then

we have Δ𝑒 | 𝛼1Δ𝑧1 + Δ𝑧𝑟 ).
When [ is odd, it is co-prime to 𝜑 (𝑁 2) = 4𝑝′𝑞′𝑝𝑞, since
[ < Δ𝑒 ≪ 𝑝′, 𝑞′, 𝑝, 𝑞. Similar to the discussion of case 1.1,

from Equation (10) we have(
𝑔𝛾𝑐𝛿

)Δ𝑒/[
= 𝑔 = 𝑇 mod 𝑁 2 .
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Also because gcd(Δ𝑒/[, 𝑁 ) = 1 (since Δ𝑒/[ ≤ Δ𝑒 ≪ 𝑝, 𝑞)

and Δ𝑒/[ > 1, we get that (𝑔𝛾𝑐𝛿 ,Δ𝑒/[) is a solution to the

Paillier root problem.

When [ is even, let [ = 2
𝜌[′ for an odd [′ and 𝜌 ≥ 1, we de-

fine 𝑍 = 𝑔−1
(
𝑔𝛾𝑐𝛿

)Δ𝑒/[
mod 𝑁 2

. Similar to the discussion

of case 1.2, from Equation (10),

𝑍 2
𝜌

= 1 mod 𝑁 2 .

Also similar to the discussion of case 1.2, we conclude that

𝑍 = ±1 mod 𝑁 2
, otherwise, 𝑍 will lead to factoring 𝑁 . If

𝑍 = 1 mod 𝑁 2
, it is easy to see that (𝑔𝛾𝑐𝛿 ,Δ𝑒/[) gives a

solution to the Paillier root problem. If 𝑍 = −1 mod 𝑁 2
, we

have

−
(
𝑔𝛾𝑐𝛿

)Δ𝑒/[
= 𝑔 = 𝑇 mod 𝑁 2 .

In this case, Δ𝑒/[ must be odd. If not the case, since −1 ∉

QR𝑁 2 ,

(
𝑔𝛾𝑐𝛿

)Δ𝑒/[
∈ QR𝑁 2 and 𝑔 ∈ QR𝑁 2 , the above equa-

tion will not hold. Thus,(
−𝑔𝛾𝑐𝛿

)Δ𝑒/[
= 𝑔 = 𝑇 mod 𝑁 2,

and (−𝑔𝛾𝑐𝛿 ,Δ𝑒/[) gives a solution to the Paillier root prob-

lem.

• Case 2.2: Δ𝑒 | 𝛼1Δ𝑧1 + Δ𝑧𝑟 . Let 𝑝 be some prime factor of

Δ𝑒 satisfying the following property: suppose that a is the

largest integer such that 𝑝a | Δ𝑒 , then 𝑝a ∤ Δ𝑧1 ∨ 𝑝a ∤ Δ𝑧𝑟 .
Such a 𝑝 must exist due to the conditionΔ𝑒 ∤ Δ𝑧𝑟∨Δ𝑒 ∤ Δ𝑧1
that defines case 2.

If 𝑝a | Δ𝑧1, then from the condition Δ𝑒 | 𝛼1Δ𝑧1 +Δ𝑧𝑟 defin-
ing case 2.2, we have that 𝑝a | Δ𝑧𝑟 , which is a contradiction.
Thus, we have 𝑝a ∤ Δ𝑧1.
Recall that 𝛼1 ∈ Z𝑁 and 𝑁 = 𝑝𝑞 = (2𝑝′ + 1) (2𝑞′ + 1) =
4𝑝′𝑞′ + 2𝑝′ + 2𝑞′ + 1. Define 𝛼 ′

1
= 𝛼1 mod 𝑝′𝑞′, then 𝛼1 =

𝛼 ′
1
+ Z (𝑝′𝑞′) for some entirely random Z ∈ [0, 3] (note that

𝛼 ′
1
lies in [0, 2𝑝′ + 2𝑞′] only with negligible probability, so

we can just omit the possible case that Z = 4). We consider

the probability of (a necessary condition of case 2.2)

𝑝a | 𝛼1Δ𝑧1 + Δ𝑧𝑟 ,
or equivalently,

𝑝a | Z (𝑝′𝑞′)Δ𝑧1 + 𝛼 ′1Δ𝑧1 + Δ𝑧𝑟 . (11)

Suppose there are two distinct values of Z , e.g., Z1 > Z2, that

can make Equation (11) hold. Then define ΔZ = Z1 − Z2 ∈
[1, 3], andwe have 𝑝a | ΔZ (𝑝′𝑞′)Δ𝑧1. Since gcd(𝑝a , 𝑝′𝑞′) =
1 (𝑝a ≤ Δ𝑒 ≪ 𝑝′, 𝑞′) and 𝑝a ∤ Δ𝑧1, we get 𝑝 | ΔZ and then

𝑝 = 2 (ΔZ can only be 2) or 𝑝 = 3 (ΔZ can only be 3). For

both of the above cases, there are at most two distinct values

of Z such that the Equation (11) holds. Thus, we conclude

that case 2.2 happens with probability at most 2/4 = 1/2.
Note that if we get a valid opening in case 1, Δ𝑧1/Δ𝑒 lies in

the range [−2𝑠+𝑡𝐵1, 2𝑠+𝑡𝐵1], since 𝑧1, 𝑧′
1
∈ [0, 2𝑠+𝑡𝐵1] and Δ𝑒 ≥

1, which illustrates why an accepted proof ensures our previous

claimed range (with slack).

PoK for General 𝒍 . By verification phase, we get 𝑔Δ𝑧𝑟
∏𝑙

𝑖=1 𝑦
Δ𝑧𝑖
𝑖

=

𝑐Δ𝑒 mod 𝑁 2
from two accepting conversations (𝑑, 𝑒, ({𝑧𝑖 }𝑖∈[1,𝑙 ] , 𝑧𝑟 ))

and (𝑑, 𝑒′, ({𝑧′
𝑖
}𝑖∈[1,𝑙 ] , 𝑧′𝑟 )) with 𝑒 ≠ 𝑒′, where we define Δ𝑒 = 𝑒−𝑒′

(without loss of generality, assume that Δ𝑒 > 0), Δ𝑧𝑖 = 𝑧𝑖 − 𝑧′𝑖 for
𝑖 ∈ [1, 𝑙] and Δ𝑧𝑟 = 𝑧𝑟 − 𝑧′𝑟 . From the generation of 𝑦𝑖 -elements:

𝑦𝑖 = 𝑔𝛼𝑖 (1 + 𝑁 )𝛽𝑖 mod 𝑁 2
, the above equation is equivalent to

𝑔Δ𝑧𝑟+
∑𝑙

𝑖=1 𝛼𝑖Δ𝑧𝑖 (1 + 𝑁 )
∑𝑙

𝑖=1 𝛽𝑖Δ𝑧𝑖 = 𝑐Δ𝑒 mod 𝑁 2 .

Denote the inverse of Δ𝑒 modulo𝑁 as Δ𝑒−1 (note that gcd(Δ𝑒, 𝑁 ) =
1 since Δ𝑒 ≪ 𝑝, 𝑞), then define 𝑐 as

𝑐 =
𝑐

(1 + 𝑁 ) (
∑𝑙

𝑖=1 𝛽𝑖Δ𝑧𝑖 )Δ𝑒−1
mod 𝑁 2 .

Combining the above two equations, we can get

𝑔Δ𝑧𝑟+
∑𝑙

𝑖=1 𝛼𝑖Δ𝑧𝑖 = 𝑐Δ𝑒 mod 𝑁 2 .

Equivalently, for any 𝑘 ∈ [1, 𝑙], we have

𝑔𝛼𝑘Δ𝑧𝑘+(
∑

𝑖∈ [1,𝑙 ]−{𝑘} 𝛼𝑖Δ𝑧𝑖+Δ𝑧𝑟 ) = 𝑐Δ𝑒 mod 𝑁 2 .

Under the factoring and Paillier root assumptions, Δ𝑒 divides both
Δ𝑧𝑘 and

∑
𝑖∈[1,𝑙 ]−{𝑘 } 𝛼𝑖Δ𝑧𝑖 + Δ𝑧𝑟 with overwhelming probability

for any 𝑘 ∈ [1, 𝑙], from the analysis for PoK with 𝑙 = 1 (compare

it with Equation (9)). Then it can be induced that Δ𝑒 divides every
Δ𝑧𝑖 along with Δ𝑧𝑟 .

• If Δ𝑒 is odd, by a similar argument in the analysis for spe-

cial case 𝑙 = 1, we can immediately get a valid opening

((Δ𝑧𝑖/Δ𝑒)𝑖∈[1,𝑙 ] ,Δ𝑧𝑟 /Δ𝑒).
• If Δ𝑒 is even, define Δ𝑒 = 2

𝜌Δ𝑒′ for an odd Δ𝑒′ and 𝜌 ≥
1. Let 𝑍 = 𝑐−1𝑔Δ𝑧𝑟 /Δ𝑒

∏𝑙
𝑖=1 𝑦

Δ𝑧𝑖/Δ𝑒
𝑖

mod 𝑁 2
. Also from a

similar argument in the special case analysis, we have that

𝑍 2
𝜌
= 1 mod 𝑁 2

, which will lead to the factorization of 𝑁

or give a valid opening ((Δ𝑧𝑖/Δ𝑒)𝑖∈[1,𝑙 ] ,Δ𝑧𝑟 /Δ𝑒).
Note that if we get a valid opening, each Δ𝑧𝑖/Δ𝑒 lies in the

range [−2𝑠+𝑡𝐵𝑖 , 2𝑠+𝑡𝐵𝑖 ], since 𝑧𝑖 , 𝑧′𝑖 ∈ [0, 2
𝑠+𝑡𝐵𝑖 ] andΔ𝑒 ≥ 1, which

illustrates why an accepted proof ensures our previous claimed

range (with slack).

5 COMPARISON
In this section, we conduct a comparative analysis of existing range

proof schemes introduced by [33] and [18] for the Paillier cryp-

tosystem against our proposed methods, both theoretically and

experimentally.

We do not consider the generalized version of Paillier cryptosys-

tem, and set Z = 1 (i.e., compute over Z𝑁 2 ) when considering [18].

Besides, we consider the non-interactive versions of proofs obtained

via Fiat-Shamir transformation in the random oracle model [23].

Besides, as indicated in Section 1.5, our range proofs are not

applicable when the prover knows the factorization of the RSA

modulus or the related discrete logarithms. In this case, an auxiliary

integer commitment is required, which introduces additional over-

head. Specifically, for our MtA protocol described in Section 6.1,

we include an auxiliary integer commitment in 𝜋𝑏 , as detailed in

Step 1-(b), Phase Trans (despite this additional overhead, our MtA
protocol still has advantages within Paillier-based constructions). A

concrete range proof protocol in this case can be found in Appendix

E, along with an independent performance evaluation.
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Table 2: Theoretical Comparison of Range Proofs

(a) For Paillier Plaintext

Methods Communication (bit)

Computation (E)
Exact

Prove Verify

LN [33] 3 |𝑁 | + 2𝑠 + 3𝑡 + |𝐵 | 4.5 + 2𝑠+3𝑡+2|𝐵 |
|𝑁 | 3.5 + 2𝑠+5.5𝑡+|𝐵 |

|𝑁 | ×

DLP [18] 11 |𝑁 | + 4𝑠 + 5𝑡 + 4 |𝐵 | 20 + 10𝑠+15𝑡+14|𝐵 |
|𝑁 | 12.5 + 10𝑠+20𝑡+10|𝐵 |

|𝑁 | ✓

Ours |𝑁 | + 2𝑠 + 3𝑡 + |𝐵 | 2.5 + 5𝑠+5𝑡+2.5|𝐵 |
|𝑁 | 2.5 + 5𝑠+7.5𝑡+2.5|𝐵 |

|𝑁 | ×

(b) For Paillier Affine Operation

Methods Communication (bit)

Computation (E)
Exact

Prove Verify

LN [33] 5 |𝑁 | + 4𝑠 + 5𝑡 + |𝐵1 | + |𝐵2 | 6.5 + 6.5𝑠+7.5𝑡+4.5|𝐵1 |+2|𝐵2 |
|𝑁 | 4.5 + 6.5𝑠+11𝑡+3.5|𝐵1 |+|𝐵2 |

|𝑁 | ×

Ours |𝑁 | + 3𝑠 + 4𝑡 + |𝐵1 | + |𝐵2 | 2.5 + 7.5𝑠+7.5𝑡+2.5|𝐵1 |+2.5|𝐵2 |
|𝑁 | 2.5 + 7.5𝑠+10𝑡+2.5|𝐵1 |+2.5|𝐵2 |

|𝑁 | ×

Notes: E refers to the computational overheads of an exponentiation operation within Z∗
𝑁

with the exponent of bit

length close to |𝑁 | . We use 𝑠 and 𝑡 to denote the statistical and soundness parameters, respectively. As to the range

proof for Paillier plaintext, the range to be proven is [0, 𝐵 ]. For the Paillier affine operation, we assume the ranges to be

proven are [0, 𝐵1 ] and [0, 𝐵2 ], respectively.

5.1 Theoretical Analysis
A detailed comparison of [33], [18], and our methods is presented in

Table 2. The unit for communication is measured in bits. E symbol-

izes the computational overheads of an exponentiation operation

within Z∗
𝑁
, where the corresponding exponent has a bit length

approximately equal to |𝑁 |. For an exponentiation in Z∗
𝑁

with a

corresponding exponent of bit length 𝐿, the time cost is estimated

to be
𝐿
|𝑁 | E. In cases where the exponentiation occurs in Z∗

𝑁 2
, the

time cost is projected to be approximately 2.5 times higher than

that in Z∗
𝑁
for the same exponent bit length. For proofs concern-

ing bounded Paillier plaintext, we consider the range to be proven

as [0, 𝐵]. In the context of Paillier affine operations, we assume

the ranges to be proven are [0, 𝐵1] and [0, 𝐵2], respectively. In
alignment with our prior discussions, we use 𝑠 and 𝑡 to denote the

statistical and soundness parameters, respectively.

As to proofs for bounded Paillier plaintext, Table 2 clearly indi-

cates that the exact method proposed by [18] incurs significantly

higher costs in terms of bandwidth and computation. Additionally,

it is important to note that the table does not account for the com-

putational overheads of the 3-square decomposition required to

generate the range proof, which is also expensive in practice. Thus,

when applications tolerate slack, opting for range proofs with slack

is preferable over exact ones.

In the context of range proofs for both Paillier plaintext and

Paillier affine operations, our approach offers a more compact solu-

tion in terms of bandwidth compared to the method proposed by

[33]. This advantage becomes particularly pronounced in practi-

cal scenarios where the parameters 𝑠 , 𝑡 , and |𝐵 | (or |𝐵1 |, |𝐵2 |) are
relatively small compared to |𝑁 |. Moreover, under such typical

parameters, our methods also demonstrate computational benefits

over the approaches by [33], which will become more obvious in

the subsequent experimental analysis.

Table 3: Experimental Comparison of Range Proofs

(a) For Paillier Plaintext

Methods |𝐵 | (bit) Communication

Computation (ms)

(KiB) Prove Verify

256 1.22 32.5 26.5

LN [33] 512 1.25 33.5 27

1024 1.32 36 28

256 4.37 153 102

DLP [18] 512 4.49 161 108

1024 4.74 177 119

256 0.47 21 22

Ours 512 0.50 22.5 23.5

1024 0.57 25.5 26

(b) For Paillier Affine Operation

Methods Communication

Computation (ms)

(KiB) Prove Verify

LN [33] 2.12 55.5 39.5

Ours 0.60 27 28

5.2 Experimental Analysis
We implement the above range proof schemes and execute a series

of experiments. These implementations are developed using the

Go language and conducted on a 24-inch iMac, equipped with an

Apple M1 chip and 16 GB of RAM, running macOS Sonoma 14.2.1.

Our results are based on a standard choice of parameters, specif-

ically (𝑠, 𝑡, |𝑁 |) = (80, 128, 3072). The unit for communication is

kibibytes (KiB), while that for computation is millisecond (ms).
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Table 4: Average Cost per Ciphertext Compared to TBM+
Range Proof with |𝑩 | = 512 bits

Methods Communication (KiB) Computation (ms)

Batch Size Result Batch Size Prove Verify

TBM+ [39]

20 2.88 30 74 77.5

50 1.16 60 37 41

80 0.73 90 25 28

110 0.54 120 18.5 22

140 0.42 150 15 19

Ours ∗ 0.50 ∗ 22.5 23.5

Note: ‘∗’ denotes ‘arbitrary’.

Furthermore, the results are rounded to the nearest 0.01 for band-

width, while they are rounded to the nearest 0.5 when considering

computational overheads. Our results are shown in Table 3.

Paillier Plaintext. In the experiments conducted, the sizes con-

sidered for 𝐵 are 256, 512, and 1024 bits. In practical scenarios, it is

often unnecessary to have larger ranges.

As shown in Table 3, it is evident that the exact range proof

method presented in [18] incurs substantially higher communica-

tion and computation overheads. This observation is in concordance

with the aforementioned argument that for applications which tol-

erate slack, adopting an exact range proof method is not the most

advantageous strategy.

When comparing our method with that from [33], there are

notable improvements in both bandwidth and computation. Specif-

ically, our method reduces the communication overheads by ap-

proximately 60%. From the computational perspective, the cost of

prover in our method shows an improvement ranging from 29% to

35%, while the cost of verifier is also reduced by 7% to 17%.

Comparison to Batch Proof. In practical scenarios, it may be

necessary to prove the ranges of a series of plaintexts (under cer-

tain Paillier ciphertexts). In such cases, a trivial approach is to use

our range proof for each plaintext. However, when the number

of plaintexts to be proven is large, more efficient solutions exist.

Specifically, we compare our approach with the TBM+ range proof

from [39, Section 4.5]. TBM+ can be adapted to (batch-)prove the

ranges of Paillier plaintexts due to the homomorphism of Paillier

encryption. Essentially, it is a cut-and-choose range proof tailored

for proving multiple witnesses in batch, requiring 𝑡 parallel exe-

cutions to achieve a soundness error of 2
−𝑡

[39, Appendix C]. In

contrast, our range proof uses a large challenge space, achieving

negligible soundness error in one-shot. As a result, when the batch

size is small, the parallel executions required by TBM+ can become

relatively costly.

For a concrete comparison, we make the following assumptions:

(1) (𝑠, 𝑡, |𝑁 |) = (80, 128, 3072) as we set before; (2) |𝐵 | = 512 bits

(we can get similar results for 256 and 1024 bits); (3) when the

batch size is smaller than the length of 𝐷-element (in Z𝑁 2 ), the

non-interactive version of TBM+ by Fiat-Shamir transformation

can be further optimized by replacing 𝐷-elements with shorter

t-elements in the proof. Accordingly, the verifier will compute the

𝐷-elements first and then check the hash validity. Please refer to

[39, Section 4.5] for details. We conduct experiments to compare

the average cost of our approach and TBM+, with the results shown

𝑃1 (𝑎 ∈ Z𝑞 ) 𝑃2 (𝑏 ∈ Z𝑞 )

𝐶𝑏 , 𝜋𝑏
←−−−−−−− 𝐶𝑏 ← Enc(𝑝𝑘,𝑏 )

𝐶𝐵 ← (𝐶𝑏 )𝑎 Enc(𝑝𝑘,𝐴′ )
𝐶𝐵, 𝜋𝐵
−−−−−−−→ 𝐵′ = Dec(𝑠𝑘,𝐶𝐵 )

𝐴 = −𝐴′ mod 𝑞 𝐵 = 𝐵′ mod 𝑞

Figure 2: Illustration ofMtA Protocol

in Table 4. From these results, we can observe that when the batch

size is less than 90, our approach is more efficient in terms of both

computation (for prover and verifier) and communication. If the

batch size is less than 110, our approach is more efficient in terms of

communication. Therefore, when conducting range proofs for more

than about 110 Paillier ciphertexts, TBM+ is desirable, whereas for

fewer than approximately 90, our approach is preferable. Thus, both

range proofs have their respective application scenarios.

Paillier Affine Operation. Since the range proof for Paillier affine

operation serves as a critical component of the MtA protocol, here

we conduct the experiments in alignment with the requirements of

MtA. For a common MtA protocol that operates within Z𝑞 , with 𝑞
of bit length 256, |𝐵1 | is equal to 256. Moreover, |𝐵2 | is determined

by the equation |𝐵2 | = 2𝑠 + 𝑡 + 2|𝐵1 |, which equates to 800.

Compared with [33], our range proof for Paillier affine opera-

tion highlights significant enhancements in efficiency. In terms of

bandwidth, our approach reduces the cost by about 72%. Besides,

the computational overheads are reduced by 51% for the prover,

and 29% for the verifier, respectively.

6 APPLICATIONS
6.1 Multiplicative-to-Additive Protocol
We show that our techniques can be used to construct an MtA pro-

tocol, which has advantages over existing Paillier-based solution.

General Idea. Figure 2 gives a rough illustration how an MtA pro-

tocol can be constructed from additively homomorphic encryptions,

such as Paillier encryption. Assume that the public and secret keys

pair of 𝑃2 is (𝑝𝑘, 𝑠𝑘), and the RSA modulus is 𝑁 . First, 𝑃2 encrypts

its private input 𝑏 under its public key 𝑝𝑘 to obtain 𝐶𝑏 . Next, with

its private input 𝑎, 𝑃1 computes an affine operation denoted by

𝐶𝐵 ← (𝐶𝑏 )𝑎 Enc(𝑝𝑘,𝐴′) for a randomly chosen 𝐴′, which results

in an encryption of 𝑎𝑏 + 𝐴′. Then, 𝑃2 decrypts 𝐶𝐵 with its secret

key 𝑠𝑘 to get 𝐵′. Finally, 𝑃1 gets 𝐴 = −𝐴′ mod 𝑞, while 𝑃2 obtains

𝐵 = 𝐵′ mod 𝑞. It is easy to check that 𝑎𝑏 = 𝐴+𝐵 mod 𝑞 holds. Apart

from the ciphertexts, it is important to generate range proofs to

ensure that no reduction modulo 𝑁 occurs. Specifically, 𝜋𝑏 is to

bound the range of 𝑏, while 𝜋𝐵 is to bound the ranges of 𝑎 and 𝐴′.

Our Construction.Our protocol consists of two phases, Setup and
Trans. 𝑃1 and 𝑃2 only need to conduct Setup phase once, then they

can run Trans phase many times. We emphasize that even though

our protocol overall follows the above general idea, there are few

differences. Looking ahead, the affine operation by 𝑃1 should be

twice as large as the original one, i.e., 𝐶𝐵 ← (𝐶𝑏 )2𝑎 Enc(𝑝𝑘, 2𝐴′),
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in case 𝐶𝑏 is the negative of the encryption of 𝑏 for malicious 𝑃2.

To cater to this, 𝑃2 should additionally divide the decryption result

by 2 in the final step.

• Setup. 𝑃1 invokes PedCom.Setup (refer to Appendix C) to

obtain its public parameter 𝑝𝑝 = (�̃� , 𝑔,𝑦). To ensure the

validity of 𝑝𝑝 , 𝑃1 generates 3 zero-knowledge proofs. The

first proof demonstrates that �̃� is the product of two primes

using the technique introduced by [6]. The second and third

proofs utilize ZKQR𝑁
and ZKDL𝑁 fromAppendix D to show

that𝑔 is a quadratic residue modulo �̃� , and there exists an 𝛼

such that𝑔�̃� = 𝑦 mod �̃� , respectively. 𝑃2 callsMPaill.KGen
to get its secret key 𝑠𝑘 and public key 𝑝𝑘 = (𝑁,𝑔,𝑦). Then
𝑃2 computes a zero-knowledge proof for the statement that

𝑁 is the product of two primes, as described by [6]. Besides,

𝑃2 generates proofs to demonstrate that𝑔 is a 2𝑁 -th residue

modulo 𝑁 2
using ZK2NR

𝑁 2
, and that there is an 𝛼 such that

𝑔𝛼 = 𝑦/(1+𝑁 ) mod 𝑁 2
viaZKDL

𝑁 2
, both fromAppendix D.

Furthermore, it is crucial for each party to verify the proofs

of the other party before proceeding with subsequent steps.

• Trans. For each run of this phase, 𝑃1 and 𝑃2 engage in the

following interactive protocol with their private input 𝑎 ∈
Z𝑞 and 𝑏 ∈ Z𝑞 , then finally receive 𝐴 and 𝐵, respectively,

such that 𝑎𝑏 = 𝐴 + 𝐵 mod 𝑞.

1. 𝑃2’s message:

(a) Compute 𝐶𝑏 ← MPaill.Ẽnc(𝑝𝑘, 𝑏).
(b) Generate a proof 𝜋𝑏 that𝑏 lies in the range [0, 𝑞],

via ZKMPaillPed shown in Appendix E. Note that

𝑃2 should commit to 𝑏 via PedCom under 𝑃1’s

public parameter 𝑝𝑝 , which is included in 𝜋𝑏 .

(c) Send (𝐶𝑏 , 𝜋𝑏 ) to 𝑃1.
2. 𝑃1’s message and output:

(a) Verify 𝜋𝑏 , and abort when it fails.

(b) Compute the affine operation

𝐶𝐵 ←
(
𝐶𝑏 · 𝑦2

𝑠+𝑡𝑞
)
2𝑎
·MPaill.Enc(𝑝𝑘, 2𝐴′) mod 𝑁 2,

for 𝐴′ ← [0, 22𝑠+𝑡+1𝑞2].
(c) Calculate a range proof 𝜋𝐵 for 2𝑎 ∈ [0, 2𝑞] and

2𝐴′ ∈ [0, 22𝑠+𝑡+2𝑞2], via ZKPaillCom.
(d) Send (𝐶𝐵, 𝜋𝐵) to 𝑃2, output 𝐴 = −𝐴′ mod 𝑞.

3. 𝑃2’s output: Verify 𝜋𝐵 , and when the verification is

accepted, output 𝐵 = Dec(𝑠𝑘,𝐶𝐵)/2 mod 𝑞.

Similar to [33], the above protocol is correct if there is no reduc-

tion modulo 𝑁 during the Trans phase. By the range proofs 𝜋𝑏 and

𝜋𝐵 , the upper bound of the underlying plaintext 2𝑎(𝑏 + 2𝑠+𝑡𝑞) + 2𝐴′
of 𝐶𝐵 is

2
𝑠+𝑡 · 2𝑞(2𝑠+𝑡𝑞 + 2𝑠+𝑡𝑞) + 2𝑠+𝑡 · 22𝑠+𝑡+2𝑞2

= 2
2𝑠+2𝑡+2𝑞2 + 23𝑠+2𝑡+2𝑞2 < 2

3𝑠+2𝑡+3𝑞2,

which is smaller than 𝑁 for typical parameter settings, such as our

choice (𝑠, 𝑡, |𝑁 |, |𝑞 |) = (80, 128, 3072, 256).

Theorem 6.1. Given thatMPaill is IND-CPA secure, PedCom has
hiding property, and the involved Σ-protocols (including ZKMPaillPed,
ZKPaillCom, ZKQR𝑁

, and etc.) are secure, the above protocol securely
realizes FMtA in the presence of a malicious static adversary.

Table 5: Comparison ofMtAs from Paillier

Schemes Communication

Computation (ms)

(KiB) 𝑃1 𝑃2

LN [33] 4.84 103.5 110

Ours 3.34 78.5 96.5

The complete proof is deferred to Appendix I and we present a

sketch here. The Setup phase can be easily simulated by the cor-

responding zero-knowledge simulators and we only need to deal

with the Trans phase. There are two cases, i.e., the adversary A
corrupts 𝑃1 or 𝑃2, and we need to construct a simulator S to sim-

ulate the view of A accordingly based on the public parameters

and the output of FMtA. (1) S simulates 𝑃1 when 𝑃2 is corrupted

by the adversary. S receives the tuple (𝐶𝑏 , 𝜋𝑏 ) that A instructs 𝑃2
to send with sid. If 𝜋𝑏 is accepted, S can extract 𝑏 via the knowl-

edge extractor of ZKMPaillPed from Appendix E. Then S queries

FMtA with (sid, 𝑏) and receives 𝑃2’s output (sid, 𝐵). Next, S picks

b ← [0, 22𝑠+𝑡+2𝑞] and computes 𝐶𝐵 as the encryption of 2𝐵 + b𝑞.
Additionally, 𝜋𝐵 can be simulated by the zero-knowledge simulator

of ZKPaillCom. (2) S simulates 𝑃2 when 𝑃1 is corrupted by the adver-

sary. S generates 𝐶𝑏 and the related Pedersen commitment in 𝜋𝑏
with a same random value. It then computes the other parts of 𝜋𝑏
via the zero-knowledge simulator of ZKMPaillPed from Appendix E.

Comparison. We compare our MtA construction with the one

presented by [33], which similarly utilizes the Paillier cryptosystem.

Both constructions follow the general idea depicted in Figure 2. Our

approach notably improves the performance of the parts associated

with the gray box. In particular, 𝜋𝐵 refers to the range proof for

Paillier affine operation. By applying our direct range proof method,

𝜋𝐵 becomes more compact, more efficient to generate and verify,

which will benefit the communication, the computation of 𝑃1 and

𝑃2 in MtA protocol, respectively.

We present a comparison of the two schemes from the experi-

mental aspect. It’s important to note that theMtAs operate over Z𝑞 ,
for which we have assigned 𝑞 as the order of secp256k1, resulting in

|𝑞 | = 256. The other conventions and experimental environments

align with those described in Section 5, thus we will not duplicate

those details here. The comprehensive results are displayed in Table

5. Approximately, our scheme achieves a reduction in communi-

cation costs by 31%, lowers the computational overhead for 𝑃1 by

24%, and reduces that for 𝑃2 by 12%.

We also give an experimental comparison of the Setup phase, and
the results are shown in Table 6 (the cost of related zero-knowledge

proofs for the well-formedness). Even if it takes more time in our

MtA, we emphasize that the Setup phase only needs to be executed

once. Thus, the inefficiency is acceptable in practice.

Improvements to Threshold ECDSA.We demonstrate the im-

provements of integrating our MtA protocol into the Paillier-based

threshold ECDSAs from [33, 41]. Specifically, we benchmark the

distributed signing phase of improved and original schemes in a

special two-party setting, with the results shown in Table 7. It can
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Table 6: Comparison of Setup inMtAs from Paillier

Schemes Communication

Computation (ms)

(KiB) 𝑃1 𝑃2

LN [33] 435.24 6544 6392

Ours 435.24 10059 9746

Table 7: Comparison of Distributed Signing in Paillier-Based
Threshold (2-out-of-𝒏) ECDSAs

Threshold ECDSA Communication (KiB) Computation (ms)

[33] 23.09 896

OurMtA to [33] 17.09 756

[41] 5.19 211

OurMtA to [41] 3.69 180

be observed that the percentage improvement of the threshold ECD-

SAs is close to that of the MtA, due to the fact that as a building

block,MtA dominates the overall complexity.

Additionally, we briefly compare the differences between Paillier-

based and OT-based threshold ECDSAs (use [19] as an example).

Roughly speaking, OT-based schemes have faster signing times at

the expense of high communication cost. Specifically, [19] achieves

a signing time of 10-20 ms in the 2-party setting with a communi-

cation cost of 99.4 KiB. On the other hand, when integrating our

Paillier-basedMtA in [41], we obtain a scheme with slower signing

times (about 180 ms in 2-party) and a much lower communication

cost (3-4 KiB in 2-party).

6.2 Naor-Yung CCA2
We show that our techniques can also be used to give an efficient

DCR-based instantiation of Naor-Yung CCA2 paradigm.

Construction from Range Proof with Slack. Firstly recall the

Naor-Yung paradigm. This framework, when applied to a CPA-

secure PKE scheme, enables the transformation into a CCA-secure

variant. In this paradigm, the recipient possesses two sets of key

pairs, and the sender has to encrypt the message to send using

both public keys, then compute a non-interactive zero-knowledge

proof for the equality of respective plaintexts. Upon receiving these

ciphertexts and the equality proof, the recipient must check the

validity of this proof prior to decrypting any of the ciphertexts.

However, applying this paradigm to the CPA-secure Paillier encryp-

tion introduces problems due to the distinct RSA moduli in the dual

public keys, potentially leading to security issues, as identified by

[17]. Fortunately, [17] also proposes a remedy for this issue through

an auxiliary proof to show that the plaintext is smaller than each

respective RSA modulus. This solution is straightforward when

employing an exact range proof (also trivial when the slack does

not introduce negative range). Our focus here is to demonstrate

a resolution when using a range proof with slack that introduce

negative range. Suppose that the CPA-secure Paillier encryption is

Table 8: Comparison of DCR-Based Naor-Yung CCA

Range Proof |𝑀 | (bits) Ciphertext

Computation (ms)

(KiB) Sender Receiver

256 3.10 85.5 62

LN [33] 512 3.13 86.5 62.5

1024 3.19 88.5 63.5

256 2.37 77 58

Ours 512 2.40 80 59.5

1024 2.47 85 62.5

denoted as (�KGen, Ênc, D̂ec). Besides, if the completeness and zero-

knowledge range of the related range proof is [0, 𝐵], we assume

the corresponding soundness range is [−𝑅𝐵, 𝑅𝐵] for some 𝑅 > 1.

• KGen(1^ ). Invoke �KGen(1^ ) twice to get two pairs of keys
(𝑝𝑘1, 𝑠𝑘1) and (𝑝𝑘2, 𝑠𝑘2). Return (𝑝𝑘, 𝑠𝑘) as

𝑝𝑘 = (𝑝𝑘1, 𝑝𝑘2), 𝑠𝑘 = (𝑠𝑘1, 𝑠𝑘2) .

Assume that the RSA moduli in 𝑝𝑘1 and 𝑝𝑘2 are 𝑁1 and 𝑁2

respectively, then define 𝑁 = min{𝑁1, 𝑁2}. Furthermore,

the message space of the scheme can be defined asM =

[𝑅𝑀, (𝑅 + 1)𝑀], as long as𝑀 < 𝑁
2𝑅

.

• Enc(𝑝𝑘,𝑚). For 𝑝𝑘 = (𝑝𝑘1, 𝑝𝑘2) and𝑚 ∈ M, call Ênc(𝑝𝑘1,
𝑚−𝑅𝑀) and Ênc(𝑝𝑘2,𝑚−𝑅𝑀) to get𝐶1 and𝐶2 respectively.

Compute a non-interactive zero-knowledge proof 𝜋 , for the

equality of plaintext under𝐶1 and𝐶2, and that the plaintext

is in the range [0, 𝑀]. Return 𝐶 = (𝐶1,𝐶2, 𝜋).
• Dec(𝑠𝑘,𝐶). For 𝑠𝑘 = (𝑠𝑘1, 𝑠𝑘2) and 𝐶 = (𝐶1,𝐶2, 𝜋), firstly

check the validity of 𝜋 . If not, return ⊥. Otherwise, call
𝑚′ = D̂ec(𝑠𝑘1,𝐶1), return𝑚 =𝑚′ + 𝑅𝑀 .

The proof 𝜋 ensures the plaintext 𝑚 − 𝑅𝑀 lies in the range

[−𝑅𝑀, 𝑅𝑀], equivalently,𝑚 ∈ [0, 2𝑅𝑀] ⊂ [0, 𝑁 ], which fulfills the

suggestion in [17] for constructing Naor-Yung CCA2 PKE based on

the DCR assumption, to overcome the incompleteness of [24].

Instantiations. As for the range proof for Paillier plaintext, we can
select the method from [33], or ours that is adapted from ZKPaillCom.
For both cases, we use 𝑠 and 𝑡 to represent the statistical and sound-

ness parameters, respectively. Then 𝑅 is equal to 2
𝑠+𝑡

. Without loss

of generality, we assume that the range proof is actually performed

upon 𝐶1. Since we use the Fiat-Shamir transformation [23] in the

random oracle model to make the range proofs non-interactive, the

requirement of Naor-Yung CCA2 for simulation soundness can be

fulfilled (refer to [22] for a discussion of this property).

First we consider the range proof from [33], and the underlying

CPA-secure scheme should be the original Paillier encryption Paill.
In order for the sender proving the range of plaintext under𝐶1, the

recipient should include the public parameter of a related Pedersen

commitment in 𝑝𝑘1.

If we use our range proof method for plaintext, we need to set

the CPA-secure scheme as our modified Paillier encryption MPaill.
𝐶1 should be generated from MPaill.Enc so that the sender can

apply our direct range proof to it.𝐶2 can be alternatively computed

from MPaill.Ẽnc to further reduce the computational overheads. A

concrete description of 𝜋 is shown in ZKMPaillMPaill, Appendix F.
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Comparison. We compare the two instantiations discussed above

from the experimental aspect. The results are displayed in Table 8,

where we test different values of |𝑀 |, i.e., 256, 512 and 1024. Note

that the size of the message space is𝑀 + 1, and our choices of |𝑀 |
is enough for actual use. The other conventions and experimental

environments align with those described in Section 5, so we omit

them here. Approximately, the instantiation from our range proof

achieves a reduction in ciphertext by 23%, and also improves the

computational overheads of encryption, compared with the one

instantiated from the range proof introduced by [33].
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A RELATION BETWEEN DL ASSUMPTIONS
A commonly used DL assumption works over QR𝑁 . Specifically,

given 𝑁 = 𝑝𝑞 for safe primes 𝑝, 𝑞 and random 𝑔, ℎ ← QR𝑁 , it is

hard to find an integer 𝛼 such that 𝑔𝛼 = ℎ mod 𝑁 for any PPT

algorithm.

Theorem A.1. The DL problem over 2NR𝑁 2 is not easier than that
over QR𝑁 .

Proof. If there is an algorithmA that can solve the DL problem

over 2NR𝑁 2 , we can construct an algorithm B to solve that over

QR𝑁 . Given a DL problem instance (𝑁,𝑔, ℎ) over QR𝑁 , B can

feed (𝑁,𝑔𝑁 mod 𝑁 2, ℎ𝑁 mod 𝑁 2) toA. Note that 𝑔𝑁 mod 𝑁 2
and

ℎ𝑁 mod 𝑁 2
are both uniformly distributed over 2NR𝑁 2 from Fact 1.

When the solver outputs an answer denoted as 𝛼 such that (𝑔𝑁 )𝛼 =

ℎ𝑁 mod 𝑁 2
, B can directly use 𝛼 as a solution to the DL problem

over QR𝑁 , also from Fact 1. □

B PAILLIER ROOT ASSUMPTION
Definition B.1 (Strong RSA Assumption over Quadratic Residues).

Given 𝑁 = 𝑝𝑞 for safe primes 𝑝, 𝑞 and a random 𝑇 ← QR𝑁 , it is

hard to find an 𝑒-th root 𝑎 modulo 𝑁 , namely, 𝑎𝑒 = 𝑇 mod 𝑁 , for

any PPT algorithm with an exponent 𝑒 > 1 of its choice.

Theorem B.2. The strong RSA assumption over QR𝑁 holds under
the strong RSA assumption.

Proof. Let Adv
sRSA

A (resp., Adv
sQR

A ) be the advantage of a PPT

algorithm A solving strong RSA problem (resp., strong RSA prob-

lem over QR𝑁 ). We have that Adv
sQR

A ≤ 4Adv
sRSA

A , since QR𝑁 ⊂
Z∗
𝑁

and 4|QR𝑁 | = |Z∗𝑁 |. □

Theorem B.3. The Paillier root assumption holds under the strong
RSA assumption over QR𝑁 .

Proof. If there is an algorithmA that can solve the Paillier root

problem, we can construct an algorithm B to solve the strong RSA

problem over QR𝑁 . Given a strong RSA problem instance (𝑁, 𝑥)
for a uniform variable 𝑥 ∈ QR𝑁 , B computes 𝑇 = 𝑥𝑁 mod 𝑁 2

.

Since 𝑇 is uniformly distributed over 2NR𝑁 2 , B can directly in-

vokeA with input (𝑁,𝑇 ). Suppose thatA outputs (𝑎, 𝑒) satisfying
𝑎𝑒 = 𝑇 mod 𝑁 2

, 𝑒 > 1 and gcd(𝑒, 𝑁 ) = 1. By extended Euclidean

algorithm B can find 𝛾, 𝛿 ∈ Z such that 𝛾𝑒 + 𝛿𝑁 = 1, and so

𝑥 = 𝑥𝛾𝑒+𝛿𝑁 = 𝑥𝛾𝑒𝑇𝛿 = (𝑥𝛾𝑎𝛿 )𝑒 mod 𝑁 2,

which also yields

𝑥 = (𝑥𝛾𝑎𝛿 )𝑒 mod 𝑁 .

Therefore, we get a solution (𝑥𝛾𝑎𝛿 , 𝑒) to the strong RSA problem

over QR𝑁 . □

C PEDERSEN COMMITMENT
A widely used integer commitment is Pedersen commitment [25]

(or named as RSA commitment to be distinguished from the Ped-

ersen commitment over prime order groups). Pedersen commitment

PedCom is defined by a tuple of algorithms (Setup,Commit,Verify).
• Setup(1_). Randomly generate safe primes 𝑝 = 2𝑝′ + 1

and 𝑞 = 2𝑞′ + 1, then compute the RSA modulus 𝑁 = 𝑝𝑞.

Choose𝑎 ← Z∗
𝑁
and𝛼 ← Z𝑁 , then compute𝑔 = 𝑎2 mod 𝑁

and 𝑦 = 𝑔𝛼 mod 𝑁 . Return the public parameter as 𝑝𝑝 =

(𝑁,𝑔,𝑦).
• Commit(𝑝𝑝,𝑚). On input 𝑝𝑝 = (𝑁,𝑔,𝑦) and𝑚 ∈ Z, sample

𝑟 ← Z𝑁 and compute 𝑐 = 𝑦𝑚𝑔𝑟 mod 𝑁 . Return 𝑐 as the

commitment and (𝑚, 𝑟 ) as the corresponding opening.
• Verify(𝑝𝑝, 𝑐,𝑚, 𝑟 ). For 𝑝𝑝 = (𝑁,𝑔,𝑦), if 𝑐 = ±𝑦𝑚𝑔𝑟 mod 𝑁

output 1, otherwise output 0.

PedCom is an integer commitment scheme with perfect hiding

and computational binding under the factoring and DL (over QR𝑁 )

assumptions.

D PROOFS OF PUBLIC PARAMETERS
Let𝑁 = 𝑝𝑞 be an RSAmodulus. All of the zero-knowledge proof pro-

tocols in this section have soundness error 1/2. We emphasize that

we can repeat each one 𝑡 times to achieve a soundness error of 2
−𝑡
,

and use Fiat-Shamir transformation [23] to get a non-interactive

version.

D.1 Proof of Quadratic Residue
We consider the following relation:

RQR𝑁
= {(𝑁,𝑔;𝑎 ∈ Z∗𝑁 ) : 𝑔 = 𝑎2 mod 𝑁 }.

The protocol ZKQR𝑁
between a prover P and a verifierV for this

relation is as follows.

• P selects 𝑏 ← Z∗
𝑁
, computes 𝑑 = 𝑏2 mod 𝑁 , and then

sends 𝑑 toV .

• V picks 𝑒 ← {0, 1} and sends it to P.
• P computes 𝑧 = 𝑎𝑒𝑏 mod 𝑁 and sends it toV .

• V accepts the proof if and only if 𝑧2 = 𝑔𝑒𝑑 mod 𝑁 .

D.2 Proof of 2N -th Residue
We consider the following relation:

R2NR
𝑁 2

= {(𝑁,𝑔;𝑎 ∈ Z∗𝑁 ) : 𝑔 = 𝑎2𝑁 mod 𝑁 2}.
The protocol ZK2NR

𝑁 2
between a prover P and a verifier V for

this relation is as follows.

• P selects 𝑏 ← Z∗
𝑁
, computes 𝑑 = 𝑏2𝑁 mod 𝑁 2

, and then

sends 𝑑 toV .

• V picks 𝑒 ← {0, 1} and sends it to P.
• P computes 𝑧 = 𝑎𝑒𝑏 mod 𝑁 and sends it toV .

• V accepts the proof if and only if 𝑧2𝑁 = 𝑔𝑒𝑑 mod 𝑁 2
.
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D.3 Proofs of Discrete Logarithms
Modulo 𝑵 . First we consider the discrete logarithm relation in Z∗

𝑁
:

RDL𝑁 = {(𝑁,𝑔, ℎ;𝛼) : 𝑔𝛼 = ℎ mod 𝑁 }.
The protocol ZKDL𝑁 between a prover P and a verifierV for this

relation is described as follows, where 𝑠 refers to the statistical

parameter.

• P picks 𝛽 ← [0, 2𝑠𝑁 ], calculates 𝑑 = 𝑔𝛽 mod 𝑁 , and sends

𝑑 toV .

• V selects 𝑒 ← {0, 1} and sends it to P.
• P computes 𝑧 = 𝑒𝛼 + 𝛽 in Z and sends it toV .

• V accepts the proof if and only if 𝑔𝑧 = ℎ𝑒𝑑 mod 𝑁 .

Modulo 𝑵 2. Then we consider the discrete logarithm relation in

Z∗
𝑁 2

:

RDL
𝑁 2

= {(𝑁,𝑔, ℎ;𝛼) : 𝑔𝛼 = ℎ mod 𝑁 2}.
The protocol ZKDL

𝑁 2
between a prover P and a verifierV for this

relation is described as follows, where 𝑠 refers to the statistical

parameter.

• P picks 𝛽 ← [0, 2𝑠𝑁 ], computes𝑑 = 𝑔𝛽 mod 𝑁 2
, and sends

𝑑 toV .

• V selects 𝑒 ← {0, 1} and sends it to P.
• P computes 𝑧 = 𝑒𝛼 + 𝛽 in Z and sends it toV .

• V accepts the proof if and only if 𝑔𝑧 = ℎ𝑒𝑑 mod 𝑁 2
.

E RANGE PROOF WHERE PROVER
CONTROLS PAILLIER KEYS

In this section, we show how to conduct range proofs for plaintexts

inMPaill scheme, when the prover controls the related keys (specif-

ically, knows the factorization of the RSA modulus or the related

discrete logarithms). In this case, an additional integer commitment

PedCom whose public parameter is not controlled by the prover

is required (e.g., generated by the verifier). Generally, to prove the

range of some plaintext, the prover will commit to a same value via

PedCom, then provide an equality proof (he/she indeed commits to

a same value) as well as a range proof (conducted over PedCom).

Let 𝑝𝑘 = (𝑁,𝑔,𝑦) and 𝑝𝑝 = (�̃� , 𝑔,𝑦) be the public key of MPaill
and public parameter of PedCom, respectively. We consider the

scenario where a prover would like to prove the knowledge of the

same message𝑚 under an encryption generated fromMPaill.Ẽnc,
as well as a commitment generated from PedCom.Commit. Besides,
𝑚 should be in a certain range, say, [0, 𝐵].

In this case, the prover is allowed to know the order of 2NR𝑁 2 ,

and the DL relations between 𝑔 and 𝑦/(1 + 𝑁 ) mod 𝑁 2
, while not

allowed to know the order of QR
�̃�
, as well as the DL relations

between 𝑔 and 𝑦.

Concretely, ZKMPaillPed is a Σ-protocol between a prover P and

a verifierV for the relation

RMPaillPed = {(𝐶, 𝑐;𝑚, 𝑟 ) : ∃𝑟 s.t. 𝐶 = ±(1 + 𝑁 )𝑚𝑔𝑟 mod 𝑁 2,

𝑐 = ±𝑦𝑚𝑔𝑟 mod �̃� ,𝑚 ∈ [0, 𝐵]}.
The protocol works as follows, where 𝑠 and 𝑡 represent the statistical

and soundness parameters, respectively.

• P samples 𝑢 ← [0, 2𝑠+𝑡𝐵], 𝑣 ← [0, 2𝑠+𝑡𝑁 ] and 𝑣 ←
[0, 2𝑠+𝑡 �̃� ], computes 𝐷 = (1 + 𝑁 )𝑢𝑔𝑣 mod 𝑁 2

as well as

˜𝑑 = 𝑦𝑢𝑔�̃� mod �̃� , and forwards (𝐷, ˜𝑑) toV .

• V picks 𝑒 ← [0, 2𝑡 ] and sends it to P.
• P computes 𝑧𝑚 = 𝑒𝑚 + 𝑢, 𝑧𝑟 = 𝑒𝑟 + 𝑣 and 𝑧𝑟 = 𝑒𝑟 + 𝑣 , all

over integers, then sends them toV .

• V accepts the proof when all of the following conditions

hold:

(1) (1 + 𝑁 )𝑧𝑚𝑔𝑧𝑟 = 𝐶𝑒𝐷 mod 𝑁 2
.

(2) 𝑦𝑧𝑚𝑔𝑧𝑟 = 𝑐𝑒 ˜𝑑 mod �̃� .

(3) 𝑧𝑚 ∈ [0, 2𝑠+𝑡𝐵].
The completeness and HVZK are obvious, and thus we only

demonstrate PoK here. Assume two accepting conversations de-

noted by ((𝐷, ˜𝑑), 𝑒, (𝑧𝑚, 𝑧𝑟 , 𝑧𝑟 )) and ((𝐷, ˜𝑑), 𝑒′, (𝑧′𝑚, 𝑧′𝑟 , 𝑧
′
𝑟
)). Write

Δ𝑒 = 𝑒 − 𝑒′, Δ𝑧𝑚 = 𝑧𝑚 − 𝑧′𝑚 , Δ𝑧𝑟 = 𝑧𝑟 − 𝑧′𝑟 , and Δ𝑧𝑟 = 𝑧𝑟 − 𝑧′𝑟 .
Without loss of generality, assume that Δ𝑒 > 0.

From the proof-of-knowledge analysis for Pedersen commit-

ment [12, Section 5.1], we have that under the strong RSA as-

sumption, Δ𝑒 | Δ𝑧𝑚 and Δ𝑒 | Δ𝑧𝑟 . Besides, we can extract an

opening (Δ𝑧𝑚/Δ𝑒,Δ𝑧𝑟 /Δ𝑒) for Pedersen commitment, such that

𝑐 = ±𝑦Δ𝑧𝑚/Δ𝑒𝑔Δ𝑧𝑟 /Δ𝑒 mod �̃� and Δ𝑧𝑚/Δ𝑒 ∈ [−2𝑠+𝑡𝐵, 2𝑠+𝑡𝐵].
From the first condition of verification phase, we also have (1 +

𝑁 )Δ𝑧𝑚𝑔Δ𝑧𝑟 = 𝐶Δ𝑒
mod 𝑁 2

. Since gcd(Δ𝑒, 𝑁 ) = 1, by extended

Euclidean algorithm we can find 𝛾, 𝛿 ∈ Z such that 𝛾Δ𝑒 + 𝛿𝑁 = 1.

Thus, we have

𝐶 = 𝐶𝛾Δ𝑒+𝛿𝑁 = (1 + 𝑁 )𝛾Δ𝑧𝑚𝑔𝛾Δ𝑧𝑟𝐶𝛿𝑁
mod 𝑁 2

= ±(1 + 𝑁 )𝛾Δ𝑧𝑚𝑔𝑟 mod 𝑁 2,

for some randomness 𝑟 , and the sign depends on whether 𝐶 is a

quadratic residue modulo 𝑁 2
.

Finally, it is easy to check that 𝛾Δ𝑧𝑚 = Δ𝑧𝑚/Δ𝑒 mod 𝑁 (𝛾 is

an inverse of Δ𝑒 modulo 𝑁 from 𝛾Δ𝑒 + 𝛿𝑁 = 1) and we have

extracted an opening (Δ𝑧𝑚/Δ𝑒,Δ𝑧𝑟 /Δ𝑒) such that there is some

randomness 𝑟 , satisfying 𝐶 = ±(1 + 𝑁 )Δ𝑧𝑚/Δ𝑒𝑔𝑟 mod 𝑁 2
, 𝑐 =

±𝑦Δ𝑧𝑚/Δ𝑒𝑔Δ𝑧𝑟 /Δ𝑒 mod �̃� and Δ𝑧𝑚/Δ𝑒 ∈ [−2𝑠+𝑡𝐵, 2𝑠+𝑡𝐵].
Performance Evaluation. We conduct both theoretical and ex-

perimental analyses of the above protocol (settings consistent with

those in Section 5), and the results are presented in Table 9. Note that

the generation of 𝑐 should be included in the prover’s computational

overhead, and 𝑐 also needs to be included in the communication

cost. From the results, we can observe that the range proof in this

section incurs additional overhead compared to our direct range

proof, while the cost is close to that of the LN range proof [33].

F BOUNDED EQUALITY PROOF
Let 𝑝𝑘1 = (𝑁1, 𝑔1, 𝑦1) and 𝑝𝑘2 = (𝑁2, 𝑔2, 𝑦2) be two public keys

ofMPaill. We consider the scenario where a prover would like to

prove the knowledge of (𝑚, 𝑟1, 𝑟2) such that 𝐶1 = Enc(𝑝𝑘1,𝑚; 𝑟1),
𝐶2 = Ẽnc(𝑝𝑘2,𝑚; 𝑟2), and𝑚 is in the range [0, 𝐵].

In the situationwe consider, the prover is not allowed to know the

orders of 2NR𝑁 2

1

and 2NR𝑁 2

2

, and the discrete logarithm relations

between 𝑔1 and 𝑦1/(1 + 𝑁1) mod 𝑁 2

1
.

Concretely, ZKMPaillMPaill is a Σ-protocol between a prover P
and a verifierV for the relation

RMPaillMPaill = {(𝐶1,𝐶2;𝑚, 𝑟1, 𝑟2) : 𝐶1 = ±𝑦𝑚1 𝑔
𝑟1
1
mod 𝑁 2

1
,

𝐶2 = ±(1 + 𝑁2)𝑚𝑔
𝑟2
2
mod 𝑁 2

2
,𝑚 ∈ [0, 𝐵]}.



Zhikang Xie et al.

Table 9: Performance Evaluation for the Range Proof when
Prover Controls Paillier Keys

Theoretical Experimental

(E or bit) |𝐵 | (bit) Result (ms or KiB)

Prove

256 33.5

4.5+
4.5𝑠+4.5𝑡+2|𝐵 |

|𝑁 | 512 34.5

1024 36.5

Verify

256 27.5

3.5+
4.5𝑠+8𝑡+|𝐵 |
|𝑁 | 512 28

1024 29

Communication

256 1.25

3 |𝑁 | + 3𝑠 + 4𝑡 + |𝐵 | 512 1.28

1024 1.34

The protocol works as follows, where 𝑠 and 𝑡 represent the statistical

and soundness parameters, respectively.

• P selects 𝑢 ← [0, 2𝑠+𝑡𝐵], 𝑣1 ← [0, 2𝑠+𝑡𝑁1] and 𝑣2 ←
[0, 2𝑠+𝑡𝑁2], then computes 𝑑1 = 𝑦𝑢

1
𝑔
𝑣1
1

mod 𝑁 2

1
and 𝑑2 =

(1 + 𝑁2)𝑢𝑔𝑣2
2

mod 𝑁 2

2
. Next, P sends (𝑑1, 𝑑2) toV .

• V chooses 𝑒 ← [0, 2𝑡 ] and sends it to P.
• P computes 𝑧𝑚 = 𝑒𝑚 + 𝑢, 𝑧1 = 𝑒𝑟1 + 𝑣1 and 𝑧2 = 𝑒𝑟2 + 𝑣2,

all in Z, then sends them toV .

• V accepts the proof when all of the following conditions

hold:

(1) 𝑦
𝑧𝑚
1

𝑔
𝑧1
1

= 𝐶𝑒
1
𝑑1 mod 𝑁 2

1
.

(2) (1 + 𝑁2)𝑧𝑚𝑔𝑧2
2

= 𝐶𝑒
2
𝑑2 mod 𝑁 2

2
.

(3) 𝑧𝑚 ∈ [0, 2𝑠+𝑡𝐵].
The completeness and HVZK are obvious, and thus we only

demonstrate PoK here. Suppose that we have two accepting conver-

sations ((𝑑1, 𝑑2), 𝑒, (𝑧𝑚, 𝑧1, 𝑧2)) and ((𝑑1, 𝑑2), 𝑒′, (𝑧′𝑚, 𝑧′
1
, 𝑧′

2
)). Write

Δ𝑒 = 𝑒 − 𝑒′, Δ𝑧𝑚 = 𝑧𝑚 − 𝑧′𝑚 , Δ𝑧1 = 𝑧1 − 𝑧′
1
and Δ𝑧2 = 𝑧2 − 𝑧′

2
.

Without loss of generality, assume that Δ𝑒 > 0.

From the proof-of-knowledge analysis for PaillCom of length

1 (see Section 4.2), we have that under the Paillier root assump-

tion, Δ𝑒 | Δ𝑧𝑚 and Δ𝑒 | Δ𝑧1 with overwhelming probability. More-

over, we can extract an opening (Δ𝑧𝑚/Δ𝑒,Δ𝑧1/Δ𝑒) for PaillCom, s.t.

𝐶1 = ±𝑦Δ𝑧𝑚/Δ𝑒
1

𝑔
Δ𝑧1/Δ𝑒
1

mod 𝑁 2

1
, and Δ𝑧𝑚/Δ𝑒 ∈ [−2𝑠+𝑡𝐵, 2𝑠+𝑡𝐵].

From the second condition of verification phase, we also have

(1 + 𝑁2)Δ𝑧𝑚𝑔Δ𝑧2
2

= 𝐶Δ𝑒
2

mod 𝑁 2

2
. (12)

If Δ𝑒 | Δ𝑧2:
• If Δ𝑒 is odd, it is co-prime to 𝜑 (𝑁 2

2
), and from Equation (12)

we get

(1 + 𝑁2)Δ𝑧𝑚/Δ𝑒𝑔Δ𝑧2/Δ𝑒
2

= 𝐶2 mod 𝑁 2

2
,

which indicates that (Δ𝑧𝑚/Δ𝑒,Δ𝑧1/Δ𝑒,Δ𝑧2/Δ𝑒) is a valid
opening.

• If Δ𝑒 is even, suppose that Δ𝑒 = 2
𝜌Δ𝑒′ for an odd Δ𝑒′ and

𝜌 ≥ 1. Let 𝑍 = 𝐶−1
2
(1 + 𝑁2)Δ𝑧𝑚/Δ𝑒𝑔Δ𝑧2/Δ𝑒

2
mod 𝑁 2

2
. Also

from Equation (12) we have 𝑍 2
𝜌
= 1 mod 𝑁 2

2
. Similar to

the proof of Theorem 4.1, 𝑍 = ±1 mod 𝑁 2

2
, which indicates

that (Δ𝑧𝑚/Δ𝑒,Δ𝑧1/Δ𝑒,Δ𝑧2/Δ𝑒) is a valid opening.

As for the case of Δ𝑒 ∤ Δ𝑧2, we show by contradiction that it

only happens with negligible probability. If not, we construct a

simulator B to solve the Paillier root problem with non-negligible

probability based on the two accepting conversations. Denote the

inverse of Δ𝑒 modulo 𝑁2 as Δ𝑒
−1

(note that gcd(Δ𝑒, 𝑁2) = 1), and

define 𝐶2 as

𝐶2 =
𝐶2

(1 + 𝑁2)Δ𝑧𝑚 ·Δ𝑒−1
mod 𝑁 2

2
.

Then we have that𝐶2 = 𝐶2 · (1+𝑁2)Δ𝑧𝑚 ·Δ𝑒
−1

mod 𝑁 2

2
, and bringing

it into Equation (12) we have

𝑔
Δ𝑧2
2

= 𝐶2

Δ𝑒
mod 𝑁 2

2
.

Let [ = gcd(Δ𝑒,Δ𝑧2), then by extended Euclidean algorithm we

can find 𝛾, 𝛿 ∈ Z such that

𝛾Δ𝑒 + 𝛿Δ𝑧2 = [.

Thus, we get

𝑔
[

2
= 𝑔

𝛾Δ𝑒+𝛿Δ𝑧2
2

=

(
𝑔
𝛾

2
𝐶2

𝛿
)Δ𝑒

mod 𝑁 2

2
. (13)

Given a Paillier root problem instance (𝑁,𝑇 ) where𝑇 ← 2NR𝑁 2 ,

B sets 𝑁2 = 𝑁 and 𝑔2 = 𝑇 . For 𝑝𝑘1 and 𝑦2, B can generates them

according to the realMPaill scheme.

• If [ is odd, it is co-prime to 𝜑 (𝑁 2

2
), and from Equation (13)

we have(
𝑔
𝛾

2
𝐶2

𝛿
)Δ𝑒/[

= 𝑔2 mod 𝑁 2

2
(= 𝑇 mod 𝑁 2) .

Also because gcd(Δ𝑒/[, 𝑁 ) = 1 and Δ𝑒/[ > 1 (otherwise

Δ𝑒 | Δ𝑧2), we get a solution (𝑔𝛾
2
𝐶2

𝛿
,Δ𝑒/[) to the Paillier

root problem.

• When [ = 2
𝜌[′ for an odd [′ and 𝜌 ≥ 1, we can define

𝑍 = 𝑔−1
2

(
𝑔
𝛾

2
𝐶2

𝛿
)Δ𝑒/[

mod 𝑁 2

2
. From Equation (13),

𝑍 2
𝜌

= 1 mod 𝑁 2

2
.

Similar to the proof of Theorem 4.1, 𝑍 = ±1 mod 𝑁 2

2
. If

𝑍 = 1 mod 𝑁 2

2
, i.e., 𝑍 = 1 mod 𝑁 2

, it is easy to see that

(𝑔𝛾
2
𝐶2

𝛿
,Δ𝑒/[) is a solution to the Paillier root problem. If

𝑍 = −1 mod 𝑁 2

2
, we have

−
(
𝑔
𝛾

2
𝐶2

𝛿
)Δ𝑒/[

= 𝑔2 mod 𝑁 2

2
.

In this case, Δ𝑒/[ must be odd. If not the case, since −1 ∉

QR𝑁 2

2

,

(
𝑔
𝛾

2
𝐶2

𝛿
)Δ𝑒/[

∈ QR𝑁 2

2

and 𝑔2 ∈ QR𝑁 2

2

, the above

equation will not hold. Thus,(
−𝑔𝛾

2
𝐶2

𝛿
)Δ𝑒/[

= 𝑔2 mod 𝑁 2

2
(= 𝑇 mod 𝑁 2),

and (−𝑔𝛾
2
𝐶2

𝛿
,Δ𝑒/[) also gives a solution to the Paillier root

problem, since gcd(Δ𝑒/[, 𝑁 ) = 1 and Δ𝑒/[ > 1.
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G PROOF OF THEOREM 3.1
Correctness. It is obvious that this property holds.

Hiding. If there is an adversary A that can break this property

with non-negligible advantage Y, we can construct a simulator B
to solve the DCR assumption also with non-negligible advantage.

Given a DCR problem instance (𝑁,𝑇 ), B generates 𝑔 and 𝑦-

elements according to the real PaillCom scheme, then computes

and sends to A the public parameter 𝑝𝑝 = (𝑁,𝑔,𝑦1, · · · , 𝑦𝑙 ).
On receiving two distinct messages m0,m1 ∈ Z𝑙 from A, B

picks 𝑏 ← {0, 1}, then for m𝑏 = (𝑚1, · · · ,𝑚𝑙 ), simulates and sends

to A a commitment

𝑐 = 𝑇 2

𝑙∏
𝑖=1

𝑦
𝑚𝑖

𝑖
mod 𝑁 2 .

After A outputs 𝑏′ as the guess of 𝑏, if 𝑏′ = 𝑏, B outputs 1 to

indicate that 𝑇 is an 𝑁 -th residue modulo 𝑁 2
. If 𝑏′ ≠ 𝑏, B outputs

0 to indicate that 𝑇 is a uniform element of Z∗
𝑁 2

. Besides, we have

the following observations.

• When𝑇 is an𝑁 -th residue modulo𝑁 2
, denoted as event EN,

it is obvious that 𝑐 is statistically close to a real commitment

of m𝑏 .

• When 𝑇 is a uniform element of Z∗
𝑁 2

, denoted as event ER,
𝑇 2

mod 𝑁 2
is uniformly distributed over QR𝑁 2 . Addition-

ally, each 𝑦𝑖 ∈ QR𝑁 2 . Thus, 𝑐 is also uniformly distributed

over QR𝑁 2 , which indicates that 𝑐 contains no information

about m𝑏 in this case.

Thus, the advantage of B solving the DCR problem is

AdvB = Pr[EN] · Pr[𝑏′ = 𝑏 | EN] + Pr[ER] · Pr[𝑏′ ≠ 𝑏 | ER] −
1

2

=
1

2

(
Y + 1

2

)
+ 1

2

× 1

2

− 1

2

=
Y

2

,

which is non-negligible.

Binding. From the generation of 𝑦1, · · · , 𝑦𝑙 and verification algo-

rithm, we have that 𝑐 = ±𝑔𝑟+
∑𝑙

𝑖=1 𝛼𝑖𝑚𝑖 (1 + 𝑁 )
∑𝑙

𝑖=1 𝛽𝑖𝑚𝑖
mod 𝑁 2

.

Suppose that there is a committer who can output two different

openings (m = (𝑚1, · · · ,𝑚𝑙 ), 𝑟 ) and (m′ = (𝑚′1, · · · ,𝑚
′
𝑙
), 𝑟 ′) with

non-negligible probability Y such that m ≠ m′, we can get that

𝑔𝑟+
∑𝑙

𝑖=1 𝛼𝑖𝑚𝑖 (1+𝑁 )
∑𝑙

𝑖=1 𝛽𝑖𝑚𝑖 = ±𝑔𝑟 ′+
∑𝑙

𝑖=1 𝛼𝑖𝑚
′
𝑖 (1+𝑁 )

∑𝑙
𝑖=1 𝛽𝑖𝑚

′
𝑖 mod 𝑁 2

.

Write Δ𝑟 = 𝑟 − 𝑟 ′ and Δ𝑚𝑖 = 𝑚𝑖 −𝑚′𝑖 for 𝑖 ∈ [1, 𝑙], then we have

that 𝑔Δ𝑟+
∑𝑙

𝑖=1 𝛼𝑖Δ𝑚𝑖 = ±(1 + 𝑁 )−
∑𝑙

𝑖=1 𝛽𝑖Δ𝑚𝑖
mod 𝑁 2

. Note that in

Z∗
𝑁 2

, the order of left part is a factor of 𝑝′𝑞′, the order of right part
is a factor of 2𝑁 , and gcd(𝑝′𝑞′, 2𝑁 ) = 1, so necessarily the order of

both parts is 1, then we get

𝑔Δ𝑟+
∑𝑙

𝑖=1 𝛼𝑖Δ𝑚𝑖 = 1 mod 𝑁 2 . (14)

(1) Case 1: Δ𝑟 +∑𝑙
𝑖=1 𝛼𝑖Δ𝑚𝑖 = 0. We construct a simulator B

to attack the DL assumption. Given a DL problem instance

(𝑁,𝑔, ℎ) over 2NR𝑁 2 , B guesses an index 𝑖∗ ← [1, 𝑙], then
computes 𝑦𝑖∗ = ℎ(1 + 𝑁 )𝛽𝑖∗ mod 𝑁 2

(this implicitly sets

ℎ = 𝑔𝛼𝑖∗ mod 𝑁 2
). Next, B generates the other 𝑦-elements,

namely,𝑦𝑖 for 𝑖 ∈ [1, 𝑙]−{𝑖∗}, according to the realPaillCom
scheme. The public parameter is set as (𝑁,𝑔,𝑦1, · · · , 𝑦𝑙 ).
Note that the simulated PaillCom scheme is statistically

close to a real scheme. After the committer outputs two

different openings mentioned above, if𝑚𝑖∗ =𝑚′
𝑖∗ , B aborts.

From our constraint that m ≠ m′, we know that𝑚 𝑗 ≠𝑚′
𝑗

holds for at least one index 𝑗 ∈ [1, 𝑙], and B correctly

guesses such an index with probability at least 1/𝑙 . IfB does

not abort, which also means that Δ𝑚𝑖∗ = 𝑚𝑖∗ −𝑚′𝑖∗ ≠ 0,

then

𝛼𝑖∗ = −
Δ𝑟 + ∑

𝑖∈[1,𝑙 ]−{𝑖∗ }
𝛼𝑖Δ𝑚𝑖

Δ𝑚𝑖∗

is a solution to the DL problem. Besides, the advantage of

B is Y/𝑙 , which is non-negligible.

(2) Case 2: Δ𝑟 +∑𝑙
𝑖=1 𝛼𝑖Δ𝑚𝑖 ≠ 0. We construct a simulator B to

attack the factoring assumption. Given a factoring problem

instance 𝑁 , B generates 𝑔, {𝑦𝑖 }𝑖∈[1,𝑙 ] according to the real

PaillCom scheme and sends the public parameter 𝑝𝑝 =

(𝑁,𝑔,𝑦1, · · · , 𝑦𝑙 ) to the committer. Note that the values of

all 𝛼-elements are picked by B and thus known to B in

this case. Since 𝑔 is a generator of 2NR𝑁 2 (whose order is

𝑝′𝑞′) with overwhelming probability, we have 𝑝′𝑞′ | (Δ𝑟 +∑𝑙
𝑖=1 𝛼𝑖Δ𝑚𝑖 ) from Equation (14). Thus, Δ𝑟 +∑𝑙

𝑖=1 𝛼𝑖Δ𝑚𝑖 is

a non-zero multiple of 𝑝′𝑞′, which can be used to factor 𝑁

from Fact 6.

So far we have shown that PaillCom is a commitment scheme

over vectors of integers with correctness, hiding and binding.

H PROOF OF THEOREM 3.2
The following proof is correct when we set 𝛼 to be exactly 0.

Thus, we will not describe the case when ciphertexts are generated

through Ẽnc.
Correctness. According to the scheme,

𝐶_ = (𝑦𝑚𝑔𝑟 )_ mod 𝑁 2

= (𝑔𝛼𝑚 (1 + 𝑁 )𝑚𝑔𝑟 )_ mod 𝑁 2

= (𝑔𝑝
′𝑞′ )2(𝛼𝑚+𝑟 ) (1 + 𝑁 )_𝑚 mod 𝑁 2

= (1 + 𝑁 )_𝑚 mod 𝑁 2

= 1 + (_𝑚 mod 𝑁 ) · 𝑁 mod 𝑁 2 .

Since 1 + (_𝑚 mod 𝑁 ) · 𝑁 is smaller than 𝑁 2
, we have

𝐶_
mod 𝑁 2 − 1

𝑁
· _−1

=
1 + (_𝑚 mod 𝑁 ) · 𝑁 − 1

𝑁
· _−1 mod 𝑁

= (_𝑚 mod 𝑁 ) · _−1 mod 𝑁

=𝑚 mod 𝑁 .

IND-CPA security. The proof for this property can be seen as a

special case (𝑙 = 𝛽1 = 1) of that for the hiding property of PaillCom
(detailed in Appendix G). Thus, we just omit the detailed proof here.

Remark.We would like to remark that, in the very original Pail-

lier encryption scheme [38], the encryption of𝑚 is given by 𝐶 =

𝑦𝑚𝑟𝑁 mod 𝑁 2
, where𝑦 is a random element from Z∗

𝑁 2
whose order

is a non-zero multiple of 𝑁 , or equivalently, 𝑦 = ℎ(1 +𝑁 ) 𝑗 mod 𝑁 2

for a random 𝑁 -th residue ℎ, and a 𝑗 relatively prime to 𝑁 . This



Zhikang Xie et al.

was later simplified by setting 𝑦 = 1 + 𝑁 , as described in [13], re-

sulting in a widely used Paillier ciphertext structure. Our scheme is

structurally more similar to the most original encryption, but there

are still differences which are intended to make the encryption

consistent with our commitment. Note that our scheme and the

simplified one are compatible with a same decryption process. For

the most original one, an extra step is needed to eliminate 𝑗 .

I PROOF OF THEOREM 6.1
We construct a simulator S to simulate the view of adversary.

In Setup phase, S samples a Pedersen public parameter and

a modified Paillier public key from the corresponding spaces, re-

spectively. Then it generates the zero-knowledge proofs for the

well-formedness of them via related zero-knowledge simulators.

In Trans phase,A can corrupt 𝑃1 or 𝑃2, and S must simulate the

view of corrupted party in each of the cases.

• S simulates 𝑃1, when 𝑃2 is corrupted by the adversary. S
receives the tuple (𝐶𝑏 , 𝜋𝑏 ) thatA instructs 𝑃2 to send with

sid. If 𝜋𝑏 is accepted, S can extract 𝑏 via the knowledge

extractor of ZKMPaillPed from Appendix E. Then S queries

FMtA with (sid, 𝑏) and receives 𝑃2’s output (sid, 𝐵). Next,
S picks b ← [0, 22𝑠+𝑡+2𝑞] and computes 𝐶𝐵 as the encryp-

tion of 2𝐵 + b𝑞. Additionally, 𝜋𝐵 can be simulated by the

zero-knowledge simulator of ZKPaillCom. Note that the dis-
tribution of 2𝑎(𝑏 + 2𝑠+𝑡𝑞) + 2𝐴′ is statistically close to that

of 2𝐵 + b𝑞. Moreover, the distribution of the randomness

of 𝐶𝐵 in real scheme is statistically close to Z𝑝′𝑞′ , which
also holds in the simulation. Thus, the simulation is indis-

tinguishable from a real execution from the point of view

of A.

• S simulates 𝑃2, when 𝑃1 is corrupted by the adversary.

S generates 𝐶𝑏 and the related Pedersen commitment in

𝜋𝑏 with a same random value. It then computes the other

parts of 𝜋𝑏 via the zero-knowledge simulator of ZKMPaillPed
from Appendix E. The IND-CPA security of MPaill and
hiding property of PedCom guarantee that the simulated

interaction is indistinguishable from a real one from the

point of view of A.

So far, we have shown that the proposed protocol securely com-

putes FMtA.
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