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Abstract

A decade of active research has led to practical constructions of zero-knowledge succinct non-
interactive arguments of knowledge (zk-SNARKs) that are now being used in a wide variety of appli-
cations. Despite this astonishing progress, overheads in proof generation time remain significant.

In this work, we envision a world where consumers with low computational resources can out-
source the task of proof generation to a group of untrusted servers in a privacy-preserving manner.
The main requirement is that these servers should be able to collectively generate proofs at a faster
speed (than the consumer). Towards this goal, we introduce a framework called zk-SNARKs-as-a-
service (zkSaaS) for faster computation of zk-SNARKs. Our framework allows for distributing proof
computation across multiple servers such that each server is expected to run for a shorter duration
than a single prover. Moreover, the privacy of the prover’s witness is ensured against any minority of
colluding servers.

We design custom protocols in this framework that can be used to obtain faster runtimes for
widely used zk-SNARKSs, such as Groth16 [EUROCRYPT 2016], Marlin [EUROCRYPT 2020] and Plonk
[EPRINT 2019]. We implement proof of concept zkSaaS for the Groth16 and Plonk provers. In compari-
son to generating these proofs on commodity hardware, we show that not only can we generate proofs
for a larger number of constraints (without memory exhaustion), but can also get ~ 22x speed-up when
run with 128 parties for 22° constraints with Groth16 and 22! gates with Plonk.
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1 Introduction

zk-SNARKs are zero-knowledge succinct non-interactive arguments of knowledge [11], that allow a prover
to non-interactively convince a verifier of the knowledge of a witness attesting to the validity of an NP
relation, without revealing any information about the witness. zk-SNARKSs have been a topic of extensive
research in recent years [19, 20, 81, 71, 21, 59, 58, 84, 22, 50, 28, 39]. Their flexibility and expressiveness
make them applicable to a wide variety of scenarios such as private transactions [7, 66], roll-ups [87],
private smart contracts [54, 23], access control in compliance with KYC regulations [68, 69], social net-
works with private reputation monitoring [26], proving existence of bugs in zero-knowledge [49], static
program analysis [37], zero-knowledge middleboxes for enforcing network policies on encrypted traffic
[52], verifiable inference of machine learning [83, 62, 60, 79] and verifiable database queries [85].

Despite recent advances [12, 53, 15, 14, 50, 28, 39, 30], generation of zk-SNARKSs remains thousands of
times [78, 64] slower than checking the relation directly for typical applications, with large memory usage
— effectively gate keeping users without access to large machines. A natural way out for such users is to
outsource proof generation to more powerful servers. While one could use a cloud server such as AWS,
GCP or Azure to generate proofs, this approach requires sharing the witness in the clear with the cloud
server. As such, this solution offers no privacy against insider threats such as rogue administrators [32]
who may compromise data privacy for financial gains. Even if the cloud service provider were trusted,
the witness might consist of sensitive data such as patient medical records that legally cannot be placed
off-premises due to data protection laws.

To address the privacy problem, recently, Ozdemir et al. [64] introduced the idea of collaborative zk-
SNARK:s for distributed generation of zk-SNARKs. Collaborative zk-SNARKs are essentially secure mul-
tiparty computation (MPC) protocols that allow a group of parties holding shares of the witness to col-
lectively generate a single succinct proof. The key security guarantee is that the witness remains hidden
as long as only a subset of the parties collude. Ozdemir et al. design collaborative zk-SNARK analogs of
Groth16 [50], Marlin [28] and Plonk [39]. In their protocols, all parties run in parallel and each of them
performs as much work as the (single) prover of the underlying zk-SNARK. This results in approximately
the same runtime as that in the single prover model.!

We posit that requiring each of the parties running in parallel to do as much work as the zk-SNARK
prover is an overkill. Indeed, a previous work of Wu et al. [80] leveraged parallelism to distribute proof
computation across different machines in a compute cluster to achieve faster proof generation times. Their
approach, however, requires leaking the witness to the cluster, resulting in a loss of privacy.

In this work, we explore the possibility of combining the best features of collaborative zk-SNARKs [64]
and the work of Wu et al. [80]. We ask:

Is it possible to outsource zk-SNARK proof generation to a group of parties in a privacy-preserving manner
for faster proof generation?

Our Contributions. Our contributions are as follows:

1. We present a general framework for zk-SNARKs-as-a-service (zkSaaS), where a client delegates proof
computation to a group of untrusted servers in a privacy preserving manner. Each of these servers is
expected to run for a shorter duration than a single local prover.

2. We instantiate this framework with custom protocols to obtain faster runtimes than local provers for
widely used zk-SNARKs, such as Groth16 [50], Marlin [28] and Plonk [39].

""This is interesting since they manage to avoid additional security parameter overhead that is usually incurred when securely
computing a function.



3. Finally, we implement prototypes of zkSaa$S for the Groth16 [50] and Plonk [39] proof systems. Con-
cretely, we show that when creating a proof for 22° constraints in the case of Groth16 (and 22! con-
straints with Plonk), the zkSaaS protocol with 128 servers is ~ 22x faster than a local prover. We
also show that deploying more servers helps us get a further speed-up. For instance, when creating
a Groth16 proof for 2!Y constraints, we see an improvement from ~ 1.9x to ~ 22x when the number
of servers is increased from 8 to 128. This is in contrast to collabortive zk-SNARKSs [64] which do not
obtain any speedup.

4. We also estimate the financial cost of using zkSaaS to compute a Groth16 proof for an instance of size
219 to be under $0.23 with 128 parties using a 64 Mbps link between servers.

1.1 Overview of Our Approach

Similar to [64], our initial idea is to identify common building blocks within widely used zk-SNARKs and
design custom secure multiparty computation (MPC) protocols to compute them efficiently. We then stitch
them together to obtain zkSaaS, an efficient MPC protocol for the corresponding zkSNARK prover.

An Important Observation. One of the key observations made in [64] is that it is possible to directly
secret share points on the elliptic curve and fields and apply MPC techniques on these shares, which avoids
the large overheads incurred when using generic MPC techniques with very few rounds of communica-
tion.”? We go one step ahead and observe that these building blocks can actually be rewritten in a manner
that allows us to leverage significant SIMD structure that appears within their computation.

To leverage this SIMD structure, we make use of a tool called packed secret sharing (PSS) [38].> This
is a more efficient sibling of Shamir’s polynomial-based secret sharing scheme [72], that allows secret-
sharing a vector of values amongst a set of parties. In particular, at the cost of a slight reduction in the
corruption threshold, using PSS we can “hide” £ = O(n)* secrets (where n is the total number of servers)
in a polynomial and each of the n servers receives an evaluation at a single point in this polynomial. Such
sharings allow parties to efficiently perform SIMD computations on secret shared data, while reducing the
workload on each of them. We use this in the design of each of our sub-protocols.

Multi-Scalar Multiplications (MSM). One of the main building blocks in the zkSNARKs we consider is
MSM, which are operations of the form IT;¢[,,,g;", where g;’s are points on an elliptic curve. This is by far
the most expensive component.” We design a bespoke MPC protocol where the total work (as well as the
asymptotic space requirement) of each server is a factor of ¢ less than that of a single prover.

Next we discuss the remaining components i.e., Product Check, Fast Fourier Transform (FFT) and
polynomial computations, which exclusively involve field operations that are much cheaper than elliptic
curve operations.

Product-Check. Product-Check requiring computations of the form [];e[;) z;, for all ¢ € [m], which
are referred to as partial products. Similar to MSM, we design a special-purpose MPC protocol for partial
products, that allows us to divide the work of each server by a factor of ¢ less than that of a single prover.

Fast Fourier Transform. The standard description of the FFT algorithm on a polynomial with m coeffi-
cients can be divided into log m steps, with O(m) field multiplications at each step. For the first logm/¢
steps, we are able to divide the work of each server by a factor of £. For the remaining log ¢ steps, however,

*This is mainly due to generic MPC techniques making non-blackbox use of the elliptic curve.

*This is also the main building block used in the design of all of general-purpose MPC protocols that support some division
of work (See Section 1.3 for more details.)

*In the implementation we set this to be n/4.

*In Figure 7 we show the fraction of time spent computing MSMs for Groth16.



we require one of the parties to do O(m) field operations and have O(m) memory, while the work and
memory requirement of the remaining parties gets divided by ¢.

Polynomial Multiplication and Division. Finally, we show how to combine standard packed secret
sharing based subprotocols for addition and multiplication along with our custom MPC for FFT to enable
secure distributed polynomial computations.

Composing different subprotocols based on packed secret sharing is not straightforward, and requires
care. We show how to combine the above subprotocols to obtain zkSaaS for faster generation of zk-
SNARKSs such as Groth16, Marlin and Plonk.

Communication over a Star Topology Network. Our distributed sub-protocols for all of the functions
described above, do not require servers to communicate with all other servers. Aside from receiving shares
of the extended witness from the client, we require the servers to only communicate with the one large
server, throughout the rest of the computation. As a result, we only need communication channels between
the client and each server and between the large server and every other server.

Instantiating zkSaaS. As discussed above, the distributed FFT protocol requires one party which has
memory proportional to the size of the relation but the computational resources demanded from all other
parties is reduced by a factor of ¢. Therefore, a zkSaaS deployment requires one large server. While not
ideal, we argue that this is still reasonable for two reasons — (1) even if the private view of this large server
is leaked, it does not compromise a client’s secrets unlike when a client simply rents a large server to
generate the proof. (2) it is very easy and quite cheap to rent a large server from a cloud service provider.

Finally, we remark that proof generation in the zk-SNARKSs that we consider proceeds in two steps:
first, the prover uses its (short) witness to evaluate the relation circuit and obtain a corresponding extended
witness, which is then used to generate the proof (See Section 3 for a detailed discussion). Similar to
collaborative zk-SNARKSs [64], in this work, we focus on designing secure distributed protocols for proof
generation and assume that the client computes and shares the extended witness with the servers. We
view faster generation of the extended witness as an important orthogonal question but such protocols
would need to essentially be redesigned for every application.

Security. We now discuss the key aspects of our security model and the guarantees provided by zkSaaS.
We assume that a majority of the servers are honest. Specifically, let n be the total number of servers
and / be the total number of secrets that we can pack in a single packed secret sharing. We require that at
most ¢ < § — £ of the servers can be corrupted. Further, we assume that the corruptions are semi-honest.
Our zkSaa$S framework retains the soundness property of the underlying zk-SNARK and provides the
following completeness and zero-knowledge guarantees:

— Completeness: For any true statement, an execution of zkSaa$S involving an honest client and honest
servers outputs an accepting proof.6

— t-Zero Knowledge: In any execution of zkSaaS, the view of the ¢ corrupt servers can be efficiently
simulated without the client’s witness. This, in particular, implies that the corrupt servers learn
nothing about the client’s witness.

We conclude with a few remarks on security against malicious servers. We first note that proofs output
by zkSaa$S remain sound even when all servers are malicious. Next, we conjecture that our protocols can
be augmented to achieve ¢-zero knowledge against malicious servers by using highly efficient compilers
from the recent MPC literature [41, 40, 6, 46, 47]. In essence, these compilers show that semi-honest
MPC protocols that are “secure against malicious corruptions up to linear attacks” can be compiled into

%The completeness property, in fact, holds even if the servers are semi-honest (since such servers follow protocol instructions.)



maliciously secure protocols with a small constant (typically, at most two) overhead. We conjecture that
our semi-honest zkSaa$S protocols already satisfy the properties required for these efficient compilers; a
formal treatment of the same, however, is outside the scope of this work.

1.2 Example Applications of zkSaaS
We now discuss some real-world applications where we envision our zkSaas-framework to be useful.

Private Transactions and Smart Contracts. A simple spend transaction on a private chain such as
ZCash[7] already involves ~ 130,000 R1CS constraints’ which takes roughly 10 seconds on a high-end
laptop in single threaded mode. This would take even longer on weaker devices such as smart phones
making the process quite tedious for users.

Private smart contracts are immutable programs running on blockchains, which provide confidentiality
of the computation carried out on blockchains [54, 23]. Although these chains can be designed more
carefully to reduce the overhead for simple transactions, they aim to support general computation on the
smart contracts which can blow up to a very large number of constraints as there may be very complicated
logic that gets executed involving cryptographic functions such as signature verification. With zkSaa$,
users can potentially pay a tiny transaction fee in exchange for a seamless experience akin to current
centralized payment methods.

Statements involving Ethereum Wallets. Ethereum uses EADSA signatures for authentication of trans-
actions over the ed25519 elliptic curve which is not proof friendly. As a result, one needs to emulate non-
native 256-bit field arithmetic which is quite expensive. The verification circuit of an EdDSA signature
costs over 2.5 million R1CS constraints® and the proving key itself is 1.6 GB in size. Common tasks such as
proof of membership viz. I own an Ethereum wallet out of these set of 1024 wallets” become impractical
on mobile devices as the statements are simply too large and lead to memory exhaustion.

Combating Disinformation. It was shown that zero-knowledge proofs can be used to prove that images
appearing in news articles underwent an approved set of transformations from the time of creation [63].
This is particularly helpful in allowing reporters to hide sensitive content while at the same time proving
authenticity of the image. While fast generation of zk-SNARKSs is possible for images, doing the same for
compute-heavy video files is currently far from practical and our zkSaaS-framework could aid in carrying
out such a computation.

Verifiable Private ML Inference. A user can commit to a machine learning model and provide a proof
of inference on this machine learning model, which can be used to verify accuracy of a machine learning
model or to ensure that a certain entity who claims to use Al for a task is actually producing predictions
using a machine learning model. Since circuits for inference can be quite large as the models grow in size,
they quickly become impractical to prove even on consumer grade laptops. Again, the data used to train
this model could be patient health records for example which cannot be placed on servers that do not
comply with HIPAA®. Hence, a solution is to use zkSaa$ to compute proofs of inferences where no server
sees sensitive information.

1.3 Related Work

Some prior works [55, 31] have considered building MPC-as-a-service, which involves deploying MPC in
a volunteer-operated network (like blockchains). However, such protocols are built for generic function-

"https://github.com/zcash/librustzcash
$https://github.com/Electron-Labs/ed25519-circom
*https://www.hipaajournal.com/
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alities and do not offer efficient solutions for our specific goal. In a different line of work (unrelated to our
goal), MPC has been used to securely sample the common parameters used in zk-SNARKs [8, 24, 57].

A different line of work has considered the problem of speeding-up the zk-SNARK prover time, but they
either do not hide the witness [80, 70], or lead to [25] linear verification time with a security guarantee that
is weaker than both our framework and the collaborative zk-SNARK framework [64]. Some prior works
have also studied other distributed models of proof systems, including ones where the statement is shared
amongst multiple verifiers [1, 17, 18], or where there are two (or more) non-colluding provers [4, 13].

Our goal in some sense is very similar to the design of MPC protocols, where the total computation and
communication is independent of the number of parties, which has been the focus of a significant line of
research [35, 34, 40, 45, 6, 46, 48]. However for arithmetic circuits, most of these require round complexity
linear in the multiplicative depth of the circuit, which is not ideal in our setting since the prover algorithms
in zk-SNARKSs typically don’t have a constant multiplicative depth. Moreover, representing cryptographic
operations such as group exponentiations as an arithmetic circuit and computing them inside an MPC is
extremely inefficient. Therefore, naively using these protocols in computing a zk-SNARK will result in
inefficient solutions.

More recently, in a concurrent and independent work, Chiesa et al. [29] also considered the problem of
private delegation of zk-SNARKSs for faster proof generation. However, their model is quite different from
ours. In particular, they assume that the client remains online throughout the computation and actively
participates in the zk-SNARK computation along with the servers. For this, they design an MPC protocol
(that is run between the servers and the clients) for zk-SNARK computation leveraging the fact that one
of the parties (i.e., the client) is always honest and the witness need not be hidden from them. Their goal is
to essentially “reduce” the work done by the client. In contrast, in our setting, after sharing the extended
witness, the client does not need to do any work and can delegate the entire zk-SNARK computation to
the servers.

1.4 Future Directions

A promising direction for future work would be to eliminate the need of a single large server in zkSaaS.
In our current solution, this large server is only needed for our distributed protocol for FTT. Potential
approaches for avoiding this could be - (1) Designing a more efficient subprotocol for for distributed
computation of FFT or (2) designing zkSaa$S for zk-SNARKs that do not use FFT operations e.g. Orion
[82], Brakedown [44], Hyperplonk [27]. Another interesting problem would be to enable faster generation
of the extended witness in a similar framework. Finally, as discussed in Section 1.1, it would be interesting
to formally demonstrate how the protocols developed in this work can be augmented to achieve security
against malicious servers.

Paper Organization. We start by establishing some notations in Section 2. We then formally define
zkSaaS- in Section 3, and give an overview of the popular zk-SNARKs of interest (Groth, Marlin and
Plonk) in Section 4. A detailed technical exposition of each of our distributed sub-protocols (FFT, MSM
and sum of partial products) appears in Section 5, and we show how to build a zkSaa$S for a specific class
of zk-SNARKSs in Section 6. Finally, we discuss the concrete efficiency of our scheme in Section 7.

2 Preliminaries

For any n € N, we use [n] to denote the set {1,---,n} and for 7, j € N with ¢ < j, we use [4, j] to denote
the set {i,7+ 1,...,7}. We denote a vector of ¢ elements from a field ¥, (x1,---, 2¢), by x. For any two
vectors x and y, the component-wise multiplication is denoted by x @y := (z1-y1,--, x¢ - y¢). We always
use capital letters (e.g. X) to denote elements from a group G, and correspondingly X denotes a vector of



¢ group elements (X1, -+, Xy). We use a multiplicative notation for our group operations throughout the
paper. We begin by describing the notations specific to linear secret sharing schemes used by us.

Linear Secret Sharing Schemes. In this work we make use of polynomial based, regular threshold secret
sharing scheme as well as a packed secret sharing scheme. For regular threshold secret sharing, we use
[x], (x) to denote shares of a value x, w.r.t. to a degree ¢ and n — 1 polynomial respectively. For packed
secret sharing, we use [x], {x)) to denote shares of a vector x w.r.t. to a degree D and n — 1 polynomial
respectively, where we assume that the length of x is £ € O(n) and D =t + £. We use [x];, (x);, [x]i, (x)i
to denotes shares held by a party P; and [z]g, ()5, [x] s, (X)) s to denote the shares held by a subset S of
the parties. Finally, we use functions [x] < share(F,x,t) and [x] < pshare(F,x, D) to compute shares
and open(F, [x], D) and open(F, [z],t) to reconstruct shares.

In the subsequent sections below, we formally define bilinear groups, zk-SNARKs and secure multi-
party computation.

2.1 Bilinear Groups

Let (G1,Ga, Gr) be cyclic groups of prime order ¢ with generators g1 € G1, g2 € Gao. e: G; x Gy > G be
an efficiently computable and non-degenerate pairing, such that e(h{, hg ) = e(h1, ho)®, foralla, B e Fy,
and all h1 € Gy and hs € Go.

2.2 Succinct Non-Interactive Arguments of Knowledge

In this section, we provide a formal definition for the notion of zero-knowledge succinct non-interactive
arguments of knowledge (zk-SNARKs).

Definition 1 (zk-SNARKs [50]). Let R be a relation generator that given a security parameter A in unary
returns a polynomial time decidable binary relation R. For pairs (¢,w) € R we call ¢ the statement and w
the witness. We define R to be the set of possible relations R that the relation generator may output given
1. We will in the following for notational simplicity assume X can be deduced from the description of R. The
relation generator may also output some side information, an auxiliary input z, which will be given to the
adversary. An efficient prover publicly verifiable non-interactive argument for'R is a quadruple of probabilistic
polynomial algorithms (Setup, Prove, Ver, Sim) defined as:

— (crs, ) < Setup(1*, R): The setup takes the security parameter \ and the relation R as input and produces
a common reference string crs and a simulation trapdoor 7.

— 7 < Prove(crs, R, ¢, w): The prover algorithm takes as input a common reference string crs and (¢, w) €
R and returns an argument .

— 0/1 « Ver(crs, R, ¢, ): The verification algorithm takes as input a common reference string crs, a state-
ment ¢ and an argument m and returns 0 (reject) or 1 (accept).

— m < Sim(R, 7, ¢): The simulator takes as input a simulation trapdoor T and statement ¢ and returns an
argument ¢.

We say that Y = (Setup, Prove, Ver, Sim) is a zk-SNARK if it satisfies completeness, , succinctness, computa-
tional knowledge soundness and zero-knowledge as described below:

— Comgpleteness. Completeness says that, given any true statement, an honest prover should be able to
convince an honest verifier. Forall A\ e N, R € Ry, (¢,w) € R

Pr [(crs,r) < Setup(1*, R); 7 < Prove(crs, R, ¢, w) : Ver(crs, R, ¢, w) = 1] > 1 - negl()).



— Zero-Knowledge. An argument is zero-knowledge if it does not leak any information besides the truth
of the statement. We say that Y. = (Setup, Prove, Ver, Sim) is zero-knowledge if for all A € N, (R, z) <«
R(1*), (¢, w) € R and all adversaries A

Pr [(crs,r) « Setup(1*, R); < Prove(crs, R, ¢, w) : A(crs, R, ¢, 7,7) = 1]
~. Pr [(CI’S,T) « Setup(l)‘,R); 7w« Sim(R,7,¢) : A(crs, R, ¢, T,7) = 1]

— Computational Knowledge Soundness. We say that ¥ = (Setup, Prove, Ver, Sim) is an argument of
knowledge if there is an extractor that can compute a witness whenever the adversary produces a valid
argument. The extractor gets full access to the adversary’s state, including any random coins. Formally,
we require that for all non-uniform polynomial time adversaries A there exists a non-uniform polynomial
time extractor X 4 such that

(R, z) < R(1"); (crs, 7) < Setup(1*, R);
Pr ((p,m);w) « (A|Xa)(crs, R, z) : < negl(\).
(¢, w) ¢ R and Ver(crs, R, ¢, m) =1

— Succinctness. A non-interactive argument of knowledge where the verifier runs in polynomial time in
A+ |¢| + log(|R|) and the proof size is polynomial in X + log(|R|) is called a pre-processing SNARK. If we
also restrict the common reference string to be polynomial in \ + log(|R|) we say that the non-interactive
argument is a fully succinct SNARK.

In recent years, several SNARK constructions have been proposed both in the random oracle model
and the standard model based on a variety of assumptions. The above definition is in the crs-model, but
can be easily adapted to the random oracle model [30].

3 zkSaaS Framework

As discussed earlier, zkSaaS is a collaborative zk-SNARK [64] framework, where a client delegates the task
of computing a zk-SNARK to n-servers. To realize our goal of enabling fast computation of zk-SNARKSs,
the resultant zkSaa$S protocol must ensure that — (1) the work done by the clients is minimized and (2) the
work required to compute the zk-SNARK gets divided across all servers.

RICS Format. Let us briefly recall the structure of existing zk-SNARKs. Different zk-SNARKSs work with
different representations of the relation R - e.g., quadratic arithmetic programs [65, 70], low-depth cir-
cuits [16, 33, 43, 74, 75, 76, 77, 81, 86], binary arithmetic circuits [39], etc. The most popular representation
amongst state-of-the-art proof systems [9, 28, 50, 51] is known as the rank-1 constraint systems (R1CS)
that generalizes arithmetic circuits.

Proof systems working with this representation proceed in two steps: (1) First, extend the given (short)
statement-witness pair (¢, w) into a satisfying assignment z for the RICS relation. The length of this satis-
fying assignment is proportional to the size of the relation. (2) second, give an argument of knowledge for
this satisfying assignment for the RICS relation. Step 1 is inexpensive and only requires non-cryptographic
field operations, while Step 2 requires more expensive cryptographic operations and is typically the bot-
tleneck.

Our Framework. zkSaa$ is essentially a secure multiparty computation (MPC) protocol for computing
zk-SNARKS, between a client and n-servers.

Client. Since Step 1 of the proof generation is inexpensive, we assume that client performs this



Definition 2 (zkSaaS). Let \ be the security parameter, n be the number of parties, R € R be an
NP-relation and X = (Setup, Prove, Ver,Sim) be a zk-SNARK for R such that: the prover computa-
tion time is Tprover = Ttield + Terypto, Where Tielq and Terypio are the times taken by the prover for the
field operations and cryptographic operations, respectively; the prover space complexity is Sprover. Let
(Preprocessing, Ilyniine) be a tuple defined as follows:

— Preprocessing(crs, 1) — prey, ..., pre,, : This is a PPT algorithm that takes the crs output by Setup
and the number of servers n as input and outputs correlated randomness pre; for each server P; (for

— Igniine(crs, ¢, w, prey, ..., pre,) — 7 : This is an MPC protocol between a client C and n servers
P1,...,Pn. The client has the statement ¢ and private input w. It sends messages to each of the
n servers in a single round. Given these messages, ¢ and their respective correlated randomness
preq,...,pre,, the servers then engage in an interactive protocol amongst each other to compute a

proof Tr.
We say that I1 = (Preprocessing, Iloniine ) is a zkSaaS for X, if the following properties are satisfied.

1. Completeness: For all (¢, w) € R, the following holds:

crs < Setup(1?)
Pr| preq,...,pre, < Preprocessing(crs, 1) |Ver(crs,¢,m) = 0] < negl(\)
T < 1_[online(crs7 ¢7 w, preg, .- .., pren)

2. t-zero-knowledge: Let crs < Setup(1*), prey, ..., pre, < Preprocessing(crs,1™). For all semi-
honest PPT adversaries A controlling at most a t-sized subset Corr c [n] of the servers, there exists an

efficient Simulator Sim,saas, such that the following holds for all ¢, w (whereb < R(¢p,w) € {0,1}):

{viewf! [, w]} % {Simksaas(crs, ¢, b, {pre; }iccor )}

online

here viewﬁon“ne[qﬁ, w] denotes the view of A in an execution of Ionjine(crs, ¢, w, pre, ..., pre, ), and
we use ~. to denote computational indistinguishability between the two distributions.

3. Efficiency: 11 = (Preprocessing, oniine ) satisfy the following efficiency requirements:
Preprocessing: The computation complexity of the Preprocessing algorithm is o(T¥elq). For each i €
[n], size of the correlated randomness |pre;| € O(Sprover /).

Client: Computation complexity of the client o(Tselq) field operations.

Special Server P1: The first server has a computation complexity of o(Tteq) field operations and
O(Terypto/n) cryptographic operations. It’s space and communication complexities are O(Sprover)
and o(Tfeid), resp.

Other Servers Py, ..., P,: All other servers have computation complexity of o(Tfeq/n) field and
O(Terypto/n) cryptgraphic operations. Their space and communication complexities are O(Sprover /1)
and o(Tfeid/n), resp.

step and “securely” shares the resulting satisfying assignment z with the servers at the start of the
protocol. To compute this satisfying assignment, the client essentially needs to represent the original
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relation R as an arithmetic circuit Cp and compute all the values induced on the intermediate wires in
circuit Cp when evaluated on inputs (¢, w). These intermediate values form the satisfying assignment z
for the corresponding RICS relation. Looking ahead, in our construction, the client (pack) secret shares
[38] the vector z with the servers.

Computing and sharing this satisfying assignment requires O(|R|log N) ~ O(|R|) field operations
and very little space. Indeed, observe that the client can do this computation in a streaming fashion, where
it computes a fraction of the circuit at a time and secret shares the resulting wire values before proceeding
with evaluating the next part of the circuit, thereby minimizing the required space. However, if the client
is unwilling, this computation can also be done via an MPC protocol, where the client only needs to share
the original statement-witness pair (¢, w) with the servers, who then run a generic MPC to compute Cp
and obtain shares of z.

In this work, we focus on designing an efficient protocol for Step 2, which is the main bottleneck in
the computation of existing zk-SNARKs.

Servers. Given shares of the extended witness, Step 2 is executed via an MPC protocol between the
servers. We want the total computation and space complexity of this protocol to be asymptotically
identical to that of computing the zk-SNARK by a monolithic entity.

Let the space complexity of the underlying zk-SNARK be Sprover and the computation complexity
be Tkelq field operations and T¢rypto cryptographic operations. Then, our zkSaaS-framework guarantees
the following efficiencies: first, in terms of space complexity, one of the servers requires a O(Sprover)
space, while all others require a O(Sprover/n) space; second, in terms of computation, the cryptographic
operations are almost equally divided amongst all the n servers, i.e., all the servers perform O(Tcrypto/1)
cryptographic operations, and the remaining field operations are divided amongst the servers such
that the server with more memory performs o(7T¥eq)'° field operations, while the remaining (n — 1)
low-memory servers each perform O(Tfeq/n) field operations.

Pre-Processing. Finally, we assume that the servers get access to some correlated-randomness at the
start of this MPC protocol. This relation-independent correlated-randomness can be generated as part of a
pre-processing step with o(Telg) computation complexity (requiring only non-cryptographic operations).
This can be either be generated by the client or by the servers themselves using a generic MPC protocol.
Since the computation in this pre-processing phase is independent of the relation, it can be pre-computed
by the servers during downtime.

Communication and Round Complexity. Finally, we remark that in order to minimize the overhead
from communication, we want to limit the total communication to O(T¥eq) and restrict the number
of rounds of interaction between the servers to a constant value. zkSaaS-framework is formalized in
Definition 2.

4 Overview of Groth, Marlin and Plonk

In this section, we review the design of the prover algorithms in three widely used zk-SNARK construction:
Groth16 [50], Marlin [28] and Plonk [39]. We start by discussing the key components (that are often the
main bottleneck) used in the generation of Groth16-, Marlin- and Plonk-proofs.

Fast Fourier Transform, Polynomial Multiplication and Division. One of the key components
used to optimize prover computation is the Fast Fourier Transform (FFT), which helps evaluate a given

'*We note that here we are hiding a logarithmic factor in the n

11



polynomial at m points in O(mlogm) time. The prover computations also typically require additional
FFT-based computations:

1. Inverse FFT (iFFT) is used to convert m evaluations of a polynomial to the coefficient representation
of the polynomial in time O(mlogm).

2. Polynomial Multiplication, which given the coefficient representation, can just be computed using
one call each to FFT and iFFT along with m field multiplications and takes O(m logm) time.

3. Polynomial Division, which can actually be run by making two calls to polynomial multiplication-
takes O(mlogm) time, where m is degree of the dividend polynomial. For completion, we describe
the polynomial division protocol below. We want to efficiently divide a polynomial p; (X) € F[X]
of degree m; by a polynomial po(X) € F[ X ] of degree mgo and generate the quotient and remainder
polynomials. In [10], it was shown that this can be done efficiently using two sequential calls of the
polynomial multiplication algorithm as described below:

— Letpi(x) = PO a;z’ and py(x) = ¥ biz'. The goal is to find ¢(z) = PIVIr I gz’ and r(z) =
225—1 riz" such that p1(z) = g(x)p2(z) + r(z). This is equivalent to computing qo, ***, Gm;—m,
and 7g, -+, "m,—-1 such that:

Qm, bm, 0 ... 0
aml -1 bmg -1 ’ q :
. . mi-ms2
b le —m2+1
_ . ma . N :
bo q 0
1
0 bmg—l Tma-1
. . . q0 .
ai : :
ag bo o

— Here, we consider the first m; — mgo + 1 equations only, in which case there are no r;’s to solve
for. Let B be the (my —mso + 1) x (m1 — mo + 1) sub-matrix (with first m; — mso + 1 rows) of the
matrix (called a toeplitz matrix) with b;’s above. Then, by computing the inverse matrix'! B!
and multiplying with the sub-matrix of a;’s with first m; —ms + 1 entries'?, we get qo, **, @y —ms-

— Now, we can find r(z) directly by computing p1(z) — q(z)p2(z).

Thus, the total time taken to compute the inverse of B and the two polynomial multiplications (one
for computing ¢(z) and the other for r(x)) is O(mq logm,).

Multi-scalar Multiplications (MSMs). ~Multi-scalar multiplications are of the form [Te[,,,(X;)",
where y1,...,ym €F,and Xq,..., X, € G.

Polynomial Commitments. In interactive oracle proofs (IOP)-based zkSNARKSs, like Marlin and Plonk,
in each round, the prover sends polynomial oracles to the verifier, which are essentially encodings of the
witness, that the verifier can query. To convert these polynomial-IOPs to SNARKSs, the prover commits
to these polynomial oracles using a polynomial commitment scheme [56]. These commitments allow a

"In [61], it is shown how to compute inverse of a triangular k x k toeplitz matrix in time O(klog k). Morever, the inverse
matrix is also a triangular toeplitz matrix.

?Here we use a standard property of the triangular toeplitz matrix, B, described by the vector (bs, -+, bo): The matrix product
B(ao, -+, ar)" represents convolution of (b, -, bo) and (ao,, ax), which is just the polynomial multiplcation of the corre-
sponding polynomials with these coefficients.
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prover to commit to a univariate polynomial p(X) € F[ X ] and get a com, such that the prover can later
open to an evaluation of p(X) at any point z, while giving a proof 7 of correct evaluation. Formally, a
polynomial commitment scheme consists of a tuple (PC.Setup, PC.Commit, PC.Eval) such that:

— PC.Setup(d) — pp: for polynomials up to degree d, the setup generates the public parameter.
— PC.Commit(pp, p,7) — com: generates the commitment of a polynomial p, using randomness 7.

— PC.Eval(pp, z,y,com;p,r) — 0/1: this is a protocol between the prover and verifier, where verifier
accepts and outputs 1 if and only if com commits to a p such that p(x) = y. Only the prover knows
p&r.

The security requirement from such commitment schemes is that the encoded polynomial, p, correspond-
ing to the witness remains hidden from the verifier, and on the other hand, a cheating prover should not
be able to convince the verifier of a wrong evaluation (in fact a stronger extraction property is needed).
The formal definitions of the security guarantees needed for the SNARKSs can be found in [28, 39]. Keeping
in mind our goal of designing a custom-made protocol for our zkSaaS-framework, we look at the spe-
cific polynomial commitment scheme used in these SNARKs. The most popular polynomial commitment
scheme is the KZG commitment [56] scheme. To compute these commitments, the prover needs to perform
the following functions: (1) to generate the commitment, the prover needs to run the MSM function on d
field and group elements and (2) to generate the proof, the prover needs to perform polynomial division
and then invoke the MSM function on d field and group elements. We now give a detailed description of
KZG commitments explaining the above observations.

KZG Commitments. [56] This polynomial commitment scheme is used both in Marlin and Plonk"?.
Consider the bilinear groups from Section 2.1 with generators g1 € G1, and g2 € Go2. To commit to a
polynomial p(X) € F[ X ] of degree d, do the following:

— PC.Setup(d) : Sample a < and output pp := (g7, ... ,gf‘d, g5). The « is a trapdoor, which must
be discarded for security.

— PC.Commit(pp, p) : output com = gf(a), which can be computed as Hflzo(g?i )Pi, where p;’s are the

coefficients of the polynomial p.

— PC.Prove(pp, p, z) : compute the quotient and remainder polynomials ¢(X') and r(X) correspond-
ing to the division (p(X) - p(x))/(X — ), and output 7 = gg(a), computed as [%,(g¢" )% where
q;’s are the coefficients of ¢(X). Note here, the remainder r(X) must be zero.

— PC.Check(pp,com,z,y, ) : outputs 1 if and only if e(7, g5 - 957) = e(com - g; ¥, g2).

the PC.Eval protocol involves the prover running the PC.Prove procedure and the verifier accepting if and
only if PC.Check outputs 1. The security of the scheme holds from the fact that (p(X) —p(z)) is divisible
by X -z, thus making the remainder (X ') a zero polynomial, if and only if p(z) = y. The detailed security
analysis can be found in [56].

Note that, in the above KZG commitments, the underlying operations that the prover performs are:

— To generate the commitment, the prover needs to run the multi-scalar multiplication on inputs
d
Do, ---,pd € Fand g1,97,...,97 € Gy to get com.

“Extensions of this protocol are used in [28, 39] and our framework can be setup for these extensions as well, but for ease of
exposition, we explain the KZG scheme without these optimizations.
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— To generate the proof, the prover needs to run the polynomial division to get quotient ¢(X ) and
remainder r(X) on dividing p(X ) -z by (X —z). Finally the proof 7 is generated by again invoking
the MSM function on qo, ...,qq € F and g1, g7, . .. ,g?d € G1.

Sumcheck Protocol. Marlin relies heavily on what is known as a sumcheck protocol for univariate
polynomials. For a polynomial oracle p(X) € F[X] sent by the prover, this involves giving a proof of
the fact that evaluations of p(X) on the set S := {1,w,...,w™ !}, sums to some value o € F, where w
is the m-th primitive root of unity in the field F. It was shown in [9] that },.gp(z) = o, if and only if
p(X) can be written as (X)) - X + /|5, for some ¢(X) € F[ X ]. Thus, the prover in the polynomial-IOP
first evaluates the polynomial ¢(X') by dividing the polynomial p(X) — ¢/|S| by X and sends ¢(X) as
an oracle. Hence, for running each sumcheck, the prover in Marlin invokes polynomial division before
committing to this polynomial using the polynomial commitment.

Partial Products. In Plonk, the prover needs to compute (for reference, see round 2 of [39, Section
8.3]) partial products of the form JT;(; p(wi™) for all j € |S|, where p(X) € F[X] is some polynomial
(which in turn is some encoding of the witness), and S := {1,w, ...,w™ 1}, where w is the m-th primitive
root of unity in the field F. The prover uses this in computing the polynomial z( X') obtained by additional
polynomial multiplication and addition operations and sends it as an oracle in the polynomial-IOP protocol.
In the final Plonk protocol z is committed using the polynomial commitment.

4.1 Groth16, Marlin, and Plonk Provers

We now briefly describe how each of the three zk-SNARKSs that we consider can be computed via some
combination of the above functions.

Groth [50]. Groth16 is the smallest, non-interactive zk-SNARK, where the prover only sends 3 group
elements to the verifier. This construction makes use of a structured CRS consisting of group elements
proportional to the number of constraints. To generate the proof, the prover needs to compute a polyomial
multiplication, polynomial division and a constant number of multi-scalar multiplications with the group
elements in the CRS. As a concrete example, we give a detailed description of this proof system in Section
A and explain in detail how one would compute this using our zkSaa$S framework.

Marlin [28]. Marlin is a six round protocol, where overall, the prover generates the KZG polynomial
commitments of 21 polynomials, and requires the following operations, each called for a small constant
number of times: three sequential calls to the sumcheck protocol with each call additionally needing a
call to polynomial division, all involving polynomials with a degree bound of the size of the relation, and
polynomial additions. As a final step, this interactive protocol is converted to a SNARK using the Fiat-
Shamir transformation.

Plonk [39]. Plonk on the other hand is a five round protocol, where overall the prover generates the
KZG polynomial commitments of 9 polynomials, and requires the following operations, each called a small
constant number of times, to generate these polynomials: polynomial multiplication and division involving
polynomials with a degree bound of the size of the relation, partial products, and polynomial additions.
This interactive protocol is also converted to a SNARK in the RO model. As a concrete example, we give
a detailed description of this proof system in Section B and explain in detail how one would compute this
using our zkSaa$S framework.

5 Distributed Sub-Protocols for the zkSaaS Framework

For each of the sub-functions (FFT, MSM, Sum of Partial Products) discussed in section 4, we build custom
MPC protocols. Looking ahead, we show how to compose these protocols, to design a zkSaa$ for a specific
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subclass of zk-SNARKSs.

For our protocols in this section, we rely heavily on some standard sub-protocols, from the secret shar-
ing based-MPC literature. A description of these sub-protocols can be found in Section C. For readability,
we include here, a list of the ideal functionalities that these sub-protocols realize and that our custom pro-
tocols in this section invoke. frang (and forand resp.) are used for generating secret shares (and packed
shares resp.) of random values (and vectors resp.). fyoupleprand 1S used for generating two packed sharings
of a random vector w.r.t, degrees D and n —1. f | , (and f,,, e Tesp.) are used for multiplying secret
shares (and packed shares resp.) of random values (and vectors resp.). fpsstoss is used for transforming
packed shares to regular threshold shares. fssopss can be used for transforming regular shares to packed
shares. Finally, fpermute is for permuting a set of pack secret shared vectors.

5.1 Distributed Protocol for Fast Fourier Transform

Before formally defining our distributed FFT protocol, we give an overview of our key technical ideas.

5.1.1 Overview of our Protocol

The fast Fourier transform (FFT) algorithm is a recursive divide-and-conquer algorithm that helps evaluate
a polynomial at multiple points efficiently. In particular, to evaluate a polynomial p(x) € F[ X ] of degree
m — 1 at the points S = {w’ : i € [m]}, where w is the m-th primitive root of unity in the field F, FFT does
the following: At level ¢ = logm, each of the m polynomials will be evaluated at a single point, which is
the identity element in 1 € IF. Subsequently, given the evaluations at level i (for any i € [log(m), 1]), the
FFT algorithm gives us evaluations at the level 7 — 1 in the following way: For each j € [2¢71], and each
ke [m/2'],

a:;_l’k = xé’j’.ﬂ_l + wsz x;’jk &

w;—17(m/21)+k - ‘Té}]‘g—l + o((m/2)+k)2¢1 5512]’“
At the end (¢ = 0), the algorithm outputs all the m evaluations of p at S. We represent the recursion by the
following function defined for each i = logm, ..., 1:

Fer ({25} jepaiywemyz)) = {25 Y et Lrefmyzio1) (1)

Flog m 14

Here, the input to F 5" are the values z; = x;.og ™! for each j € [m], representing the evaluations
of each of the m polynomials of level ¢ = logm at the single point 1. Note that FFIFT outputs the re-
quired evaluations {p(1), p(w),...,p(w™!)}. Using this notation, the FFT algorithm can be written as
Frer (@1, o, ) = Frer (F2er (o Fr8™ (21, ).

An Alternate View of the FFT algorithm. Our goal is to compute Frpt via a secure MPC protocol.
Notice that FFT is a logarithmic step algorithm, while we want a constant round MPC protocol for com-
puting it. Towards designing such a protocol, we begin by making some key observations about FFT, and
abstracting the main idea behind our final MPC protocol. For ease of exposition, consider an example
where the input size is m = 32. We want to convert the linear function evaluation on each pair of values
(at each recursive level 4), into a linear function evaluation on a pair of vectors (of say £ = 4 values) and be
able to recurse on these vectors. Looking ahead, this will help us to pack share these vectors together and
locally compute on them.

" For p(X) = Yic[m] Ci-1 271, the ;s are just a rearrangement of the ¢;’s, obtained by recursively reordering the ¢;’s as: put
the even indexed terms at each level on the left and the odd indexed terms on the right. Continue the recursion for log m steps.
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5,1 5,1

1. FFT Step I: Since log m = log 32 = 5, the inputs to the FFT algorithm will be 27", ..., x5, . The next level
i = 4 of the recursion is computed as: x?’l = :Bgﬁﬁww-xg’jl and x?’Q = xg}{1+w32-xg}1, foreach j € [16].
We now look at the same step as being computed on a vector instead of individual values. Suppose
we group ¢ = 4 elements to get the following 8 vectors at level ¢ = 5: x?’l = x?’l,:ﬁg’l,x?l,x?’l),

51 _ . 51 51 51 51 51_ /.52 52 52 52
Xy = (g wg s wg )X = (g5 X555 Ty 5 T3

Observation I The key observation here is that, each pair of vectors Xg’jl and Xg}-l_l are used to compute

two vector evaluations Xjf’l (which uses w'%) and X?Q at the level i = 4 (which uses w??), for each j € [4].
In other words:
. 41 _ 51, 16 _5,1 42 _ 51 32 _51
Vje[4], X, =Xyl AW Xyl &XT =XKL AW Xy
2. FFT Step II: We want to continue to compute on pairs of vectors linearly to obtain the next recursive
step ¢ = 3. However, note that now xé}l_l and xg;.l do not contain the values that are linearly combined

. . . 4,1 41 41 41 41 4,1
in the next recursive step of FFT. For instance we have vectors x;"" = (z]",xy ", 23,2, ) and X, =
4,1

41 41 41 41 . . 41 .41 141
(r5", g, 27, g ), while the values that we want to combine are ;" with 2", and ;" with 2"

Observation II. The key observation that we make to resolve this issue is that, if at level 7 = 5, we had

. 50 _, 51 51 51 51y 51 _, 51 51 51 51
started with vectors: X7 = (27", 2., xy ", 213 ), X5~ = (25", z¢", 27, , 27y ), etc., then Step 1 would

. 4,1 41741 "a1 4Ty 41 _ 41 41 41 41
have led 5101the Veit?rs (ati=4):x = (277,23 057,27 ), Xy = (xy, 2, 25 ,xg" ), etc. These
vectors ;" and X, can now be combined using a linear combination, the same way as we did in step
1, to get X:f’l and X:I”z (and similarly others) of level ¢ = 3. But, this reordering will only help us for this

level and we run into the same issue when computing the next level ¢ = 2.

MPC for FFT. The key point from observations I and II above is that in order to continue doing the FFT
computations for each recursive level as a linear combination of vectors, instead of individual values, we
must take the initial vectors at level i = 5 to be such that the values 2>**’s in the same vector have the J’s
as far away as possible- this ensures that we push our problem down to as far a recursive layer as possible.
However, even with the best ordering that we start with, we would reach a recursive level beyond which
we cannot hope to compute on the vectors through a linear combination. Our MPC protocol combines
the above key idea of packing the inputs into vectors such that local computations can be performed on
them for as long as possible, along with additional techniques to overcome the challenge in computing the
remaining recursive layers.

For m inputs, we start with a packed sharing of ¢-sized vectors at level ¢ = logm: X?gm’l = (x?gm’l

logm,1 logm,1
mig o Tmen)

5

), for each j € [m/¢]. As discussed above, this allows us to locally compute on the
J

shares at each recursive layer (as in Steps 1 and 2) until level ¢ = log ¢ + 1, beyond which we cannot do a
local computation.

Beyondi = log : One approach that comes to mind is to rearrange the elements packed together (using
some interaction) in such a way that a similar local computation can be done. However, one can observe
that doing such a rearrangement actually leads to another problem- each pair of vectors are combined now
using a vector of the w®’s (instead of a single one), which leads to an “interactive” multiplication protocol
at each level. This approach does give a feasible solution, but requires the parties to communicate at each
of the remaining log ¢ levels. Furthermore, the total communication in each round is O(m) which will
become a bottleneck when dealing with a large constraint size.

We minimize the number of communication rounds and give a more efficient solution than the above
by making use of our all powerful server and just two rounds of communication. On a high level, this
uses the fact that FFT (and each of its recursive layer) is a linear function, i.e.: Fier((z1+71),..., (zm +
Tm)) = Fier (21, ..o, 2m )+ Fier (71, . .., 7). Suppose that the parties get packed shares of random values
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(r1,...,7m) and packed shares of (s1, ..., S, ) generated as:

log ¢
(317"'78771) = FFlFT(FlgFT("‘FF?:g';r (Tl,...,rm)))

Then, the packed shares of the level i = log ¢ are masked using the packed shares of (71, ...,7,,) locally,
and sent to the powerful party P;. Now, P reconstructs, computes the remaining recursive levels of FFT
until ¢ = 1, and sends the packed shares of the output to all parties. By virtue of linearity, the parties
can obtain packed shares of the FFT output by locally subtracting the packed shares of (s1, ..., $;,). This
securely reduces the communication rounds to two'>.

We now present a detailed description of this protocol and show how to use the above protocol to
devise distributed protocols for inverse FFT, polynomial multiplication and polynomial division.

5.1.2 Our Protocol

Our goal is to compute Frer in a distributed and secure way. Let ¢ be the packing constant. For each i ¢
[m/l], letx; = (a;, Ty, ,J:wﬂ.). The ideal functionality frrt from Figure 1 takes [x1], ..., [%,/¢]
as input and computes the packed shares of the output of the FFT algorithm described above, i.e., the
evaluations of p on S. We now describe our complete protocol in Figure 2, and the ideal functionality that
this protocol realizes is described in Figure 1. This protocol requires parties to start with some correlated
randomness.

The functionality frrr(FrrT)
The functionality fgrr, running with a set of parties {Py,...,P,} and the ideal adversary Sim pro-
ceeds as follows:

— freT receives the set of corrupted parties, denoted Corr c [n].
— frFT receives shares [x1],. .., [X;,/,] from all parties.
— For each j € [m/{], frrT receives from the adversary a set of shares {u; ; }iccorr-

— For each i € [m/{], ferr runs open(F, [x;], ¢) to obtain (2, xm ;... ,xm(i_l)ﬂ.).

— frFT computes 21, ..., zm = FEpr(21, ..., Zm ). For each j € [m/l], let z; = (2i)ie[(j-1)+1,50]-

— For each j € [m/{], fert samples a random sharing of z;, such that the shares of the corrupted
parties are identical to those received from the adversary, i.e., {w; j }iccorr-

— frrT distributes the shares of z1, .. ., z,/, to the honest parties.

Figure 1: Ideal Functionality for Fast Fourier Transform

The protocol gt
Inputs: Every party P; holds packed shares ([x1], ..., [¥¢])-
Pre-Processing: For each k € [m/(], every party P; holds packed shares (mask") and Junmask®].

Here mask® = {r¥ ... ¥} are random vectors unknown to any party and unmask® = {s¥, ... sk}
. . k k ol 2 log ¢ log ¢,k logl,k . _
is computed as: {sY, ..., 5/ }repm/e) = Frpr (Feer (- - Frpr ({r; 55 Y jete) ke[m/))))» Where T B4 =

A curious reader might wonder why the linearity doesn’t help us use the powerful server to compute all the recursive levels.
For input size m (which is as large as the constraint size), this solution leads to a O(mlogm) compute time for both the pre-
processing step and the server time, as opposed to our demand of O(m) compute time for both.
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r;-f for each k € [m/¢], j € [¢] and the F{-1’s are as defined in equation 1.
Protocol: The parties (P1,...,P,) proceed as follows:
1. Set [[xz.ogm’l]] := [x,] for each j € [m/{]. For eachi € [log(m),log(¢) +1], j € [271 /], k € [m /2],
all parties compute
i1,k ik il ik
[x; "] = [x5;4] + Wt [x3;1
i-1,(m/2Y)+k ik m/2 i1 ik
[[Xj (mf2+ I= [[XZj—lﬂ +w((m/2)+k)2 [[ij]]

2. For each k € [m//], all parties compute <(y110g€’k>> = [[xlloge’k]] + (mask"*)) and send them to P;.

3. For each k € [m/(], Py runs open(F, (y'*5“*)) to get (1185, ... ,yéogé’k).

0,k . log ¢ log ¢,k
4. Py computes {4, }repm) = Fper (Fer (- Fepr ({02 Y iete) ketmye)-

5. For each j € [m/{], let z; = (y?’k)ke[(j_l)ul,m. P1 computes [z;] < pshare(F,z;,t) and sends
[z;]; to party P; (for each i € [2, n]).

6. For each j € [m/{], parties compute [out;] = [z,] — [unmask?].

Output: Each party P; outputs {[out;]; } jcfm/e-

Figure 2: Distributed Protocol for Fast Fourier Transform

Lemma 1. Protocol mggT securely computes functionality fegt (c.f. figure 1) against a semi-honest adversary
who corrupts at most t parties.

Proof. Correctness. The correctness of the protocol follows directly from the discussion in the protocol
overview and the fact that every recursive step, 1, of the FFT protocol is a linear function.

Security Proof. Let Corr c [n], with |Corr| = ¢, be the set of corrupted parties. We show how to simulate the
view of Corr in the ideal world, given the input shares ([X1]corr; - - - ; [Xm/e] corr) of the corrupted parties.
The simulator S does the following:

For the pre-processing, & samples the random vectors {maskk}ke[m/g], and computes

{unmaskk}kg[m/g] = FIFT(FEFT(...F,I:‘,):g.rz({maskk}kg[m/g]))), as in the main protocol. Then, S
generates the shares (mask!)cor, - - ., {mask®) corr, [unmask!Jcorrs - - - , [unmask] corr, corresponding

to the corrupted parties.

For Steps 1 and 2, S sets [[xéog m’l]]corr := [x;]corr for each j € [m/¢] and locally computes: first, the

recursive steps to get [[Xllogz,k]]cmh for each k € [m//]; second, adds (mask®)cor to get «yllog&k»cm

for each k € [m/{].

For Steps 3,4 and 5, S first generates (ylloge’k, ey yéoge’k) for each k € [m//] at random, then computes

{y?’k}ke[m] = Pl (FEe (.. F#)FgTe({yéogz’k}je[@ke[m/g]))), as in the actual protocol and sets z; :=

(y(llk)ke[(j—l)fﬁ-l,jg] for each j € [m/¢]. Note that these intermediate values can be used when P; € Corr.
Then, S generates [z1]corr, - - - ; [Zm el corr- This can be done as the y}oge’k’s look random to Corr, by

the security of packed secret sharing.

Finally, S computes the output shares of Corr as [out;]corr = [2;]corr — ﬂunmaskj Jcorr for each j €

[m/{].
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Note here that for each step, by security of the corresponding packed secret sharing scheme (wher-
ever mentioned) and as the random mask;’s are hidden from all parties, S generates a distribu-
tion that is identical to the views of Corr in the real world. Hence, the ideal world distribution
IDEAL frrr corr.s (12, ([x1]s - - - [Xp/¢])), corresponding the functionality fer is identical to the real

world distribution REALy. corr,4 (1%, ([x1],- -, [Xm/e]))- O

Sub-protocols relying on FFT. We require three distributed sub-protocols: for iFFT, polynomial multi-
plication and polynomial division as described below.

— Inverse FFT (iFFT): The protocol mgpT is required to convert the packed shares of the evaluation repre-

sentation of a polynomial back to its coefficient representation. mpt oninput [x1],. .., [X;,/¢], runs
feeT (FipeT) on these inputs (i.e. replaces the use of Frpr with Fiper), where Fippr(21,...,Zm)
does the following: first, runs Frrt on (21, ..., T, ) using w™! (inverse in [F) in place of w, to get
(21,.--,2m); second, outputs —m’ - (21, ..., 2y, ), where m/ is such that m - m’ = |F| - 1.

— Polynomial Multiplication: The protocol Tpolymult is used to multiply p1 (X),p2(X) € F[X], of de-
grees mq and mg respectively (such that m; + mg < [F| — 1), given the packed shares of their coef-
ficients as input. It does the following: first, use frrr(FppT) to convert and obtain packed shares
([x1],-- -, [xm]) and ([y1],- - -, [ym]) of evaluations of p; (z) and p2 (), respectively, at m-points,
where m is a divisor of [F| - 1, such that m > my + mg; second, run fpack_mult, m times to get packed

shares of ([x1 @ y1],...,[Xm © ym]); finally run fepr(Fiper) on these packed shares to get the

packed shares of coefficients of p1 (X) - p2(X). Let the ideal functionality corresponding to polyno-

mial multiplication be denoted by fpoly—mult-

— Polynomial Division: This protocol Tpelydivide takes as input the packed shares of coefficients of
p1(X) € F[X] (of degree m1), a public polynomial (known to all parties) p2(X) € F[X] (of de-
gree mo < my1), and outputs the packed shares of ¢(X) (with my — ms coefficients) and (X)) (with
mg — 1 coefficients), such that p; (X)) = p2(X)q(X) + 7(X). The computation of the packed shares
q(X) and (X)) can essentially be done by two sequential invocations of the polynomial multipli-
cation functionality f,oly—mulit- Let the ideal functionality corresponding to a polynomial division be
denoted by fpoly-divide-

Complexity of our distributed FFT. Our protocol runs in two rounds, where in the first round each
party communicates O(m/{) field elements and in the second round, party P; communicates O(m/¢)
field elements to each of the remaining parties. P; does O((log? +logn)m + m(logm —log?)/¢) field
operations and has a space complexity of O(m). The remaining parties perform O(m(logm —logt)/¢)
field operations and require O(m/{) space.

5.2 Distributed Protocol for Partial Products
Before we formally define our distributed protocol for partial products, we give an on overview of our key
ideas.

5.2.1 Overview of our Protocol

We want to securely compute functions of the form Fpart (21, - ., ¥m) = (ITje[s] T )ie[m], in a distributed
way. When computing on a single machine, this function requires computing the x(; ;} := z1---z; values for
each i € [m] in a sequential order. Simply implementing this approach inside an MPC protocol will require
O(m) rounds. Moreover, since each step only requires multiplying two values at a time (i.e., z[; ;_1] and
x;), it is unclear how to leverage packed sharing to get a division of work amongst the parties.
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Our goal is to design a computation mechanism that is more amenable to parallelism and where we
can meaningfully use an approach based on packed secret sharing.

The key idea to achieve this comes from rewriting Fp, in the following way: Fpar(xi,...,x;5) =
(Tis Tliie1]s - 5 Tlig]) = (Fpart(:cwﬂ, . ,xiTm)‘:E[:hW])ie[Z]. Observe that the Fpa,t(wwﬂ, e
Zim )’s depend on disjoint subsets of the input x;’s. Thus, they can all be computed in parallel. In fact,
sirfce each of these Fpart (2 GDm oo @ %) are computed identically, albeit on a different set of inputs,

this is exactly the kind of SIMD computation for which packed secret sharing is most helpful.

MPC for F,5:. We start with a packed secret sharing of vectors x, . . ., Xon /b5 where x; is an /-sized vector
consisting of the j™ inputs ie., x; = (xj,x%ﬂ-, . ,xMH.), for each j € [m/¢]. We now compute
4

Foart([x1]; - - -, [Xm/e]) to obtain packed shares of (y; = (x[WH,WHJ)“W )je[m/¢] using known
techniques with O(m) total computation and communication. 4

A careful reader might have observed that while the above idea allows us to compute {y;} je[m/e]
simultaneously, doing this naively will still require O(m/¢) rounds. To avoid this, we observe that a
slightly modified version of Bar-Ilan and Beaver’s [5] constant-round MPC for unbounded multiplication
can be used to compute this in a constant number of rounds.!® We defer more details about this protocol
and the modification to the technical sections.

Finally, to compute Fpart (71, . .., Zm ), given the packed secret sharings of {y; } je[m ¢ from the previ-
ous step, we note that while computing these packed shares of {y } je[mm ¢}, the parties also inevitably end
up computing a packed secret sharing of the vector z = (z[y /1, Tmy1,2m) s Tpm) oy ).

Given {[y;]};e[m/e) and [z], our final step computes the shares of desired output:

1. Convert a packed sharing of z into regular threshold shares of the individual elements in z, ie.,

[2[1,myaq) - [m[m%‘”,m]]‘

2. Use the above modified version of Bar-Ilan and Beaver’s protocol on these shares to compute shares
(20 ,mya)s [2r2mpe)) - - [71m) )

3. Finally, for each j € [m/{], compute an inner product between [y;]] and packed shares of vector
(L, 2[1,m)e) Z[,2m/e)s - - - ,x[17m<?1>]).

5.2.2 Our Protocol

In this section, we formally describe our MPC protocol to compute Fpar:. Let £ be the packed secret shar-

ing constant. We assume the parties have packed secret sharings of the following vectors: Let k = m//.

For each i € [k], x; = (:Bi,z%ﬂ-, . ,:Em,(é—l)_H;). We describe the ideal functionality fpart—product in fig-
e

ure 3 which computes the shares of the required partial product of (1, -+, x,, ), when the packed shares
[x1], ..., [xx] are given as input. Our complete protocol is described in figure 4.

The functionality fpart—product
The functionality fpart—product. running with a set of parties {P1, ..., P, } and the ideal adversary Sim
proceeds as follows:

!We note that this protocol crucially relies on the fact that none of the values being multiplied are zero. Which is indeed the
case (w.h.p.) for our use-case in Plonk.
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— fpart-product receives the set of corrupted parties, denoted Corr c [n].
— frart—product receives shares [x1], ..., [x;] from all parties.

— frart—product receives from the adversary a set of shares {u; }iccorr-

— For eaChj € [k?], fpart—product runs open(JF, [[XjﬂvD) to obtain (:Ej’ x%*]" T ,$7m(1;—1)+j)-
- fpart—product computes (Z17 s 7Zm) = (Hze[]] wz)ye[m] For each j e [m/f], let Zj =
(Zj, Z%+j7 SRR Zm(i—1)+j)'

— fpart—product samples a random sharing of z;, such that the shares of the corrupted parties are
identical to those received from the adversary, i.e., {; ; }ieCorr-

— Jpart—product distributes the shares of z1,...,z,, Je to the honest parties.

Figure 3: Ideal Functionality for Partial Products

The protocol Tpart—prod
Inputs: Every party P; holds packed shares of the values to be multiplied ([x1],. .., [xx])-

Protocol: The parties (P1,...,P,) proceed as follows:
1. Invoke fprand 2k times to receive ([s1], ..., [se], [w1], ..., [wi]).
2. Computing Inverse: For each j € [k]

— Run f

vack—mult (s [8;], [w;]) to receive [v;], where v; = s; © w; and send [v,] to P1.

— Py runs open(FF, [v;], D) to obtain v; and sends v; to all other parties.
— Compute [[sj’-lﬂ = v;-l ® [w;].
3. Compute [y;] where y; = x; ® mask; by computing the following for all j € [k]

— Run f

pack—mult

(F, [s4], [x;]), to receive [x; ®@s;].
— Run [, mur(F, [x5 @ 55], [[sj_l]]) to receive [y;] and send [y;] to P;.
— Py runs open(F, [y;], D) to obtain y;.
4. For each j € [k], P computes y[1 ] = y1 ©...@y;. Thenrun f . (F, [[SII]],y[Lj]) to
receive [[sIl o) y[mﬂ] and finally run fpack—mult(IF’ [[SI1 o) y[lvj]]], [sj+1]) to receive [[z[l,j]]].
5. Run fpsstoss(F, [21,]) to get [h1], ..., [he].
6. Invoke frand 2¢ + 2 times to receive ([s1],...,[Ses1], [wi], .-, [wes1])-

7. Computing Inverse: For each j € [{+ 1]

— Run f,_ . (F,[s;],[w;]) to receive [v;], where v; = s; - w; and send [v;] to P;.
— Py runs open(IF, [v;],t) to receive v; and sends v; to all other parties.

— Compute [s;l] = U;l[w]'].
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8. Compute [y;] where y; = s h; - sj_il by computing the following for all j € [/]

— Run f_ . (F, [s;], [hj]), to receive [h; - s;].
— Run f . (F, [hj-s;5], [s;il]) to receive [y;] and send [y;] to P;.

— Py runs open(FF, [y;],t) to receive y; and sends y; to all other parties.

9. For each j € [£] compute y[; ;7 =41 ... y;. Thenrun f,_ . (F, [s1' -1, i1, [8)+1]) to receive
[Q[l,j]]-

10. Run fsstopss(F7 [1]7 [Q[l,l]]a SRR [Q[l,ﬂ—l]]) to get [[Q]]
11. For each j € [k], run f, o muie(F, [2[1 1], [Q]) to obtain [out;].

Output: Each party P; outputs {[[Olltj]]i}je[k]‘

Figure 4: Distributed Protocol for Computing Partial Products

Lemma 2. Protocol Tpart—prod Securely computes functionality foart—product (c.f-  figure 3) in the
Jorands fpack_mult, frands frmuits Josstoss, fsstopss-hybrid model against a semi-honest adversary who corrupts
at most t parties.

Proof. Correctness. The correctness of the protocol follows directly from the correctness of the underlying
functionalities, fprand, fpackfmult’ frands frmuits Josstoss, fsstopss and the discussion in the protocol overview.

Security Proof. The security of this protocol only holds when x; # 0, for all j € [m], except with a negligible
probability.'” Let Corr c [n], with |Corr| = ¢, be the set of corrupted parties. We show how to simulate the
view of Corr in the ideal world, given the input shares ([x1]corrs - - -, [Xx]corr) of the corrupted parties.
The simulator S does the following:

— For Step 1, the parties run 2k + 2 invocations of the ideal functionality furand, While S sam-
ples vectors of random values si,...,Sg41,W1,...,Wg+1 to generate the packed shares and get
[silcorrs - - s [Sk+1]corrs [W1llcorrs - - - » [Wk+1] Corr» corresponding to the corrupted parties.

— For Step 2, the parties run the ideal functionality f,

pack—mult*
j € [k + 1], generate the s;»l’s, and get [s7 ] corr - - - 5 [[s;}rl]]co”.

S can generate v; = s; ® wj, for each

— For Step 3, the parties call the f ., -functionality twice. S can just set the shares of outputs for
each of these calls as shares of some random vectors (by security of the packed secret sharing) and
picks y; at random for each j € [k] (since the s;’s look random to Corr, the y;’s also look random to

Corr. This is true only because the x;’s are all non-zero!).

— For Step 4, for each j € [k], S can generate Y[1,j] = ¥1 ©...®@yj,, compute s[l ©y[1,4) and z[y ;] =
SIl © Y(1,4] ©8j+1, and get [[SIl © Y[l,j]]]Corr and [[Z[l,j]]]Corr'

— For Step 5, S can output [h1]corr, [Pe]corrs s shares of random values (by security of secret sharing).

— For Steps 6-9, S does exactly the same thing as it did for Steps 1-4, except for replacing the role of

packed shares with regular shares, and the parties invoke the corresponding functionalities on regular
shares.

Looking ahead at our application of this protocol, we use this sub-protocol only for inputs that are all non-zero w.h.p.
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— Finally, for Steps 10 and 11, S sets [Q] corr and the final output shares of Corr, [out; ] corr for each j € [k],
to be shares of random values (by security of packed secret sharing).

Note here that for each step, by the security of the secret sharing and packed secret sharing schemes (wher-
ever mentioned) and since the y;’s look random to Corr (under our assumption that the z;’s are all non-zero
w.h.p.), S generates a distribution that is identical to the views of Corr in the real world, assuming that the

;s are all non-zero. Hence, the ideal world distribution IDEALy .. corrs (1, ([x1], - .., [xx])). cor-
responding the functionality fpart—product is statistically close to REAL, . . corr, A(17, ([x1],-- -5 [xk]))s
where the parties are all given access to the ideal functionality [, - O

Complexity of our distributed Partial Products Protocol. Our protocol runs in constant rounds,
where each of the small servers communicates O(m/¢) field elements. They perform O(m//) field op-
erations and require a space complexity of O(m/¢). While the big server, P, has a space complexity of
O(m) and performs O(m) field operations and communicates O(m) field elements. This is because of the
sub-protocol that we adapt from Bar-Ilan and Beaver’s [5] constant-round MPC for unbounded multipli-
cation. Since our distributed FFT protocol already assumes that one of the servers has more memory and
computational resources, this is the version we use in our implementation of Plonk. However, in Section
D we present an alternate protocol for distributed computation of partial products, where the total work
gets equally divided amongst all parties. In particular, each server in that protocol requires O(m/¢) field
operations, a space complexity of O(m/¢), and each server communicates O(m/¢ + n) field elements. We
note however, that unlike all of our other protocols (where the weak servers only need to communicate
with the client and the large server), that protocol requires point-to-point communication between every
pair of servers.

5.3 Distributed Protocol for Multi-Scalar Multiplications

Before we formally describe our distributed protocol for multi-scalar multiplication protocol, we give an
overview of our key ideas.

5.3.1 Overview of our Protocol

Polynomial-based secret sharing schemes typically only support arithmetic operations over a finite field.
Several zk-SNARKSs perform many elliptic curve group operations, such as multiplying group elements or
group exponentiations. Representing these group operations as an arithmetic circuit over a finite field and
computing it inside an MPC protocol is not feasible.

Prior works [73, 64] have explored generalizations of polynomial-based secret sharing schemes for
group operations. Let G be a group of order p, with generator g, such that each element A € G can be
represented as g“, where a € Z,. The main idea in these works is to first compute secret shares (say
S1,..-,8p) of the field element a, and then compute the shares of A as ¢°',..., ¢g°". This allows us to
perform arithmetic field operations in the exponent which can be used for group exponentiation and for
multiplying group elements.

— Addition in the exponent. Given packed secret shares of another vector B = (By,...,B;) € G, each
party P; can locally multiply their shares [A], - [B],, to get a valid packed secret sharing of C =
(A1 Bu,..., A¢- By).

— Multiplication in the exponent. Given packed secret shares of another vector of field elements b =

(b1,...,by) € Z%, each party P; can locally compute ﬂA]]EbL to get a packed secret sharing of C =

(A?l, . ,Ag‘ ). However, in this case, since the shares of a and b get multiplied in the exponent, the
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degree of the resulting sharing will be twice that of the original sharings. To reduce the degree, we can
use the standard ideas for degree reduction, albeit in the exponent.

MPC for MSM. Given the above observations, our idea for computing multi-scalar mul-
tiplications of the form Fysm(A1,b1...,Am,by) = [Tic[m) A?i is to first observe that
this decomposes as is quite intuitive. Observe, this computation can be decomposed as:
[Tic[e) (FMSM(Ai,bi,Ag”,bgH,...,A(%_l)gﬂ-,b(%_l)g”)). This is essentially equivalent to com-
puting ¢ instances of Fjysy in parallel and then multiplying the ¢ outputs. We compute this using PSS as
follows:

1. Assuming that the parties have packed secret shares of vectors A; = (A(j_1)¢+i)ie[q] and b; =
(b(j_l)gﬂ-)iem for each j € [m/{], the parties compute Fyysm function on these packed shares to get
packed shares of a vector C.

2. Convert [C] to regular threshold shares [C1],...,[C¢] of the individual elements in C.

3. Finally, the parties locally multiply these shares to get a sharing of the desired output.

5.3.2 Our Protocol

In this section, we formally describe our MPC protocol to compute the multi-scalar multiplication, Fiysm.
Let ¢ be the packed secret sharing constant. We assume that the parties have packed secret shares of the fol-
lowing vectors: Let k = m/{. For each i € [k] yi = (y(i—1)e+1,- - - Yie) and X = (X(io1yes1, - - -, Xir). We
describe the ideal functionality fpsm in Figure 5, which computes the shares of the required multi-scalar
multiplication of (y1,...,ym) and (X1,...,X,,), given the input ([y1],..., [yz]), ([X1],-. -, [Xk])-
Our complete protocol is described in Figure 6.

The functionality fysm
The functionality fysm, running with a set of parties {P1, ..., P,} and the ideal adversary Sim pro-
ceeds as follows:

— fmswm receives the set of corrupted parties, denoted Corr c [n].
— fmswm receives shares ([y1], ..., [yx]), ([X1], ..., [Xk]) from all parties.
— fmswm receives from the adversary a set of shares {u; }iccorr-

— For each j € [k], fmsm runs open(F,[X;],#) to obtain (X(;_1)p1,---,Xs¢) and
open(T, [y;],t) to obtain (y(i—1)e+1,- - Yie)-

— fmsm computes out = [T (X;)%.

— fmsm samples a random sharing of out, such that the shares of the corrupted parties are identical
to those received from the adversary, i.e., {u; }iccorr-

— fwmswm distributes the shares of out to the honest parties.

Figure 5: Ideal Functionality for Multi-Scalar Multiplications
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The protocol mysm
Inputs: Every party P; holds shares of the values [y1], ..., [yx]), [X1i]---, [Xk])-
Protocol: The parties (Py,...,P,) proceed as follows:

1. Parties run fy,,ple prand to receive ([r], {r)).

2. Parties run fpsstoss (IF, [r]) to receive [r1], ..., [re].

3. Each party P; computes (C)); = ITe[x] [[Xjﬂgyj]]i.

4. Each party P; computes (D)), = (C), - g¢"):.

5. Each party P; sends (D)), to P;.

6. Py runs open(F, (D)),n — 1) to receive D = (D1, ..., Dy).

7. Pi computes E = [];¢[s) D; and sends E to all other parties.

E

[r5]

8. Parties compute [out] = -
je[e19- 7

Output: Each party P; outputs [out],.

Figure 6: Multi-Scalar Multiplications

Lemma 3. Protocol mmsm securely computes functionality fusm (c.f. figure 5) in the fyo,pieprandsfpsstoss-
hybrid model against a semi-honest adversary who corrupts at most t parties.

Proof. Correctness. The correctness of the protocol follows directly from the correctness of the underlying
functionalities f ouble—prand> fpsstoss and from the discussion in the protocol overview.

Security Proof. Let Corr c [n], with |Corr| = ¢, be the set of corrupted parties. We show how to simulate the
view of Corr in the ideal world, given the input shares ([y1]corr, - - - [Yr]corr), ([X1]corrs - - - » [X#] corr)
of the corrupted parties. The simulator S does the following:

— For Steps 1 and 2, S picks a random vector r = (71,...,7¢) and generates the shares to get
[[r]]Corra <<r>>Corr and [Tl]Corra ceey [Té]Corr'

— For Steps 3 and 4, S does local computations on ([y1]corr, - - - 5 [Yx]corr)s ([Xi]cores - - - » [Xk] corr) and
{r) corr» to generate (D) corr-

— For Steps 6 and 7, S can pick D at random (each component picked as a random group element), which
is directly needed if P; € Corr, and evaluate E' = [];c[¢] D;. This can be done as the vector D looks
random to Corr by the security of packed secret sharing.

— Finally, the output shares of Corr are evaluated as [out]cor := E/gZical7ilcor

Note here that for each step, by security of the corresponding packed secret sharing scheme (wherever
mentioned) and as the random r is hidden from all parties, S generates a distribution that is identical to the
views of Corr in the real world. Hence, the ideal world distribution IDEAL y, ¢, corr,s ( 1, ((Iyi], - - - [y
([X1],---,[Xk])), corresponding the functionality fpsm is identical to the real world distribution

REALWMSM,Corr,A(lAa (([[Y1]]7 AR [[Yk]]), ([[Xl]]7 R [Xkﬂ)) o
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Complexity of distributed MSM. Our protocol runs in constant rounds, where each party communicates
O(1) group elements. All parties perform O(m/¢) group exponentiations and have a space complexity of

O(m/l).

6 zkSaaS for Admissible zk-SNARKs

In this section, we formally define a notion of admissible zk-SNARKs and show that our techniques from
Section 5 can be used to obtain a zkSaa$ for them.

Admissible zk-SNARKs. We start by formalizing a class of zk-SNARKSs that are amenable to our zkSaa$S
framework and refer to them as admissible zk-SNARKSs. Informally speaking, we say that a zk-SNARK
with computation complexity Tfeld + Terypto is admissible if the prover algorithm is composed of some
combination of a subset or all of the following six types of operations on the satisfying assingment z for
the RICS relation R — (1) multi-scalar multiplications (MSMs), (2) Fast Fourier Transforms (FFT), (3) sum
of partial-products, (4) multiplication/Hadamard product, (5) additions and (6) permutations.

To formally capture this, our initial idea is to say that the prover algorithm in admissible zk-SNARKs
can be represented as a polynomial-sized circuit consisting of special gates with “multi-ary” inputs and
outputs, where each of these special gates correspond to one of the above six operations. However, this
is alone is not sufficient. To capture the efficiency requirements of a zkSaaS$S (as discussed in Section 3),
we need to further restrict the number of times a particular gate with a certain ari-ty can appear in this
circuit.

Indeed, consider for instance a circuit, where two-input multiplication gates appear O(T¥elq) times
in the circuit. Since the only distributed protocol that we can use for evaluating such gates is mny;; (c.f.
Figure 20), which requires a total communication and computation of O(n), the total communication and
computation incurred in evaluating O(T¥eq) such gates would be O(n.Teq). This clearly violates the
efficiency requirement of zkSaa$S. Therefore, we must limit the number of such gates with low-ary inputs
that appear in this circuit to ensure that the cost of computing them does not surpass the asymptotic bound
that we have on the total computation complexity of zkSaaS. More concretely, in order to use our packed
secret sharing based sub-protocols, we must limit the number of gates with o(n) inputs. Hence, we define
the notion of admissibility w.r.t. the number of parties n. This is formalized in Definition 3.

Definition 3 (n-Admissible zk-SNARKSs). Let A be the security parameter, R € R be an NP-relation
and 3 = (Setup, Prove, Ver,Sim) be a zk-SNARK for R. We say that . is n admissible if n < Tfelq,
N < Terypto and the Prove algorithm can be represented as a circuit C comprising of gates implementing
the following functionalities:

Multi-Scalar Multiplication: Fpsm(Y1s - -+, Ymy X1 -+« Xm) = [jepm) (X;5)%.

Fast Fourier Transform: Fegr (21, ..., 2m) = Frer (Feer (.. .FéOFng(xl, .y Tm))), where each F}rt

is the recursive function described in equation 1.

Sum of Partial Products: Fyart—prod (71, - - s Tm) = ¥ jem] [ie[j] Ti-

Multiplication/Hadamard Product: Forod (1, .- Tm, Y1y - -3 Ym) = (T1-Y1)s - (Tm - Ym)-

Addition: Foum (21, -, Ty Yty Ym) = (X1 +Y1)s -« s (T + Ym)-

Permutation: Fperm (71, - -, Zm) = (Tperm(1)s - - - » Tperm(m) ) Where perm is a permutation function on

[m].

Furthermore, the total number of MSM gates with m € o(n) inputs is limited to O(Terypto/n)
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and all other types of gates m € o(n) inputs are limited to O(Tcrypto/1).

We now present our main composition theorem and show that the three zk-SNARKSs that we discussed
in Section 4.1 are admissible.

Theorem 1. Let \ be the security parameter, R € R be an NP-relation and ¥ = (Setup, Prove, Ver, Sim)
be an n-admissible zk-SNARK for relation R. Then, there exists a secure n-server zkSaaS 1l for 3, which

Securdy computes Prove in the fdouble—prand’ fpranda fpack—mult’ franda fpSStOSSv fmult? fsstopss: fpart—product:
. 18
fpoly—multa fpoly—divide, fFFT, fMSM ) fpermute 'hybrld model™®.

Proof of Theorem 1. As defined in Defintion 3, the Prove function/algorithm in ¥ only comprises of the fol-
lowing functionalities: FFT, MSM, sum of partial products, multiplication/hadamard product, addition and
permutation. It is easy to see that for computing such a function, we can design a non-interactive MPC pro-

tocol I where the parties only make oracle access to the ideal functionalities f, double—prand’ forand, f, pack—mult>

frand, fmult’ fpSStOSSa fsstop557 fFET) fMsM, fpermutea fpart—producta fpoly—multv fpoly—divide, besides performing
local operations on the shares of the input (which in this case is a sharing of the satisfying assignment

z for the RICS representation of the relation). The security of this protocol follows trivially.

Efficiency: Each of these ideal functionalities can be realized using the sub-protocols described in Sec-
tions 5 and C. Recall that for computing field operation based functions where the number of inputs are
limited to m € o(n), we cannot leverage packed secret sharing to get computational savings and based on
current techniques, such functions must inevitably be computed with a total computation of O(n). Since
the number of gates with m € o(n)-inputs is limited to O(Teq/n), the total computation required for
computing these gates is at most O(Tkeiq). The same argument extends to MSM gates with fewer inputs.
For all the remaining gates, we can use our packed secret sharing based subprotocols that allow division
of work amongst the servers and comply with the efficiency requirements of our zkSaa$S framework. [J

Instantiation. We note that, as discussed in Section 4.1, the provers of Groth16 [50], Marlin [28] and
Plonk [39] only call the functionalities listed in defintion 3. Furthermore, the number of gates with o(n)-
inputs in each of these is at most a constant number. Hence, using Theorem 1 we can directly get a
zkSaaS for Groth16, Marlin and Plonk. Note here that Marlin and Plonk are described as interactive
protocols, but as mentioned in Section 4.1 they can be converted to non-interactive protocols in the random
oracle model, by using the Fiat-Shamir transformation. Specifically, this would require the prover to make
random oracle queries on parts of the transcript— in our zkSaa$S this translates to each party reconstructing
shares of the transcript, to make these random oracle queries locally. The protocol clearly remains zero-
knowledge.

7 Implementation and Evaluation

To evaluate the concrete performance of our techniques, we implemented a proof-of-concept zkSaaS
framework supporting Groth16 [50] and Plonk [39] (the protocol described in Section A and B) in Rust. We
use the arkworks [3] library for finite field, pairing-friendly curves and, FFT implementations and the
mpc-net crate from the collaborative-snarks implementation [2] to facilitate communication between
parties. Our code is available on Github.!” All of our experiments are run on the Google Cloud Platform
(GCP) using two types of machines - all servers with low memory requirements are custom N1 instances
with 1 vCPU and 2GB of memory, while the powerful server is a custom N1 instance with 96 vCPUs and
128 GB of RAM.

'8 A formal description of these ideal functionalities can be found in Sections 5 and C.
Phttps://github.com/guruvamsi-policharla/zksaas
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We compare the performance of our zkSaa$S protocol against a prover running locally on an N1 instance
with 1 vCPUs and 4 GB of RAM, emulating a mid tier consumer laptop and hence refer to this as the
consumer machine. Our VM configuration choices aim to reflect realistic deployment scenarios for zkSaaS,
where one powerful instance is hired to aid many weak — volunteer-run nodes, often on outdated and
older hardware. Throughout the analysis when the zkSaa$S protocol is run with n parties, the corruption
threshold is set to be t = n/4 — 1 and the number of secrets packed together to be ¢ = n/4. All numbers
reported are the average of five trials.

We view our implementation as a proof-of-concept to estimate running times and network delays and
do not implement multi-threading on the powerful server. In a production-level implementation, we expect
the powerful server to use multi-threading in the FFT protocol which includes packing/opening shares
and communicating with parties. The data we present takes this into account by dividing the time taken
during computation by the number of threads on the server and the time spent during communication by
min(n, # of threads). Finally, we implement a variant of our distributed partial products protocol which
avoids all-to-all communication but the king party does linear work. This does not affect our speedup as
we assume the king is multi-threaded and simplifies the communication to a star like structure.

Pre-processing. Our goal is to analyze the online work carried out by the servers. In both the single
prover baseline and the zkSaa$S protocol, we do not benchmark the time taken to prepare the witness,
since we assume this is given to the zkSaaS$ servers by the clients. We do not evaluate pre-processing as it
can be carried out during periods of low demand when spare compute and bandwidth are available. Prior
work [64] also omits this analysis.

Evaluation. We now evaluate the performance of our zkSaa$S framework against a prover running locally
on a consumer machine for Groth16 and Plonk. In particular, we aim to answer three main questions: (1)
How does the performance of zkSaaS compare to a Groth16/Plonk prover running on a single consumer
machine? We are interested in two main metrics — (a) the largest number of constraints that can be
supported without memory exhaustion and (b) the time required to generate the proof. (2) Does the per-
formance of zkSaaS improve as we increase the number of servers? (3) How does the performance of
zkSaa$ vary with network bandwidth?

Varying Constraints. For our first experiment, we run benchmarks on a high speed network (4Gbps).
We compare the running time of zkSaaS with 128 parties against a local execution of Groth16/Plonk prover
on a single consumer machine, by varying the number of constraints. We summarize our results in Figure
7.

The performance of our zkSaaS for larger constraints is approximately 22x better better than the
consumer machine. Here, we incur a loss from the theoretically expected savings of 32x due to a few
factors:

— Pippenger’s algorithm [67] provides a way to compute a multi-scalar multiplication Hglgf‘i using

O(N/log N) group operations as opposed to O(NN) in the naive strategy. However, Pippenger’s al-
gorithm is not conducive to our packed secret sharing MPC techniques as it lacks sufficient SIMD
structure. With an optimal division of work, each weak server would carry out O(N/(¢-log N')) group
operations. While we do not attain an optimal division of work, we come very close with a per server
complexity of O(N /¢ -log N/{). In fact, since the constants inside the big O notation are the same,
we can theoretically predict the percentage loss in performance under infinite bandwidth conditions by
simply dividing the two asymptotics. As can be seen in Figure 8, a 4Gbps connection closely emulates
infinite bandwidth and our implementation indeed comes very close to the theoretical prediction.

— In our distributed FFT/partial product protocol, during degree reduction, the King unpacks and repacks
shares adding additional overhead. Our FFT implementation is also not as carefully optimized as the
arkworks implementation which is used by the consumer machine.
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Figure 7: Comparison between proof generation time for a local prover (Groth16 and Plonk resp.) run on the
consumer machine against that of the zkSaa$S protocol with 128 servers on a 4 Gigabit link. The bar graph
indicates the fraction of time spent computing Field Operations (Teiq) vs Group Operations (I¢rypto). Missing
data points on the local curve indicates memory exhaustion.

Also, observe in Figure 7, that the fraction of time spent computing the field operations (refered to as
R1CS to QAP mapping in the case of Groth16) increases with the number of constraints. This is because
the FFT operation is asymptotically more expensive (O(mlogm)) than the MSM (O(m/logm)).

Varying Parties and Network Speeds. For our next experiment, we show how zkSaa$S scales as the
number of parties increase, at varying network speeds. The dotted black line denotes the time taken by
a local prover. We simulate slower connections by scaling up the time spent on communication by the
network slowdown factor, comparing this to an implementation of Groth16/Plonk on a single consumer
machine and present our findings in Figure 8. Even at lower network speeds (64 Mbps), we observe that
the performance degradation is ~ 2x.

Discussion on Financial Costs. We now estimate the costs of providing zk-SNARKSs as a service. The
powerful VM costs has a spot pricing of $0.79/hr?® and cross continent egress traffic pricing is $0.08/GB?".
Being very conservative, our estimates show that with 128 parties, generating a Groth16 proof for an R1CS
instance of size 2'° takes under 1 minute on a 4-Gbps link and under 5 minutes on a 64 Mbps link, with
the total outgoing communication from the server < 1.85GB. Hence, creating this proof would cost < 18
cents with a 4 Gbps link and < 23 cents on a 64 Mbps link.
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A Groth16 zkSaaS

In [50], Groth introduced the smallest SNARKs based on pairing assumptions, where the proof size only
consists of 3 group elements. These SNARKSs rely on an honestly generated structured common reference
string (CRS). In this section, we recall the construction of these SNARKs and then demonstrate how our
techniques can be used to efficiently compute them in our zkSaa$S framework.

Quadratic Arithmetic Programs (QAP). Groth16 SNARKSs use a QAP representation of the relation. We
start by recalling this representation and then proceed to give an overview of how the proof is computed.

Let Cgr be an arithmetic circuit representation (over field ) of the relation function that takes the
statement and witness as input and outputs either 1 or 0 depending on whether or not the relation is

satisfied. Such a relation can also be described by a set of equations over the statement (aq,...,a,) and
witness (agi1,-..,0y). In particular, let aq,...,a,, € I be variables used to denote the statement and
witness and let ag = 1 be an extra variable. Then there exist variables {u; ¢, v; 4, wi,q}ie[O,m],qe[Q] € IF such
that each of the following equations are satisfied if and only if the output of Cr on input ay, ..., a,, is 1:
D GiUigr YL GitVig= ), itWig
1€[0,m] 1€[0,m] 1€[0,m]
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Here m is the size of Cr and () are the number of multipication gates in the circuit. Gennaro, Gen-
try, Parno and Raykova [42] showed that for a large enough F, this set of arithmetic constraints can be
reformulated as a quadratic arithmetic program. Let 71, ..., 7 € I be arbitrary distinct field elements. Let
t(x) = [1ge[q) (% — 7¢) and for each i € [0,m], let u;(x),vi(x), wi(z) be degree Q — 1 polynomials such
that

Vqe [Q]a ui(Tq) = Ujq Ui(rq) = Viq wi(rq) = Wi q

The relation is satisfied if the following condition is satisfied for some degree n—2 quotient polynomial
h(X):

Z CLZ’UJZ(X) . Z CL7;~UZ'(X) = Z ai-wi(X) +h(X)t(X)
i€[0,m] i€[0,m] 1€[0,m]

In order to compute the proof, the prover must first compute the polynomial h(X'). We assume that the
client packed secret shares ay, . .., a,, with the servers. The client also packed secret shares () “evaluations”
of the polynomials ¥ ;e[0,m] @itti(X), Lie[o,m] @ivi(X) and Yic(o ] aiwi(X). We also assume that the
servers have a packed secret sharing of the evaluation representation of polynomial (X ). Given this, the
servers compute the following:

— Using our distributed protocols for polynomial multiplication and division they compute packed
shares of the evaluation representation of h(X ). Finally they use the distributed protocol for inverse
FFT to compute packed shares of the coefficients of h(X). Let hy, ..., hg-2 denote the coefficients
of polynomial h(X).

Structured Random String. As discussed earlier, Groth SNARKSs are based on pairing assumption. Let
the map be e : G; x Gy - Gp. Let g7 be the generator for G; and g2 be the generator for G,. The CRS
consists of 3+m +2Q elements in G and 3+ () elements in Gs. The actual values contained in this CRS are
immaterial for the purpose of this example. Hence, we use random variables to denote the group elements
in the CRS.

— Gy Elements: We use variables (L, M, N,{Si}icjom) {Hiticfom]> {Titiefo,er {Witic[es1,m)s
{Ui}ic[o,g-2)) to denote elements in Gi. We assume that all the servers computing the
proof get L,M,N in the clear and only receive packed shares of the remaining elements

{Si}ier0,0-11 {1 HiYie[o,0-17> { T3 Yicfo,e7s {Wibiee+1,m]> {Ui Fie[0,0-2]-

— G2 Elements: Similarly, we use variables (Z, 0, K, {Vi};[0,m]) to denote the elements in Ga. As
before, we assume that all the servers computing the proof get Z, O, K in the clear and only receive
packed shares of the remaining elements {V; };c[0,0-1]-

Proof. The proof consists of three group elements A,C € G; and B € Gg. The prover samples random
field elements r, s € . The parties can run fy,nq to collectively sample and compute (regular) secret shares
of r and s.

1. The prover computes the following:

A=L-(Ny - T (8"

i€[0,m]

Given packed shares of S; and au; terms, the servers can use mysm to compute H,fe[o_Q,u(S,',)“z.
Since the output of MSM are regular shares, they can then be combined with L, N and regular shares
of r to get regular shares of A.

37



2. Next, the prover computes:
B=7.(5) ] ()"
1€[0,m]
In our setting, this can be computed exactly as before. Given packed shares of V; and av; terms, the
servers can use mvsm to compute [;e[0,0-1] (V;)%. The output of MSM can then be combined with
Z, K and regular shares of s to get regular shares of .

3. Finally, the prover computes:

C=(Mieges1,m) (Wi)*) (Tsefo,q-21 (Ui) "4 )-A%-(M)"-(Tieq0,m) (Hi) i)

In our setting, the servers invoke 3 instances of mvsm to compute regular shares of [Tje[z.1,,] (Wi)“,
[Ticf0,0 3](1;“',)/” and [T,e0,0-1](H:)". The outputs of these are then combined with A, N, M and
shares of r and s to obtain shares of C'.

B Plonk zkSaaS

In Plonk [39], the authors build SNARKSs based on pairing assumptions, using a universal setup, which as
opposed to the CRS-model of Groth16 (which is circuit-specific), uses the same structured random string
for statements about all circuits of a certain bounded size, and can be updated. The proof size of Plonk
consists of 9-group elements and 6 field elements. In this section, we only give an overview of the key
steps of the Plonk construction and describe how our techniques can be used to efficiently compute them
in our zkSaa$ framework. For the detailed description of Plonk, we refer the reader to [39, Section 8.3]. We
only discuss the version of Plonk without zero-knowledge, for ease of exposition, however we can easily
extend our technique to the zero-knowledge version.

Plonk Arithmetization. This differs from the QAP model used by Groth16. We begin by describing
the constraint system used in Plonk [39] before proceeding to give an overview of how the proof is com-
puted. For fixed integers m, ), the Plonk constraint system C = (1, Q) defined below captures fan-in two
arithmetic circuits of unlimited fan-out with () gates and m wires.

— Vis of the form V = (a, b, c) € [m]?¥, where a, b, and c are the left, right and output sequence of
C.

— Q=(qL,9R;90,9M; dc) € (FQ)5: where qr,, qr, 90, dm; qc are “selector vectors”,

x € ™" satisfies C if for each i € [Q],

(AL)i - Xa; + (AR)i - Xb; + (d0)i - Xe; + (AM)i - Xa;Xb; + (4c)i =0

A relation R is defined as the set of pairs (z,w) € F™, such that (z,w) satisfies C. In the pre-processing
step, the polynomials that defined the circuit are computed: gp;(X), qr(X), qr(X),q0(X),qc(X) are
the selector polynomials, Sp, , Sip, and S|p, are the polynomials that help in performing the permutation
checks (to ensure the correct ordering of the 3() wires across the gates) that are defined by a permutation
map ¢* on 3Q. Given these, to prove that (z,w) e F3? satisfies the constraint C, in addition to the
constraint check defined above, the prover also proves that w; = wg+(;) and x; = T4+ (3, Vi.

We assume that the client packed secret shares the values qm;, qr.;, AR, 90> dc; corresponding to
all @) gates, and the 0" (i) corresponding to all 3Q) wires. This corresponds to the packed shares of the
evaluation representation of the respective polynomials.
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Structured Random String. The Plonk pre-processing outputs an SRS consisting of 3Q +
3(#(addition gates))-G1 and 1-G2 elements along with all the polynomials mentioned above. This con-
sists of powers of a random value 7, that will be used to get polynomial evaluations in the main protocol
at 7. We assume that all these group elements are given as packed shares to the servers. In addition, as
we mentioned above, the packed shares corresponding to the evaluations of all the polynomials are given
to the server. Since, the Plonk-protocol uses evaluation representations of all polynomials throughout the
protocol, we also assume that the Lagrange polynomial values at 7 are packed secret shared and given to
the servers. Looking ahead, this would be used in our MSM computations.

Proof. Oninput (z,w) € F3?, the Plonk prover algorithm interacts with the verifier in 5 rounds and sends
9-G1 elemets and 6-IF elements. We mention the exact calls made to the sub-protocols (KZG commitment
and proof generation, MSMs, partial products and FFTs) that are done in each of these five rounds. These
can then be adapted to our techniques as well. For a detailed description of each round, refer to [39, Section
8.3].

1. In Round 1, the Plonk prover computes three polynomials a(X ), b(X) and ¢(X), each of degree () — 1
that correspond to each of the @ left, right and output wire values given in the input and sends their
KZG commitments to the verifier. We assume that the client packed secret shares the evaluations of a,
b and c and sends to the server. Given these packed secret shares, computing each KZG commitment
involves one call to the MSM functionality of size ). Thus, use three invocations of our distributed
MSM to compute the commitments in this round.

2. In Round 2, the prover sends the commitment of a single polynomial z correponding to the wire permu-
tation check. The evaluations of z correspond to partial products on input of size (). In our setting, the
servers can invoke the distributed partial products to compute the packed shares of z and then invoke
the distributed MSM to compute its commitment.

3. InRound 3, the prover computes a quotient polynomial ¢(X ) obtained by diving by a public polynomial
Zp(X) = X9 -1, and then computes 3 polynomial commitments on three parts of t(X), each of de-
gree < (). Evaluating the polynomial ¢(X'), given the evaluations of all the polynomials from previous
rounds, requires a constant number of field multiplications and additions followed by a single call to
polynomial division. Splitting of this larger degree polynomial into the three degree < () polynomi-
als helps in reducing the group elements in the SRS. In our setting, post the field multiplications and
divisions on the corresponding packed shares, the servers invoke our distributed polynomial division
which outputs the packed shares of £(X') in the evaluation representation, and thus requires 2 calls to
the distributed FFT.

4. In Rounds 4 and 5, the Plonk prover computes 6 polynomial openings on random values along with
a KZG proof of these openings. Computing each opening involves a call to FFT, while computing the
combined KZG proof involves doing one polynomial division followed by an 2 MSMs. In our setting,
the servers can invoke the distributed FFT for each opening. For the opening proof, the servers can
invoke distributed polynomial division once, followed by two calls to the distributed MSM.

C Sub-Protocols for Standard Functionalities

We now give a description of some standard MPC sub-protocols that are used in the design of our protocols
in Section 5.

39



C.1 Secret Sharing Random Values

In this section, we describe a protocol 7yang (Figure 10) for computing shares of a batch of random and
independently chosen values in F. It makes use of the regular Shamir secret sharing scheme along with an
n x (n —t) Vandermonde matrix V,, (,,_). First, each party samples a random value and (regular) secret
shares it amongst the other parties. The parties then compute n — ¢ linear combinations of these shares
using the Vandermonde matrix to obtain shares of n — ¢ uniformly random values in F.

This protocol realizes n — t instantiations of the functionality fang (Figure 9) with abort. The total
communication and computation complexity of this protocol is O(n?). However, since each protocol yields
shares of n — ¢ random values, the amortized cost of sharing a single random value using this protocol is

O(n).

The functionality fand
The n-party functionality f,and, running with parties {P1,...,P,} and the ideal adversary Sim pro-
ceeds as follows:

— frand receives the set of corrupted parties, denoted Corr c [n].
— frand receives shares {u; }jccorr from Sim.

— frand chooses a random value r € [F, and samples a random (degree t) sharing of 7, such that the
shares of the corrupted parties are identical to those received from the Sim, i.e., {u; }iecorr-

— frand distributed the shares of r to the honest parties.

Figure 9: Functionality for Generating Shares of a Random Value in F

Lemma 4. The protocol m,anq described in Figure 10 securely computes n — t instantiations of frand against a
semi-honest adversary who controls upto t parties.

The proof of this lemma follows from [36].

C.2 Double Sharing of Random Values

In this section, we describe a protocol Tgouble-rand (Figure 12) for computing doubles shares for a batch of
random and independently chosen values in . This protocol is very similar to 7,4, except that here we
generate two sharings of the same random value — one w.r.t. to a degree ¢ sharing and another w.rt. a
degree n — 1 sharing. The complexity of this protocol is same as that of m,3,4.

Lemma 5. The protocol Tqouple—rand described in Figure 12 securely computes n—t instantiations of fy. bie—rand
against a semi-honest adversary who controls upto t parties.

The proof of this lemma follows from [36].

C.3 Packed Secret Sharing of Random Vectors

We now describe a protocol Tprang (in Figure 14) for computing a batch of packed secret shares of ran-
dom vectors and do not reconstruct the vectors. This protocol is similar also to frand, except that now
we compute packed shares of random vectors. The functionality fyrang realized by this protocol is pre-
sented in Figure 13. As before, the total communication and computation complexity of this protocol is
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The protocol 7yand
Auxiliary Input: Vandermonde matrix V,, ,_; over F.
Inputs: The parties do not have any inputs.
Protocol: The parties Py, ..., P, proceed as follows:

— Each party P; for i € [n] samples u; «<$F uniformly at random and evaluates share(F, u;,t) to
receive [u;].

— For each 4, j € [n], party P; sends [u;]; to P;.

— The parties compute
([r1), - Irneed) = Vg - ([, - [un])-

Output: Each party P; outputs shares [r1],,..., [7n-¢];.

Figure 10: Protocol for Generating Shares of a Random Value in F

The functionality fy, bie—rand
The n-party functionality f, pe_rand> TUNNIng with parties {P1, ..., P, } and the ideal adversary Sim
proceeds as follows:

— foublerand Yeceives the set of corrupted parties, denoted Corr c [n].
— foublerand Yeceives shares {1, v; }jecorr from Sim.

— Jfdouble—rand Chooses a random value r € I, and samples random degree ¢ and n — 1 sharing of r,
such that the shares of the corrupted parties are identical to those received from the Sim, i.e.,

{uia Uz’}ieCorr-

— Jfdouble—rang distributed the two sharings of r to the honest parties.

Figure 11: Functionality for Generating Double Sharings of a Random Value in F

O(n?). However, since each protocol yields packed sharings of O(n —t) vectors, each of length O(n), the
amortized cost of sharing a random value using this protocol is O(1).

Lemma 6. The protocol myrang described in Figure 14 securely computes n —t instantiations of forand against
a semi-honest adversary who controls upto t parties.

The proof of this Lemma follows from [34].

C.4 Double Packed Secret Sharing of Random Vectors

We now describe a protocol Tqouble-prand (in Figure 16) for generating double packed sharings of a batch
of random vectors. This is essentially a packed sharing based counterpart of myouble—prand- The complexity
of this protocol is similar to 7prand-

Lemma 7. The protocol Tqouble—prand described in Figure 16 securely computes m — t instantiations of
Jdouble—prand @8ainst a semi-honest adversary who controls upto ¢ parties.
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The protocol 7yand
Auxiliary Input: Vandermonde matrix V,, ,_; over F.
Inputs: The parties do not have any inputs.
Protocol: The parties Py, ..., P, proceed as follows:

— Each party P; for i € [n] samples u; <$ F uniformly at random and evaluates share(F, u;,t) and
share(F, u;,n — 1) to receive [u;] and (u;) .

— For each i, j € [n], party P; sends [u;]; and (u;); to P;.

— The parties compute
([r1ds-e s [rnee]) = Vi ([uad, - [un])
(1) (rnae)) = Vi (), ()

Output: Each party P; outputs shares [71],,...,[7n—¢]; and (r1)s, ..., (Tn-t)s.

Figure 12: Protocol for Generating Double Sharings of a Random Value in F

The functionality fprand
The n-party functionality fprand, running with parties {P1,...,P,} and the ideal adversary Sim pro-
ceeds as follows:

— fprand receives the set of corrupted parties, denoted Corr c [n].
— fprand receives shares {; }iecorr from Sim.

— fprand chooses a random vector r € F¢, and samples a random (degree D) sharing of r, such that
the shares of the corrupted parties are identical to those received from the Sim, i.e., {u; }iccorr-

— fprand distributed the shares of r to the honest parties.

Figure 13: Functionality for Generating Packed Sharing of a Random Vector over [F

The proof of this Lemma follows from [34].

C.5 Multiplying Packed Secret Shared Vectors

In this section, we describe a sub-protocol for multiplication. This subprotocol is identical to the one used
in [34]. As proved in [34], this protocol is secure against a semi-honest adversary. This protocol Tpack—mult
is described in Figure 20. We note that we describe this protocol assuming that it takes as input two pack
secret shared inputs, where both are secret shared w.r.t. a degree D polynomial. However, it is easy to
see that it still works as is, if any of those values are secret shared using a smaller degree polynomial. The
protocol in Figure 20 incurs a total communication cost of O(n) in order to multiply packed secret shares,
containing O(n) elements. As such, the amortized cost of multiplication is O(1).

Lemma 8. The protocol mpack—mule described in Figure 18 securely computes f, against a semi-honest

pack—mult
adversary who controls upto t parties.
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The protocol Tprand
Auxiliary Input: Vandermonde matrix V,, ,_; over F.
Inputs: The parties do not have any inputs.
Protocol: The parties Py, ..., P, proceed as follows:

— Each party P; for i € [n] samples u; < F* uniformly at random and evaluates pshare(F, u;, D)
to receive [u;].

— For each 4, j € [n], party P; sends [u;]; to P;.

— The parties compute
([[rl]]iv cee [[rn—t]]i) = Vrj;,n—t : ([[ul]]i’ s [[U-n]]z)

Output: Each party P; outputs [ri],, ..., [rn-c];.

Figure 14: Protocol for Generating Packed Sharing of Random Vectors over F

The functionality f ouble—prand
The n-party functionality f;,,pje—prand» Tunning with parties {P1,...,P;} and the ideal adversary Sim
proceeds as follows:

— Jdouble—prand T€ceives the set of corrupted parties, denoted Corr c [n].

— fdouble—prand Teceives shares {ui, v; }iecorr from Sim.

— Jdouble—prand chooses a random vector r € F¢, and samples random degree D and n — 1 sharing
of r, such that the shares of the corrupted parties are identical to those received from the Sim,

ie., {u@', Ui}ieCorr~

— Jdoubleprand distributed the two sharings of r to the honest parties.

Figure 15: Functionality for Generating Double Packed Sharings of a Random Vector in [F

The proof of this Lemma follows from [34].

C.6 Multiplying Secret Shared Values

We now describe protocol 7y for securely multiplying two secret shared values. This is a regular secret
sharing variant of 7psck—mulc and works exactly like that protocol, albeit on regular shares. This protocol
incurs a total communication cost of O(n) for multiplying 2 secret shared values.

Lemma 9. The protocol w1 described in Figure 20 securely computes f

mult @gainst a semi-honest adversary
who controls upto t parties.

The proof of this lemma follows from [36].
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The protocol Tgouble—prand
Auxiliary Input: Vandermonde matrix V,, ,,_; over F.
Inputs: The parties do not have any inputs.
Protocol: The parties Py, ..., P, proceed as follows:

— Each party P; for i € [n] samples u; < F* uniformly at random and evaluates pshare(F, u;, D)
and pshare(FF,u;,n — 1) to receive [u;]] and (u; ).

— For each 4, j € [n], party P; sends [u;]; and (u;}); to P;.
— The parties compute
([[rl]]iv AR [[rn—t]]z') = Vrj;,n—t ’ ([[ul]]i’ AR [[un]]z)
(<<r1>>i7 ) <<rn—t>>i) = Vz,n—t ’ («ul >>17 R) <<un>>z)

Output: Each party P; outputs [ri],,. .., [rp—¢]; and {r1));, ..., {rn-c),.

Figure 16: Protocol for Generating Double Packed Sharings of a Random Vector in F

The Functionality f

pack—mult

The functionality f running with a set of parties {P1,...,P,} and the ideal adversary Sim

pack—mult
proceeds as follows:

— Jfpack-mulx TeCeives the set of corrupted parties, denoted Corr c [n].

— foack_mul Teceives shares [a] and [b] from all parties.

— fpack—mult receives from the adversary a set of shares {u; };ccorr from Sim.
— foackmule TURS open(F, [a]], D) and open(F, [b], D) to obtain (ay,...,ay) and (b1, ..., by).

— For each j € [{], f,,_mure computes ¢j = a; - b;. Setc = (c1,...,cp).

— Jfpack-muit Samples a random sharing of ¢, such that the shares of the corrupted parties are
identical to those received from Sim, i.e., {u; }icCorr-

— fpa ckemule distributes the shares of ¢ to the honest parties.

Figure 17: Functionality for Multiplying Two Packed Shared Vectors in [F

C.7 A Protocol for Converting Regular Shares to Packed Shares

In this section, we describe the non-interactive share conversion protocol presented in [6]. We slightly

change notation to integrate it into the rest of our presentation. Additionally, because we work in Z,, all
described operations are in Z,,.
Let fi,..., f¢ be the degree t + ¢ polynomials that were used for secret sharing secrets s ..., sy re-
spectively such that each f;(z) (for i € [¢]) is of the form s; + ¢;(2) ngl(z - e;), where g; is a degree ¢
polynomial. Then each party P; (for j € [n]) holds shares [sl]P]_, ce [Sl]Pj = filaj),..., fi(o ).
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The protocol 7pack—mult
Inputs: The parties hold shares [a] and [b].
Protocol: The parties Py, ..., P, proceed as follows:

— Parties invoke fy, ple_prang to receive ([r], {r)).

— Parties compute (c)) = [a] - [b].

— Parties compute (d)) = (c)) + (r)) and send (d})) to P;.

— Py runs open(TF, {d)),n — 1) to receive d.

— Py computes [d] < pshare(F,d, D) and sends [d], to party P; (for each i € [n]).

— Parties computes [c] = [d] - [r]

Output: Each party P; outputs [c],.

Figure 18: Protocol for Multiplying Two Packed Shared Vectors in F

The Functionality f

mult

The functionality f_ . running with a set of parties {P1, ..., P, } and the ideal adversary Sim proceeds

mult
as follows:

— fiui receives the set of corrupted parties, denoted Corr c [n].

— fui Teceives shares [a] and [b] from all parties.

— froui Teceives from the adversary a set of shares {u; };ecorr from Sim.
— fonure Tuns open(F, [a], t) and open(F, [b], ) to obtain a and b.

— frpuie cOmputes ¢ = a - b.

— fiui Samples a random sharing of ¢, such that the shares of the corrupted parties are identical
to those received from Sim, i.e., {; }icCorr-

— finui distributes the shares of ¢ to the honest parties.

Figure 19: Functionality for Multiplying Two Secret Shared Values in F

Given these shares, each party P; (locally) computes a packed secret share [s1, ..., s/] as follows:

0
ssToPss(Zy, { fi(a) bier)) = ; file)Li(e) = f(ey))

where L;(a;) = ]_[5:1 i ((:F:J )) is the Lagrange interpolation constant and f corresponds to a new degree
5. i €5

D =t + 20 -1 polynomial for the packed secret sharing [s1,. .., s/].

Lemma 10. For each i € [{], let s, € Z, be secret shared using a degree t + { polynomial f; of the form
si+qi(2) Hle (z—e;), where q; is a degree t polynomial and ey, . . . , eg are some pre-determined elements in
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The protocol mmyit
Inputs: The parties hold shares [a] and [b].
Protocol: The parties Py, ..., P, proceed as follows:

— Parties invoke fy_ je_rang t0 Teceive ([7],(r)).

— Parties compute (c) = [a] - [b].

— Parties compute (d) = (c) + (r) and send (d) to P;.

— Py runs open(TF, (d),n — 1) to receive d.

— Py computes [d] < share(TF, d, t) and sends [d]; to party P; (for each i € [n]).

— Parties computes [c] = [d] - [r]

Output: Each party P; outputs [c];.

Figure 20: Protocol for Multiplying Two Secret Shared Values in ¥

Zy. Then for each j € [n], ssToPss(Zy, { fi(;j) }ie[e)) outputs the §™ share corresponding to a valid packed
secret sharing of the vector v = (1,...,5¢), w.r.t. a degree-D =t + 2{ — 1 polynomial.

The proof of Lemma 10 can be found in [6].

C.8 Converting Packed Shares to Regular Shares

In this section we describe a sub-protocol for converting packed shares to regular shares. The protocol
begins with the parties generating masks in regular and packed secret shared form. This can be done by
slightly modifying the randomness generation protocols, where each party sends a packed sharing and
regular shares of a vector of random values. The shares received from all parties are then multiplied with
the Vandermonde matrix to obtain the required shares of a batch of n — ¢ sharings. Next, the parties
apply these pack secret shared masks to the pack secret sharing that we want to convert and publicly
reconstruct the values. Finally, the parties can locally remove the masks using the regular shares of the
masks. The total computation complexity for generating the batch of random sharings here is O(n?). But
this randomness generation allows us to generate O(n) sets of randomness that can be used to convert
O(n) packed sharings to regular sharings. Therefore the amortized cost of this step is O(n?). The total
computational complexity of the remaining protocol is O(n?), to convert a vector of O(n) shares. Thus,
the amortized cost of converting packed shares to regular shares is O(n).

Lemma 11. The protocol Tpsstoss described in Figure 22 securely computes fpsstoss against a semi-honest
adversary who controls upto t parties.

Proof of this lemma following similarly to that of Lemma 5.

C.9 Permutation

In this section, we present a protocol for permuting a block of pack secret shared vectors. This protocol
is similar to the one presented in [34]. For x1,...,x,, € IF and for each i € [k] (where k = m/{), let x; =
(x(i_1)4+1, ..., Zir). Let Pperm be a permutation function that permutes 1, . ..,y to give 21, ..., 2. Set
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The Functionality fpsstoss
The n-party functionality fpsstoss, running with parties {Py,...,P,} and the ideal adversary Sim
proceeds as follows:

— Jfosstoss receives the set of corrupted parties, denoted Corr c [n].

— fpsstoss receives shares [x] from all parties.

— For each j € [£], fosstoss receives from the adversary a set of shares {u;; }iccorr from Sim.
— fpsstoss runs open(F, [x], D) to obtain x = (x1,...,2¢)

— For each j € [£], fpsstoss computes a random sharing of x; such that the shares of the corrupted
parties are identical to those received from Sim, i.e., {¢;; }iecorr-

— For each j € [£], fpsstoss distributes the shares of x; to the honest parties.

Figure 21: Functionality for Transforming Packed Secret Sharing to Regular Secret Sharing

The protocol Tpsstoss
Inputs: The parties hold the packed sharing [x] to be converted.
Protocol: The parties Py, ..., P, proceed as follows:

— Each party P; for i € [n] samples u; = (w;[1],...,u;[¢]) <sF’ uniformly at random
and evaluates pshare(F,u;, D) and share(F,u;[j],t) for every j € [{] to receive [u;] and

[wi1]],..., [wi[£]].
— For each 4, j € [n], party P; sends [u;]; and [w;[1]]7, ..., [w;[€]]j to P;.

— The parties compute
([[rl]]iv AR [[rn—t]]i) = Vrj;,n—t ’ ([[ul]]iﬂ LR [[un]]z)

Vi [0], ([ []is- - [enmel100) = Ve - (Qua [0 - [une[510)-
— Parties compute [y] = [x] - [r1] and send [y] to P;.
— Py runs open(F, [y], D) to obtainy = (y1,...,y¢). It sends y to all other parties.
— For each j € [¢], parties compute [2;] = y; + [r1[j]].

Output: Each party P; outputs ([z1];,...,[z¢],)-

Figure 22: Protocol for Transforming Packed Secret Sharing to Regular Secret Sharing

zi = (2(i-1)+1 - - - » Zit ), for each i € [k]. We want the following permutation functionality fpermute (Pperm)s
that takes the packed shares [x1],. .., [xx] as input and outputs the packed shares of the permuted values,
[[Zl]], ey [[Zk]]

Protocol Overview: From the pre-processing step, for each j € [k] the parties get packed shares {(mask; ),
[unmask;], where mask; = {71,...,7j,} (hidden from all parties) are picked at random and unmask; =
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The functionality fpermute(Pperm)
The functionality fpermute, running with a set of parties {Py,...,P,} and the ideal adversary Sim
proceeds as follows:

— fpermute receives the set of corrupted parties, denoted Corr c [n].

— fpermute receives shares [x;], ..., [xx] from all parties.

— For each j € [k], fpermute receives from the adversary a set of shares {u;; }iccorr-

— For each j € [k], fpermute runs open (T, [x;], ) to obtain (z(;_1y¢41,- - -, Zje)-

— frermute computes z1, ..., Zkr = Pperm (21, - - ., Tge). For each j € [k], set z; = (2(j_1)e41,....2,,)-

— For each j € [k], fpermute samples a random sharing of z;, such that the shares of the corrupted
parties are identical to those received from the adversary, i.e., {¢;; }icCorr-

— fpermute distributes the shares of z1, ...,z to the honest parties.

Figure 23: Ideal Functionality for Permuting a List of Pack Shared Field Elements

{851,855} is computed as: {s;1,...,8j¢}je[k] = Pperm({Tj,1,- -+, Tj.¢}je[r])- In Step 1 of the protocol,
the parties locally mask their shares using the {mask;))’s, and get the (n — 1)-sharings of y; = x; + mask;
for each j € [k]. In Steps 2 and 3, P; opens all the packed shares to get (1, ...,yx¢) and generates the
permutation 21,..., 2k = Pperm(Y1,--.,Yke). P1 then sets z; = (2(j_1)e41,....2;,) for each j € [k] and
generates the packed shares [z1],...,[z;]. Once all parties receive this, in the final Step 5, the parties
unmask these packed shares using the [unmask;]’s to get the packed shares [out,], ..., [out;], which
are the desired packed shares of pperm (21, . .., ). The detailed protocol is as given in Figure 24.

The Protocol mpermute (Pperm)
Inputs: Every party P; holds packed shares of the values to be multiplied ([x1], ..., [xx]).
Pre-Processing: For each j € [k], every party P; holds packed shares {mask;)), [unmask;]. Here
mask; = {rj1,...,7j¢} are random vectors unknown to any party and unmask; = {s;1,...,5;¢},

such that {Sj71, RN Sj,Z}je[k] = pperm({TjJ, - 7Tj,£}j€[k])'
Protocol: The parties (P1,...,P,) proceed as follows:

1. For each j € [k], compute [y;] = [x;] + {mask;) and send [y;] to P;.

2. For each j € [k], Py runs open(T, [y;], 7 — 1) to obtain (y¢j_1ye+1, - - - > ¥je)-

3. Py computes z1,..., Zkr = Pperm (Y1, - - -, Yxe) and for each j € [k], set z; = (2(j_1)e11,....2;,)-

4. Foreach j € [k], Py runs [z;] < pshare(IF,z;, D) and sends [z;], to party P; (for eachi € [1,n]).
5. For each j € [k], parties compute [out;] = [z;] + [unmask;].

Output: Each party P; outputs [out];,..., [out],.

Figure 24: Permuting a List of Pack Shared Field Elements
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Lemma 12. Protocol Tpermute Securely computes functionality fpermute against a semi-honest adversary who
corrupts at most t parties.

Proof. The correctness of the protocol follows directly from the discussion in the protocol overview and
the fact that pperm is a linear function.

Security Proof. Let Corr c [n], with |Corr| = ¢, be the set of corrupted parties. We show how to simulate the
view of Corr in the ideal world, given the input shares ([x1]corrs - - -, [Xk]corr) of the corrupted parties.
The simulator S does the following:

— For the pre-processing step, the simulator samples the sets of random values maskj,---, maskg, and
computes unmask; = {s;1,...,5;¢} for each j € [k], where {s; 1, ..., 550} je[x] = Pperm (Uje[x] Mask;).
Then, S generates the shares (maski )corr, - - -, {maskg ) corr, [unmaski Jcorrs - - -» [unmaskg ] corr, corre-
sponding to the corrupted parties.

— For Step 1, S can locally compute [y;]cor = [X;]corr + {mask; ) corr-

— For Steps 2,3 and 4, S first generates (y1, . . ., yx¢) at random, computes 21, . . . , 2k = Pperm (Y1, - - -, Yke)
and for each j € [k], sets z; = (Z(j—1)£+1,...,zjg)- Note that, these intermediate values can be used when
P € Corr. Finally S generates [z1]corr; - - - , [2k] Corr- This can be done as the y;’s look random to Corr,

by the security of packed secret sharing.

— Finally, S computes and sets the output shares of Corr as [out;]cor = [2j]corr + [unmask;]cor for
each j € [k].

Note here that for each step, by security of the corresponding packed secret sharing scheme (wherever
mentioned) and as the random mask;’s are hidden from all parties, S generates a distribution that is identi-
cal to the views of Corr in the real world. Hence, the ideal world distribution IDEALy . (50m),Corr, s(1%,
[x1]....,[xx]), corresponding the functionality fpermute is identical to the real world distribution

REAL e CorroA(12 [t ], - . [x]). -

D Alternate Protocol for Partial Products with Equal Division of Work

In this section, we present an alternative protocol for distributed computation of partial products, where
the work gets equally divided amongst all parties.

For this alternate protocol, the parties are assumed to have packed secret sharing of the following
vectors: Let k = m/{. For each i € [k], X; = (Z(i—1)¢+1,---,Ti¢). Since the order in which the vectors
are packed is different here, correspondingly, we describe the alternate ideal functionality for this order in
Figure 25.

Protocol Overview. In the pre-processing step, for each j € [m/¢], the parties get packed shares [mask;]
and [unmask;], where mask; := s; ® s, for a random vector s; = ((s;)1,..-,(s;)¢), unknown to any
party and sij”" = ((s;-l)g, ce (Sj_-l)g, (S]_'h)l)’ and unmask; = ((s71)1,...,(s;H)1) @s;.

In the main protocol, the first step involves masking the input to compute the packed shares of the
vectors y; = X; ® mask;, following which party Py opens and sends k/n vectors () j=(i-1)k/n+1,....ik/n
to party P;, for each i = 2,..., n. In the second step, each party P; computes the partial product function
Fpart on input of size k/n A= ’m/n, to get ((Z(i—l)k/n+1)17 ce (Z(i—l)k/n+1)€7 R (Zik/n)h cee, (sz/n)f)
Here, (z;); represents the j-th value in vector z;. Then, for each i € [n], party P; sends the last value,
(Zikjn)e = (S(i1)k/ns1)1 - (H;li/(?_l)k/ml T (x5)i) - (SL'IL‘;H)Z to all the parties.

In Step 3, for each ¢ = 2,...,n, P; computes H;;ll (Zjk/n)¢ and multiplies it with the vector
that it computed, i.e., ((Z(i—1)k/n+1)1s-- > (Z-1)k/n+1)ts - -+ (Zikm)1, - -5 (Zikn)e) to get the vectors
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The functionality fpart—product—2.0
The functionality fpart—product—2.0, running with a set of parties {P1,...,P,} and the ideal adversary
Sim proceeds as follows:

— fpart—product—2.0 Teceives the set of corrupted parties, denoted Corr c [n].

— fart—product—2.0 receives shares [x1], ..., [x)] from all parties.

— frart—product—2.0 receives from the adversary a set of shares {u; }iccorr-

— For each j € [k], fpart—product—2.0 runs open(IF, [x;], D) to obtain (z(j_1ye+1,- - -»Tje)-

- fpart—product—2.0 computes (Zl,...,Zm) = (st[g] xi)je[m]- For each j « [m/ﬁ], let Zj =
(Zz‘)ie[(j—l)e+1,jz]~

— fpart—product—2.0 samples a random sharing of z;, such that the shares of the corrupted parties
are identical to those received from the adversary, i.e., {; ; }icCorr-

— Jfpart—product-2.0 distributes the shares of z1, . .., z,,/, to the honest parties.

Figure 25: Ideal Functionality for Partial Products 2.0

(h(i-1)k/n+1s - - - s Ny ). Finally, for each j € [k], the parties compute the packed shares of unmask; @ h;,
where h; = z; for each j € [1, k/n]. Note that from the way that the mask;’s and unmask;’s are setup, this
final output exactly contains the partial products desired. The detailed protocol is given in Figure 26.

Complexity. Itis easy to see that this protocol runs in constant rounds. Moreover, each party is required
to communicate O(m/¢ + n) field elements. Each server performs O(m/¢) field operations and requires
O(m/l) space complexity. We note that unlike all our other sub-protocols, where the weak servers only
communicate with the large server, this protocol requires every server to talk to every other server.

Lemma 13. Protocol Tpart—prod—2.0 Securely computes functionality fpart—product-2.0 (c.f. figure 25) in the
fpack_mult—hybrid model against a semi-honest adversary who corrupts at most t parties.

Proof. Correctness. The correctness of the protocol follows directly from the correctness of the underlying

functionality, fpa ckemult and the discussion in the protocol overview.

Security Proof. The security of this protocol only holds when x; # 0, for all j € [m], except with a negligible
probability. Let Corr c [n], with |Corr| = ¢, be the set of corrupted parties. We show how to simulate the
view of Corr in the ideal world, given the input shares ([x1]corrs - - -, [Xk]corr) of the corrupted parties.
The simulator S does the following:

— For the pre-processing,S samples the random vectors mask; and unmask; as described in the
main protocol. Then, S generates the shares ([maski]corr,-- -, [maski]corr), (Junmaski]corr, - - -
[unmaskg] corr ), corresponding to the corrupted parties.

— For Step 1, the parties run the ideal functionality f, ;- S can set the shares of the output of this as
shares of some random vectors (by the security of the packed secret sharing), and picks y; at random
for each j € [k] (since the mask;’s look random to Corr, the y;’s also look random to Corr. This is true

only because x;’s are all non-zero!).

— For Step 2, S can generate Fpart ((Y(i-1)k/n+1)15 -5 (Y(i-1)k/ns1) 65 -+ (Vikjm)1s -+ - (Viryn)e) to get
((Z(=1)kfn+1)15 - -+ (B=1)k/ma1) 65 -+ 5 (Ziggn)1s - - -5 (Zigyn)e), for each i € Corr.
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The protocol 7part—prod-2.0
Inputs: Every party P; holds packed shares of the values to be multiplied ([x1], ..., [xx])-
Pre-processing: For each j € [m/{], every party P; holds packed shares [mask;], and [unmask;].

Here, for each j € [m/{], mask; := sj®sij”",where s; = ((sj)1,--.,(s;)¢) isarandom vector, unknown

to any party and sij”" = ((s]_-l)g, ey (S;l)g, (sﬁl)l), and unmask; = ((s71)1,...,(s71)1) @s;.

Protocol: The parties (P, ..., P,) proceed as follows:
1. Compute [y;] where y; = x; ® mask; by computing the following for all j € [k]

— Run o muie(F, [%5], [mask;]) to receive [y;] and send [y;] to P1.

— Py runs open(F, [y;], D) and sends (y;);-(i-1)k/n+1,...,ik/n to party P;, for each i =
2,...,n.

2. For each i € [n], party P; computes Fuart((¥(i=1)k/n+1)15 - - > (Y (i=1)k/ns+1)65 - - > (Fik/n )15+« -
(Yiksn)e) to get ((Z1yk/ne1)1s - (Zi=1)k/me1)es - -+ (Zikgm)1s - -+ (Zign)e)- Here, (2);
represents the j-th value in vector z;. Then, for each i € [n], party P; sends the last value,
(Zikn )¢ to all the parties.

Note here that each party is computing the partial product of k/n - ¢ = m/n inputs, and sending
one field element to every other party.

3. For each ¢ = 2,...,n, party P; first computes H;-;ll(zjk /n)¢ and then multiplies it with the
vector that it computed, i.e., ((Z(;-1)k/n+1)15 -+ > (Bi-1)k/n+1)6 - -+ > (Binn) 15 -+ -5 (Zign)e) to
get (h(i_1)g/n+1s- - Mgy ). For j € [1,k/n], set h; = z;.

4. Finally, for each j € [k], run (F, [unmask;],h;) to get [out;].

pack—mult

Output: Each party P; outputs {[out;]; } jc(x-

Figure 26: Distributed Protocol for Computing Partial Products 2.0 with Equal Division of Work

— For Step 3, since for each i € Corr, (Z(;_1)x/n )¢ received from the party P;_; looks random to F;, S can

pick it at random and multiply it with ((Z(i—1)k/n+1)1,- - -5 (Z(=1)k/ns1)65 - - - (Zim) 15 - - -5 (Zign)e) to
get (h(i_1)g/n+15- - Nign). I3 = 1, S just sets h; = z; for each j € [1,k/n].

— Finally, in Step 4 the parties run f,, - S sets the output shares out;’s corresponding to Corr as

shares of random values (by the security of packed secret sharing).

Note here that for each step, by security of the packed secret sharing scheme (wherever mentioned) and

since the y;’s look random to Corr (under our assumption that the x;’s are all non-zero w.h.p.), S gener-
ates a distribution that is identical to the views of Corr in the real world, assuming that the z;’s are all

non-zero. Hence, the ideal world distribution IDEAprart—product—Q,O7C°rr7$(1)\’ ([x1],---,[xx])), correspond-
ing the functionality fhart—product—2.0 is statistically close to REALﬂ'pan_prod_gﬂ,CON,A(]->\7 ([x41],-- -, [xx]))s
where the parties are all given access to the ideal functionality fpa ckemult- O
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