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Abstract

Private set intersection (PSI) is one of the most extensively studied instances of secure
computation. PSI allows two parties to compute the intersection of their input sets without
revealing anything else. Other useful variants include PSI-Payload, where the output includes
payloads associated with members of the intersection, and PSI-Sum, where the output includes
the sum of the payloads instead of individual ones.

In this work, we make two related contributions. First, we construct simple and efficient
protocols for PSI and PSI-Payload from a ring version of oblivious linear function evaluation
(ring-OLE) that can be efficiently realized using recent ring-LPN based protocols. A standard
OLE over a field F allows a sender with a,b € F to deliver ax + b to a receiver who holds = € F.
Ring-OLE generalizes this to a ring R, in particular, a polynomial ring over F. Our second
contribution is an efficient general reduction of a variant of PSI-Sum to PSI-Payload and secure
inner product.

Our protocols have better communication cost than state-of-the-art PSI protocols, espe-
cially when requiring security against malicious parties and when allowing input-independent
preprocessing. Compared to previous maliciously secure PSI protocols that have a similar com-
putational cost, our online communication is 2x better for small sets (2% — 2!2 elements) and
20% better for large sets (220 — 224). Our protocol is also simpler to describe and implement.
We obtain even bigger improvements over the state of the art (4-5x better running time) for our
variant of PSI-Sum.
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1 Introduction

Secure computation protocols allow two or more parties to perform a distributed computation while
hiding their inputs from each other. A special type of secure computation protocol that has recently
attracted a lot of research effort is private set intersection (PSI). A PSI protocol allows the parties to
compute the intersection of their input sets without revealing anything except the output. PSI has
found a wide array of applications, including private contact discovery, matching problems arising
in business and data management, contact tracing and much more. See, e.g., [FNP04, TKN™20,
PRTY19, DPT20, [CM20, MPR™20, RT21, [RS21, (GPR21] and references therein.

In this work we make two related contributions: we design new efficient protocols for a basic
flavor of PSI, and present a general technique for extending it to a richer flavor that enables
aggregating values associated with members of the intersection.

Asymmetric 2-party PSI. We consider asymmetric 2-party PSI protocols in which only one
party, called the receiver, learns the intersection. The other party, called the sender, does not learn
anything. In the following, the term PSI refers to asymmetric 2-party PSI by default.

1.1 Prior Work

To put our contributions in the proper context, we start with an overview of previous approaches
to concretely efficient PSI. The first is based on the hardness of Decisional Diffie-Hellman (DDH)
problem [Sha80l, Mea86]. PSI protocols based on this approach are less efficient than newer ap-
proaches, especially when considering their computational cost. These protocols are difficult to
apply to other variants of the PSI problem or strengthened for malicious security [DCKT10], and
are inherently not post-quantum secure. Recent protocols that follow this approach but improve
and extend it in several ways were given in [IKN'17, TKN™20, MPR™20, RT21].

Another approach, known as circuit-based PSI, reduces PSI to efficient secure computation
for general circuits [HEK12, [PSTY19, [RS21]. This approach has an advantage of flexibility, as
protocols that rely on this approach can be easily modified to securely compute any function on
the intersection. This includes, in particular, the cases of “PSI with payloads” and “PSI-Sum”
that we will discuss later. On the down side, achieving security against a malicious adversary
is expensive. Even for the easier case of semi-honest security, this approach has relatively large
communication and computation costs compared to more specialized approaches.

A more recent approach to practical PSI is via oblivious transfer (OT) [Rab05, [EGL85]. The
PSI protocols from [KKRT16, [PRTY19, RR17a, RR17bl PRTY20, MRR20, (CM20, DPT20, RS21),
GPR'21| combine random instances of OT and relaxed forms of oblivious pseudorandom functions
(OPRF) [FIPRO5]. This approach allows efficient communication and running time by exploiting
efficient OT extension techniques [IKNP03]. However, these techniques are less modular and thus
more difficult to modify to accommodate other PSI variants or to benefit from input-independent
preprocessing. Moreover, improving the security from semi-honest to malicious requires more
work [RRI7a, RRI7D, PRTY20, (GPR™21] and typically incurs a significant communication over-
head.

The final approach, which is the most relevant to the present work, is an algebraic one [FNP04,
FIPRO5, [KS05, (GN19]. The high-level idea is to encode the elements in each set as roots of a
polynomial, and securely compute a polynomial whose roots are the members of the intersection.
The main advantages of this approach are simplicity and modularity, which make it easier to achieve
malicious security. Our protocols will be based on this approach, and specifically the recent instance
of this approach proposed by Ghosh and Nilges [GN19]. Whereas much of the effort in [GN19] is
spent on extending malicious security to the symmetric and multi-party case, our work will focus



Communication vs Running Time of PSI
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Figure 1: Communication vs running time in low bandwidth setting (1 Mbps) of PSI protocols
for n = 2. Red dots represent PSI with semi-honest security. Blue dots represent PSI with
malicious security. The green dot represents our PSI protocol (end-to-end and online time, both
with malicious security).

on further improving efficiency in the two-party case and extending the functionality to other useful
variants of PSI we discuss next.

PSI with payloads. PSI payload is a variant of PSI where each member a of the sender’s
input set has an associated value ¢, € {0, l}e, referred to as a payload. The receiver obtains the
associated payload values of members of the intersection along with the intersection. While some
PSI constructions, such as ones that follow the circuit-based approach, can be easily modified to
PSI payload, for others this incurs a substantial overhead. The algebraic approach that we follow
in this work can be modified to securely compute a polynomial that evaluates to (0*||¢,) on member
a of the intersection. Thus, our PSI protocol can be extended to PSI payload with only a small
communication overhead.

PSI with sum. PSI-Sum (also called Sum-PSI or Private Intersection-Sum) is a variant of PSI
where each member of the sender’s input set has an associated integer value, similar to PSI payload.
The receiver, however, only obtains the sum of the payloads of the elements in the intersection
without learning individual payloads. Our implementation of PSI-Sum is different in that it also
reveals the intersection to the receiver. That is, our version can be viewed as a standard PSI
protocol with an additional output that includes the sum of the payloads. To distinguish this
version from the standard one [IKNT17, TKNT20, MPR™20|, which only reveals the cardinality
of the intersection, we call it PSI+Sum. While the extra information revealed to the receiver in
PSI+Sum is problematic for some applications, it can be harmless or even useful for others. For
instance, the receiver may be an analyst who wishes to learn aggregate statistics of a secret set of
individuals (e.g., customers or patients) which she already knows to be part of the sender’s data
set.

Existing constructions of PSI-Sum are either OT-based, using an OPRF to hide the inter-
section while allowing computation of the payload sum [IKNT17, TKN™20, MPR™*20], or simply
use the circuit-based approach [PSTY19, RS21, [HMS21]. The general approach for PSI-Sum
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Figure 2: Communication vs running time of “PSI with sum” protocols for n = 216 with 32-
bit payloads. Red dots represent circuit-based PSI-Sum protocols. Blue dots represent PSI-Sum
protocols using other approaches. The green dot represents our (intersection-revealing) PSI+Sum
protocol. The numbers are from the respective papers or estimated.

in previous works is to start with a protocol for PSI payload, and use ad-hoc techniques to
mask the payloads in a way that only their sum can be recovered by the receiver. For exam-
ple, [IKNT17, TKN™20, MPR™20] use different kinds of homomorphic encryption to hide individual
payloads while allowing their aggregation. (See [COI8] for discussion of the underlying challenges.)
These previous approaches result in either high communication or slow running time, as shown in
Figure[2] By revealing the intersection to the receiver, we significantly improve the communication
and running time. Jumping ahead, we will present an efficient general transformation from PSI
with payload to PSI+Sum.

The preprocessing model. While our PSI protocols are competitive also when considering
end-to-end costs, they are particularly attractive when allowing input-independent preprocessing
as in [RRI17al RR17b, (RS21]. A protocol in the preprocessing model consists of two phases. In
the offline phase, which can be executed before the inputs are known (say, during an idle time of
the system), the parties can interact in order to securely generate correlated randomness that is
stored for future use. In the online phase, which is executed once the inputs are known, the parties
use the correlated randomness generated in the offline phase to perform the PSI computation
more efficiently. Most of PSI protocols from the literature can benefit from the preprocessing
model by moving steps that can be computed without the inputs, such as setting up OTs or Bloom
filters [KLS™17], to the offine phase. However, the extent to which this helps varies greatly between
different PSI techniques. In particular, PSI protocols based on DDH or OPRF require the inputs
to be known before most of the work can be performed, and thus only modestly benefit from
preprocessing. In contrast, the algebraic approach we pursue here can be used to shift the vast
majority of the work to the offline phase, where the cost of the latter can be minimized using
recent techniques of Boyle et al. [BCG™19, BCG™20]. Moreover, the offloading other protocols can
perform in the offline phase are mainly computation, not communication. As shown in Figure 1}, in
a low bandwidth setting, our protocol is the only one benefit from preprocessing. It spends 25-30%



of both communication and running time in the offline phase, and thus represented by two dots for
total and online. Other PSI protocols run mostly in the online phase and are represented by one
dot.

(Ring) OLE. The oblivious linear-function evaluation (OLE) functionality [NP99, TPS09] is an
algebraic generalization of OT. Recall that the OT functionality allows a sender with two inputs
bo,b1 € {0,1} to send b; to a receiver whose input is ¢ € {0,1}. The receiver only learns b; but
learns nothing about b;_;, while the sender also learns nothing about ¢. In the OLE functionality
over a finite field F, the sender instead holds a,b € F, the receiver holds an input x € F, and the
receiver obtains the output ax + b. An OT functionality is equivalent to a special case of an OLE
functionality with F = Fo. Efficient OLE protocols can be constructed either from OT alone [Gil99),
IPS09, [KOS16, HMRT22] or, more efficiently, from OT and noisy Reed-Solomon codes |[NP99,
IPS09, [GNNT7] or lattice-based additively homomorphic encryption [JVCIS, BEPT20|. An efficient
“black-box” technique for protecting OLE protocols against malicious parties has been proposed
in [HIMV19].

Our main PSI protocol is based on a generalized version of OLE we refer to as ring-OLE. In a
ring-OLE protocol, the inputs a,b, x are in a (finite) ring R. In this work we consider a quotient
ring R = F[X]/(p(X)) where each element can be represented by a polynomial of bounded degree.
Standard OLE over F can be viewed as a special case in which the degree-bound is 0. Ring-OLE
for R = F[X]/(p(X)) where p(X) has n distinct roots in F can be constructed from OLE as follows.
For each root ¢ of p(X), the parties engage in an instance of OLE to send a(c)z(c) + b(c) to the
receiver. Then, the receiver can use polynomial interpolation to reconstruct ax 4+ b. In order to
ensure that the degree of ax does not exceed that of p, one can use 2 additional instances of OLE
to check the result, analogously to the technique used in [GN19]. However, better efficiency can
be obtained by using a ring-LPN based construction from [BCG™20|, which generates a random
instance of degree-n ring-OLE with sublinear communication cost in n while achieving security
against malicious parties.

1.2 Our Results

In this paper, we obtain the following results.

Maliciously secure PSI from ring-OLE. We present a 2-party PSI protocol with security
against malicious parties from ring-OLE. Our protocol is particularly attractive in the preprocessing
model, but also has competitive end-to-end costs. Since ring-OLE can be easily reduced to OLE,
our protocol can also be cast in the OLE-hybrid model.

Our protocol builds on the OLE-based PSI protocol of Ghosh and Nilges |[GN19] but improves
it in several WaysE] First, our protocol significantly increases efficiency in the online phase by
moving all calls to the (ring-)OLE functionality to the offline phase. Our online phase is “non-
cryptographic” and typically has higher efficiency in both communication and running time com-
pared to other PSI protocols, even those with only semi-honest security. Second, we combine O(n)
calls to OLE functionality, where n is the size of the input set, into a single call to ring-OLE
functionality for a quotient ring of polynomials of bounded degree. This makes our construction
modular and easier to analyze, and allows us to take advantage of recent efficient random (ring-
JOLE setup [BCG™20|, to minimize communication costs with reasonable amortized overhead.
Third, we simplify the approach taken in [GN19] to achieve malicious security. Instead of using
two OLE calls to prevent a malicious receiver from sending z = 0 and learning a(0) + b = b, we

!Abadi et al. [AMZ21] recently presented several attacks on PSI protocols from [GNT9]. These attacks mainly
target the symmetric variant, where both parties receive the output, and do not apply to our version of this protocol.



use the special-purpose ring-OLE to push this check to the online phase where the sender aborts
unless z € F[X] is a monic polynomial of degree n. Even when instantiating this method with
OLE (instead of ring-OLE), it almost halves the number of OLE calls in [GN19]. Combining both
the offline and online phase, our protocol decreases the communication complexity of [GN19] by
50%-75% and its running time by 35%-45% even when OLE in [GNT9] is generated by the PCG.
In particular, the online phase of our PSI protocol communicates 80%-90% less bits than that
of [GN19] and is almost twice as fast when compared to the original.

Compared to the state-of-the-art OT-based PSI [PRTY19, PRTY20, [CM20, IGPR21] with
semi-honest security, the communication complexity of our PSI protocol in the online phase is
up to 50% smaller while remaining competitive in the running time for small (28,2'2 elements)
sets. The vector-OLE-based PSI [RS21] and DH-based PSI [RT21] only outperform ours in term of
communication for large (220,224 elements) sets. In the malicious setting, our advantages are even
bigger. The communication complexity of our PSI protocol in the online phase is up to 50% less
than any other known PSI for small sets and 20% less for large sets. In the low bandwidth setting,
our protocol outperforms other PSI protocols in the running time as well, as shown in Figure[l] See
Table [2] for a detailed comparison of communication costs, Section for analysis of computation
costs, and Section [§] for comparison to other approaches.

A major additional advantage of our protocol is that it can be easily extended to PSI with
payload and PSI with sum, which we discuss next.

PSI payload. We modify our PSI construction to support payload. In particular, we construct
a protocol for PSI payload with security against malicious parties from ring-OLE. As in the basic
PSI case, we may instantiate the ring-OLE with OLE and obtain a PSI payload protocol in the
OLE-hybrid model. The online phase of the protocol is very communication efficient and does not
involve any use of cryptography. The payloads in our protocol can be encoded using the same
polynomials that are used to compute the intersection. The technique can be adapted to oblivious
programmable PRF (OPPRF)-based PSI [PRTY20, RS21] and oblivious key-value store (OKVS)-
based PSI [GPR™21], but not (non-programmable) OPRF [CM20] or DH-based [RT21] PSI. In
some cases, masked values of the payload need to be sent separately, usually encrypted [IKN™T20).
They cannot be sent as random (hashed) values together with the set elements as only one party
knows them. Efficient decryption and exchange of these values are done with only semi-honest
security. Our approach avoids these limitations with little additional communication overhead.

From PSI payload to PSI4+Sum. Our second main contribution is a general construction of
a PSI+Sum protocol from any PSI payload and secure inner product. Informally, the protocol
works as follows: The sender masks the payload for each element of her set with an evaluation of a
random polynomial at this element. The receiver can only get rid of the masked value of the sum
by performing a secure inner product between a sum of each power of the intersection members
and the coefficients of the masked polynomial.

Secure inner product can be efficiently reduced to OLE, which in turn has a low cost in the
preprocessing model. Instantiating this reduction with our PSI payload protocol, we obtain an
efficient PSI4+Sum protocol with security against semi-honest parties from OLE. Similar to the
previous construction, calls to OLE are made only in the offline phase, and thus the online phase is
entirely non-cryptographic. When the (offline) random OLE functionality is instantiated with the
recent ring-LPN based protocol from [BCG™20| our protocol is competitive in both communication
complexity and running time even when combining the offline and online phases into a single
end-to-end protocol. See Table [3] for a comparison with prior works.



1.3 Applications

PSI is motivated by a growing number of real-world applications that are thoroughly discussed
in prior works (see, e.g., [FNP04, IKN"20, [PRTY19] and references therein). We would like to
motivate our two main points of departure from most of these prior works.

Offline-online setting. Many practical MPC protocols, including the popular SPDZ line of
protocols, heavily rely on the premise that offline work (including communication and computation)
is a much cheaper resource than online work. It is therefore very natural to take advantage of the
same premise in the context of PSI. Moreover, given the new techniques for generating (ring-)OLE
correlations from ring-LPN [BCG™20|, we get significant efficiency gains even with respect to the
total cost (counting both offline and online). In particular, we can delegate about 40% of the
communication and 25%-50% of the running time to the offline phase in our PSI protocol.

Relaxed security for PSI4+Sum. Unlike other PSI-Sum protocols, our general transformation
from PSI payload to PSI4+Sum reveals not only the sum of the payloads in the intersection but also
reveals (to the receiver) the intersection itself. (Note that the set of payloads in the intersection
still remains secret, except for revealing the sum.) This can be a significant limitation for some
applications. However, in other applications this may not be a concern. For instance, in classical
use-cases of PSI (e.g., ones related to matching problems) the ideal functionality reveals the actual
set intersection either to both parties or to one of the parties. In the same use-cases, there may
be additional payloads containing sensitive information (e.g., salaries) that can only be revealed
in aggregate form. Finally, as discussed above, there are many use-cases in which the intersection
itself reveals no information to the receiver because its data set is always a subset of the sender’s.
This is the case, for instance, when the sender is a company or a hospital and the receiver wants
to obtain some aggregate statistics of a secret subset of customers or patients that are known to
be associated with the sender.

1.4 Organization

The rest of the paper is organized as follows. We present the PSI functionality and fast algorithms
for polynomial evaluation, polynomial interpolation and power sum in Section [2} In Section [3] we
describe OLE-related functionalities and reductions between them. Section 4| describes our main
ring-OLE based PSI protocol in the preprocessing model, along with a proof of malicious security
and performance analysis. In Section [5] we extend the protocol to include payloads. In Section [6]
we describe and analyze our general construction of PSI4+Sum from PSI Payload and secure inner
product. In Section [/} we briefly discuss how to extend the ring-OLE based construction to other
PSI varaints. Finally, in Section [8, we analyze the concrete performance of our PSI protocols and
compare it to other PSI protocols.

2 Preliminaries

We use A and x to denote the statistical and computational security parameters, respectively.
We use [n] to denote {1,2,...,n}. We use the standard definition of negligible functions and
computational indistinguishability [GMS84]. We will denote by Pr,[X] the probability of an event
X over coins r, and Pr[X| when r is not specified. The abbreviation “PPT” stands for probabilistic
polynomial time. For a finite set S, we denote a <— S a uniformly random choice of a from S. For
a randomized algorithm A, let A(x;r) denote running A on an input & with random coins r. If r is
chosen uniformly at random with an output y, we denote y < A(z). For a vector v € F™, we use
Ui] to denote the i-th element. We denote the inner product of @, v € F™™ by (u,v).



2.1 Polynomial Operations

Our algorithms for PSI and its variants use an algebraic approach and thus need to perform several
polynomial operations including (multi point) polynomial evaluation, polynomial interpolation and
power sum, that is computing Z i1 cJ fori=0,...,n.

2.1.1 Polynomial Evaluation

Our PSI protocols and its variants need to evaluate polynomials at a large number of points. We
use an efficient algorithm in [BM74] [BLS03] to evaluate a given polynomial at all points at once.
The idea is that evaluating a polynomial f(z) € F[z] at a € Fis f(a) = f(z) mod (z — a). Instead
of computing f(z) mod (z —a) for each evaluation point, the algorithm first constructs a subproduct
tree, which is a binary tree where each node contains the product of polynomials in its children. The
leaves of the subproduct tree contain x — a; where ag, ..., a, are evaluation points. The subproduct
tree can be constructed from leaves where polynomial multiplications are computed using FFT.
To evaluate a polynomial f, we compute modulo of f down along the subproduct tree from its
root. The result at each leaf will be the evaluation. This fast multi-point polynomial evaluation
algorithm, called FastEval, allows our algorithms to evaluate a polynomial at n distinct points
using 17n log? n field multiplications [BLS03] as opposed to point-wise evaluation using O(n?) field
multiplications.

2.1.2 Polynomial Interpolation

The subproduct tree can also be used to compute polynomial interpolation [BM74, BLS03]. We
may think of the polynomial evaluation at aj,...,a, € F as a linear function. Then polynomial

interpolation at the same points is simply its inverse. For a polynomial f(x Zazx we let

n

fl(x) = Ziaimi_l denote its formal derivative. From Lagrange interpolation formula, the unique
i=1

polynomial f of degree n — 1 that satisfies f(a;) =b; fori=1,...,nis

H(x—aj) n

b; J#i (z)
Z Ha_aj ;m’ a;) Tz —a

J#i

n n
where m(z) = H(a: —a;) and m/(z) = Z H(CE — aj) is its formal derivative. We can compute
i=1 i=1 j#i

m/(a;) using FastEval and =22 7—a, using the subproduct tree. This algorithm uses 20n log? n field
multiplications to 1nterpolate n points [BLS03].

2.1.3 Power Sum

Our algorithm for PSI4-Sum also requires the receiver to compute  ; ¢ fori=0,...,d where
both |I| and d are linear in the input size n. A direct computation would require O(n?) multi-
plications and additions. We consider this computation as a multiplication between the transpose
of the Vandermonde matrix of elements of I and a vector of all 1’s. Thus, this computation can



n
be done using the algorithm in Figure For a polynomial f(z) = Zaixi with a, # 0, we
i=0

n
let rf(z) = Zan_ixi = 2" f(z~!) denote its reverse-coefficient polynomial. This algorithm is a
i=0

simplified version of an algorithm in [BLS03] using the subproduct tree.

PowerSum
1. Compute f(z) = [[.c;(x —¢)
2. Compute the reverse-coefficient polynomial 7 f(z)
3. Compute the inverse of 7 f(z) modulo 24!, denoted g(z)
4. Compute the reverse-coefficient polynomial of the derivative f’(z), denoted t(x)

5. Output the coefficient vector @ of ¢(x)g(x) modulo x4+!

Figure 3: Power Sum

Theorem 2.1. v; =) ; ¢ fori=0,...,d.

Proof. From f(x) =[] c;(x —c), we have r f(x) = [[.c;(1 — cz). Since we can write the derivative
f/(.’lf) = ZCGI Hc’#c(‘r - Cl)? we get t(x) = ZCEI Hc’;ﬁc(l - C/JE). ThllS,

ta)g(a) = 3 [ (1 = ¢a)gla) (mod 2%+)

cel c#c
= Z(l —cx)”! (mod z4t1)
cel
= Z (1 +er+ (cx)?+... + (C:E)d) (mod z4+1)
cel
d . .
= (Z c’) z' (mod z4t1)
=0 \cel

2.2 Private Set Intersection

We define the security of the two-party private set intersection (PSI) as a special case of a secure two-
party computation (2PC). We follow the standard security notions for semi-honest and malicious
securities. The ideal functionality of PSI is defined in Figure

2.3 Secure Inner Product

A secure inner product functionality allows two parties to compute an inner product of each party’s
input vector and output as an additive share to each party. We define an ideal functionality for
secure inner product in Figure



Fpsi

Parameters. n is the upper bound of the size of parties’ input sets; n’ > n is the upper
bound of the corrupted sender’s input set.

Functionality.

1. Upon receiving a message (inputS, A) from the sender with A C {0,1}*, if |A| > n and
the sender is honest, or |A| > n/ and the sender is corrupted, ignore that message.
Otherwise, store A and send (inputS) to A.

2. Upon receiving a message (inputR, B) from the receiver with B C {0, 1}*, if |B| > n,
ignore that message. Otherwise, store B and send (inputR) to .A.

3. Upon receiving a message (deliver) from A, check if both A and B are stored, else ignore
that message. Otherwise, set I = AN B and send (output, I) to the receiver. Ignore all
further messages.

Figure 4: Ideal functionality for private set intersection (PSI)

We show how to construct a protocol realizing F|" . p,oquct i the FoLg-hybrid model in Figure @
The idea behind this construction is similar to the secure inner product protocols in OT-hybrid
model in [KOS16, IGSBT17]. We note that the degree of the polynomial p/y is set to d — 1 instead of
d to allow Sender to check that pp has degree exactly d. This prevents a malicious Receiver from
learning some parts of p4 from pg. While p}; = pp — p/g exposes the coefficient of z? from pp, this
coefficient can be chosen uniformly at random from F \ {0} independent of B.

Theorem 2.2. II"

i nerProduct Unconditionally realizes F' o proquct 0 the FoLe-hybrid model.

Proof. By the correctness of FoLg, we have z; = @[i]v]i] — 7[i]. Thus, z = (4, ¥) — r. Hence,

—

oA +op = (d,Wa) — 1+ (b, W) — 2
= (@,b— ) + (@ + 4, 0) — (@,7)
= (@,b) — (@,¥) + (@,7) + (@, ¥) — (@, D)
= (@.b)

When the adversary A corrupts Alice, we construct a simulator S4 interacting with A as follows.
It first simulates Fo_g in the offline phase to extract @ and 7 Upon receiving w; in the online phase,
Sa computes @ = w1 — @ and sends it to F|} . product @d receives 04. Finally, it sends a uniformly
random Wy with (d@,ws) = 04 + Y, 7i] to A. Since Bob is honest, ¥ is uniformly random, and
so is Wy in the real world. Thus, the ideal world interaction and the real world interaction are
indistinguishable.

When the adversary A corrupts Bob, we construct a simulator Sg interacting with A4 as follows.
It first simulates FoLg in the offline phase to extract ¢, and send uniformly random z; to A. It sends
a uniformly random w; to A in the online phase. Upon receiving ws, Sp computes b= W, + . and
sends it to F|! . product and receives op. Since Alice is honest, 7 and # are uniformly random, so is
wh and z; = @[i|0[i] — 7]i] in the real world. Thus, the ideal world interaction and the real world
interaction are indistinguishable. O
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~T"InnerProduct

Parameters. F is a finite field; n is the length of input vectors.

Functionality.

1. For i € {1,2}, upon receiving a message (input;, v;) from P; with ¥; € F", verify that
there is no stored vector ;, else ignoring that message. Otherwise, store v; and send
(input;) to A.

2. Upon receiving a message (deliver) from A, check if both ¥ and ¥ are stored else
ignoring that message. Otherwise, set ¢ = (U, 72) € F, sample 01 < F, set 02 = ¢ — o1,
and send (output;,0;) to P; for i € {1,2}. Ignore all further messages.

Figure 5: Ideal functionality for secure inner product

The secure inner product functionality can also be instantiated from a random inner product
in [BCG™20]. The random inner product instance can replace @ and r for Alice, and ¢ and z for
Bob in Figure[6] where (@, @) = r+ 2. This method is more efficient than using OLE or random OLE
in both computation and communication in the offline phase. The online phase and the security
remain the same.

2.4 Polynomial Ring modulo p(X)

We view the ring R = F[X]/(p(X)) as a collection of equivalence classes of polynomials modulo
p(X) where

[f]={g € F[X]: f =g (mod p(X))}
denote the equivalence class of f in R This means that if two polynomials have the same remainder
when divided by p(X), they are in the same class, i.e. the same element in R. This way, any
polynomial can be viewed as an element of R by considering its equivalence class. Moreover, each
polynomial f (of any degree) in F[X] is uniquely identified with the representative f (mod p(X))
of degree less than that of p.

3 Oblivious Linear Evaluation

Let F be a finite field. An oblivious linear function evaluation (OLE) allows two parties, a sender
with input a,b € F and a receiver with input = € F, to securely compute ax + b and output
to the receiver. The OLE can be seen as a generalization of an oblivious transfer (OT) where
F = F3. The OLE protocols are usually constructed in batches from various techniques and
primitives such as noisy Reed Solomon codes in the OT-hybrid model in [NP99, TPS09, (GNNT17],
an additive homomorphic encryption [JVCIS8|, pseudorandom correlation generator (PCG) based
on ring-Learning Parity with Noise (ring-LPN) [BCG™20].

3.1 Ring-OLE

In this work, we consider a generalization of OLE, called ring-OLE (rOLE), where the inputs a, b, x
are from a ring R instead of a field. The rOLE functionality is defined in Figure

11



n
innerProduct

Offline Phase.
1. Alice samples random vectors i, 7 € F™.
2. Bob samples a random vector v € F".
3. Fori=1,...,n,

e Alice sends (inputS, (4[é], —7Ti])) to FoLE-
e Bob sends (inputR, 7[i]) to FoLg and receives (output, 2;).

4. Alice computes r = >, 7[i] € F.

5. Bob computes z =), z; € F.

Online Phase. Alice on input @ € F", Bob on input beF"
1. Alice sends W, = d + 4 € F" to Bob.
2. Bob sends wsy = b— 7T to Alice.
3. Alice outputs og = (@, wa) — r.

4. Bob outputs op = (W1, 7) — z.

Figure 6: Protocol realizing secure inner product in the Fgog-hybrid model

When R = F[X]/(p(X)), a quotient ring of a polynomial ring F[X], where p(X) is a product of
d distinct linear terms, a ring-OLE for R can be constructed from d instances of (standard) OLE
over F. When R is finite, a variant of rOLE where both parties’ inputs are replaced by uniformly
sampled elements of R is called a random rOLE (rrOLE). A malicious variant where malicious
party may choose their inputs is defined in [BCG™20] as shown in Figure

In [BCG™20], rrOLE protocol for R = F[X]/(p(X)) can be constructed from pseudorandom
correlation generator (PCG) based on ring-Learning Parity with Noise (ring-LPN). The resulting
rrOLE correlation can be split into d instances of random OLE correlation by evaluating at each
root of p(X) (or by dividing by each linear factor).

3.2 Ring-OLE from Random Ring-OLE in the Offline Phase

In this section, we construct a rOLE protocol from rrOLE functionality in the offline phase. This
protocol will later be used in our PSI protocol. By moving the rrOLE functionality to the offline
phase, the rOLE protocol and the upcoming PSI protocol will have efficient online phase in both
communication and computation. Let F,oLg be the rrOLE functionality. We describe the rOLE
protocol Hfg[’l‘f in Figure @

Informally, in the offline phase, the sender and the receiver execute rrOLE for randomly chosen
ring elements (a’,0’) and (2, ) where ¢ = o'z’ + V'. In the online phase, they use a/,b’ and a/, ¢/
to additively mask their inputs, and send the masked values in clear. We can show that the joint

12



FroLE

Parameters. a ring R

Functionality.

1. Upon receiving a message (inputS, (a,b)) from the sender with a,b € R, verify that there
is no stored tuple else ignoring that message. Otherwise, store (a,b) and send (inputS)

to A.

2. Upon receiving a message (inputR, z) from the receiver with x € R, verify that there is
no stored value else ignoring that message. Otherwise, store x and send (inputR) to A.

3. Upon receiving a message (deliver) from A, check if both (a,b) and x are stored else
ignoring that message. Otherwise, set ¢ = ax + b € R and send (output, ¢) to the
receiver. Ignore all further messages.

Figure 7: Ideal functionality for ring oblivious linear function evaluation (rOLE)

distribution of masked messages completely hide each party’s inputs while allowing the receiver to
recover ax + b. We prove the security of Hfgtr,‘f in Figure |§I in the following theorem.

Theorem 3.1. Assuming FroLe functionality, H‘r’gtrl‘ze securely realizes FroLg using FroLe only in

the offline phase with perfect security.
Proof. (Sketch) The correctness of F,o g implies that ¢/ = a’z’ + b'. Thus,

c=b'+a'r—c=0b+V-d@x-2))+(a+d)r— (2 +V)
=ax +b.

So, Hfgli"Ee is correct. Suppose the sender is corrupted. We construct a simulator Ssenger that follows
the protocol except that it simulates Fy.oLg in the offline phase to extract a’,?’. In the online phase,
it sends x* chosen uniformly at random from R to the sender. Upon receiving a*, b*, it computes
a=a*—a and b = b* — b +a'z* for the functionality. Since x’ is also chosen uniformly at random
from R, x* from Ssenger and z* = x — 2’ in the real protocol as they have the same distribution.
Now suppose the receiver is corrupted. We construct a simulator Sreceiver that simulates FoLg
in the offline phase to extract z’, . In the online phase, upon receiving z* from A, the simulator
sends & = z* + 2/ to the functionality to get ¢ = aZ + b. It chooses a* uniformly at random,
computes b* = & — a*(z* + 2) + ¢, and sends a*, b* to A.
Lemma 3.2. The distribution of (a*,b*) given (x*,2',¢,c) in H?gE"Ee and the distribution (a*,b*)

given (z*,2',¢,c) are identical.

Proof. Since for any a’, 2’ € R there exists b = ¢ —ad’x’ satisfying ¢/ = a’2’ +1'. Thus, @’ is uniform
given ¢/, so is a*. Hence, a* and a* has the same distribution. Given z*, 2/, ¢, ¢, a*, we can write
/ /
b*=b+0b —adz*
=(c—ax)+(c
/ / /
=c—ar—a(r +z")+¢

=c—a" (2’ +2*)+¢

/ 1! !/
—a'z')—az”
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FroLE

Parameters. a finite ring R

Functionality.

1. If both parties are honest or A is semi-honest, uniformly sample a, b,z + R and
compute ¢ = ax + b.

2. If A is malicious and the sender is corrupted, upon receiving a message (a, b) from A, if
a,b € R, uniformly sample x < R and compute ¢ = ax + b, else ignore the message.

3. If A is malicious and the receiver is corrupted, upon receiving a message (x,c) from A,
if z,c € R, uniformly sample a < R and compute b = ax — ¢, else ignore the message.

4. Upon receiving a message (deliver) from A, check if a, b, ¢, z are stored, else ignoring
that message. Send (a,b) to the sender and (x,c) to the receiver, respectively. Ignore all
further messages.

Figure 8: Ideal functionality for random ring oblivious linear function evaluation (rrOLE) [BCG™20)

Both b* and b* can be determined by the same expression given z*,2’,¢,d,a* or z*,2/,¢,c,a*.
Therefore, the distribution of (a*,b*) and the distribution (a*,b*) are identical. O

Thus, the real protocol and the simulated one are indistinguishable. O

This protocol is highly efficient. The online phase consists of sending 3 ring elements, and the
computation is dominated by 2 ring multiplications. Combining the above theorem with any rrOLE
protocol with semi-honest or malicious security gives rOLE protocol with the same level of security.
Since OLE is a special case of rOLE with R = F, the above construction gives an efficient OLE
protocol using random OLE in the offline phase, and sending 3 fields elements in the online phase.

However, rOLE for a ring R = F[X]/(p(X)) can not be used to compute PSI using the algebraic
approach in [ENP04, [FTPRO5] [KS05, (GN19] as operations modulo p(X) do not preserve roots. We
thus need to consider a polynomial ring R = F[X]. Since the polynomial ring is not finite, the
previous construction which relies on rrOLE does not directly apply. We then consider a special-
purpose rOLE for R = F[X] with some additional restriction on the degree and leading coefficient
of each polynomial. The functionality for this special-purpose rOLE is defined in Figure

When using the functionality to compute PSI, this restriction prevents high-degree terms of
polynomial b to be known by a malicious receiver choosing polynomial x of low degree. Since the
sender only receives a single message, we have lower restriction on the sender’s input. Note that
we also restrict the leading coefficient of x. This condition allows the protocol to efficiently check
for malicious receivers. When we use this protocol has a part of a PSI protocol, z is chosen by its
roots. Thus, the receiver may choose the polynomial to be monic. We show that doing so does not
reveal the rest of the polynomial, and thus its roots.

We construct a protocol realizing fgﬁz’d using FyoLg only in the offline phase in Figure
The main distinction between this protocol and the previous one is that a corrupted receiver of
this protocol may try to choose x of degree less than d to expose some part of b. In order to do so
while passing the check on the degree of x*, he must choose z’ of degree d instead. However, we
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offline
1_IrOLE

Offline Phase.
1. Sender receives (a’,b') from FoLE.

2. Receiver receives (2/, ') from FyoLg where ¢ = a'2’ + V.

Online Phase. Sender on input a,b € R, Receiver on input x € R
1. Receiver sends z* = x — 2’ to Sender.
2. Sender computes b* = b+ b — d’z* and a* = a + a/, and sends a*, b* to Receiver.

3. Receiver outputs ¢ = b* + a*x — (.

Figure 9: Protocol for F,oLg using F,oLg in the offline phase

can show that any malicious choice of z;’s in the offline phase yields z’ of degree at most d —1. We
refer to Subsection [2.4] for the ring structure and notations.

The following theorem shows security of Hlfc[)ﬁz’d in the FoLe-hybrid model.

Theorem 3.3. H[ﬂ[))fl];’d realizes fi)[fj];’d i the FroLe-hybrid model.

Proof. By the correctness of F,,oLg, we have ¢g = apxo + by (mod p). Then

= (aoxo + bo) — a"z'p1 (mod p)
— (a/ +a//p1)<a:_/ +x//p2) + (b/ _ a’aﬁ”pg) _ a//x/pl (mOd p)
=dz +b +d"2"pips = a2’ +V (mod p)
Since degcd <2d—1,dega’ =d, degax’ < d—1, and degt/ <2d —1, ¢ = a’2’ +b'. The same proof
correctness as H?g[”Ee gives the correctness of the protocol.

Security against corrupted Sender: We construct a simulator Ssenger that interacts with A
as follows. It simulates F,,oLg honestly to extract ag, by, co, g, 2’, ”. Upon receiving a” from A, it
computes @ = ag —a”p1. If @'z’ has degree at most 2d — 1, let b’ = by +a@'x"py (mod p). Otherwise,
it sets @ = 0 and O = ¢ = ¢y — a”2’p; (mod p). In the online phase, it sends z* chosen uniformly
at random from monic polynomials of degree d to the sender. Upon receiving a*, b*, if dega™ < d
and deg b* < 2d, it computes @ = a* — &’ and b = b* — b 4+ &'z*, and sends (inputS, (a, b)) to f}:)[f_(é’d.
Otherwise, it aborts.

We prove the indistinguishability through the following hybrids:

e Hj: This is the real world interaction of the protocol H?([))E]E’d.

e Hy: The same as Hy except that Ssender simulates FioLe honestly to extract ag, b, cg, zo
(which gives 2/, 2”). Upon receiving a” from A, Ssender computes @’ = ag — a’'py. If @'a’
has degree at most 2d — 1, let ¥ = by + @'2"pa (mod p). Otherwise, it sets @ = 0 and
V = =cy—a"z'p; (mod p). Note that ¢ = @'z’ + b’ in both cases, and ¥ = ¢ is uniformly
distributed among polynomials of degree at most 2d — 1. This hybrid is identical to Hy as a’
and b are not used.
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F[X],d
‘FrOLE

Parameters. a finite field F, an upper bound parameter d Functionality.

1. Upon receiving a message (inputS, (a,b)) from the sender with a,b € F[X], verify that
there is no stored tuple, dega < d and degb < 2d, else ignore the message. Otherwise,
store (a,b) and send (inputS) to A.

2. Upon receiving a message (inputR, z) from the receiver with x € F[X], verify that there
is no stored value, z is monic and degx = d, else ignore the message. Otherwise, store x
and send (inputR) to A.

3. Upon receiving a message (deliver) from 4, check if both (a,b) and x are stored else
ignore the message. Otherwise, set ¢ = ax + b, send (output, ¢) to the receiver. Ignore all
further messages.

Figure 10: Ideal functionality for the special-purpose rOLE for R = F[X] where dega < d, degb <
2d and degz = d

e Hy: The same as Hy except that Ssender, upon receiving a*, b, if dega™ < d and deg b* < 2d,
ita=a*—a and b = b* — b +a’x*. Otherwise, it aborts. The receiver outputs ax -+ b instead
of b* + a*x — /. From

(a* =)z + (0 =V +dz*)=a'z+b" — @ (x+2*)+V)=a’z+b* —¢
This hybrid is identical to Hj.

e Hi: The same as Hs except that Ssender uniformly samples a monic polynomial 2* of degree
d and sends to A instead of 2* = z — 2/ and b = b* — ¥ + @'F*. Since the receiver is honest, =
is a monic polynomial of degree d and 2’ the remainder of dividing a uniformly chosen zg of
degree at most 2d — 1 by ps. Thus, it is uniform among polynomials of degree d — 1. Thus,
z* and z* has the same distribution. Hence, Hy and Hj3 have the same distribution.

e Hy: The same as H3 except that Ssender sends (inputS, (a, 5)) to fg{é’d instead of interacting

with the receiver. This is the ideal world interaction. If Ssender does not abort, dega* <d
and deg b* < 2d, so are @ and b. The receiver in the ideal world will receive (output,az + b).
This hybrid is identical to Hs.

Security against corrupted Receiver: We construct a simulator Sreceiver that interacts with
A as follows. It simulates F,,oLg honestly to extract ag, b, co, To, samples a” honestly and computes
a’ of degree d. Upon receiving z” from A, it computes ' = xg — 2”ps. If ¥’ has degree at most
d—1,1let @ = cy—a"i'p; (mod p). Otherwise, it sets 7’ = 0 and & =¥ = by + a”2"p; (mod p).In
the online phase, upon receiving z* from A, if * is not a monic polynomial of degree d, it aborts.
Otherwise, it computes & = z* + Z’, and sends (inputR,Z) to .Fgﬁ:’d and receives (output, ¢). It
sends @* chosen uniformly at random from polynomials of degree at most d, and b* = ¢ — a*7 + &

to A.
We prove the indistinguishability through the following hybrids:
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F[X],d
ILolE

Parameters. F is a finite field. R = F[X]/(p(X)) where p(X) is a product of 2d distinct
linear terms. Elements in R can be represented by a polynomial of degree at most 2d — 1. Let
p(X) = p1(X)p2(X) where p; has degree d.

Offline Phase.

1. Sender receives polynomials ([ag], [bo]) from F,oLe where ag, by € F[X] are
representatives of the equivalence classes with degree at most 2d — 1.

2. Receiver receives polynomial ([xo], [co]) from FyoLg where zg,cy € F[X] are
representatives of the equivalence classes with degree at most 2d — 1.

3. Sender computes (random) a” € F[X] of degree at most d — 1 such that @’ := ap — a'p1
has degree d. Sender sends a” to Receiver.

4. Receiver computes (unique) z” € F[X] of degree at most d — 1 such that 2’ := z¢ — 2"py
has degree at most d — 1. Receiver sends z” to Sender.

5. If degx” > d, Sender aborts; otherwise, computes b’ = by + a’z”py (mod p).

6. If dega” > d, Receiver aborts; otherwise, computes ¢ = ¢g — a”2'p; (mod p).

Online Phase. Sender on input a,b € F[X] with dega < d and degb < 2d, Receiver on input
x € F[X]| monic with degz = d

1. Receiver sends z* = x — 2’ to Sender.

2. If * is not a monic polynomial of degree d, Sender aborts. Otherwise, Sender computes
b* =b+ b —a'z* and a* = a + d/, sends a*, b* to Receiver

3. If deg b* > 2d or dega* > d, Receiver aborts; otherwise, outputs ¢ = b* + a*z — .

Figure 11: Protocol realizing special-purpose ring-OLE f?éfé’d using FroLg only in the offline phase
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e Hy: This is the real world interaction of the protocol H%}El]z’d.

e Hy: The same as Hy except that Sreceiver simulates F,.oLg honestly to extract ag, by, co, zg-
It receives a” from the receiver and passes it to A. Upon receiving x” from A, it computes
¥ = xo — 2"pe. If &’ has degree at most d — 1, let & = ¢y — a”#'p; (mod p). Otherwise, it
sets ' = 0 and & =V = by + a’2"p; (mod p). Note that & = a’%' 4+ V' in both cases, and
¢ =V is uniformly distributed among polynomials of degree at most 2d — 1. This hybrid is
identical to Hy as &’ and ¢ are not used.

e Hs: The same as Hi except that Sreceiver, Upon receiving z* from A, if z* is not a monic
polynomial of degree d, aborts. Otherwise, it computes z = z* +%'. Let ¢ = az + b. It
uniformly samples a polynomial of degree at most d a*, compute V=c¢—a*i+7 , and send
a* and b* to A. Due to the bounded degrees, the additions and multiplications of polynomials
and the ring are the same. By the same argument as Lemma the distribution (a*,b*)
and (a*,b*) are identical.

e Hs: The same as Hy except that Sreceiver Samples a” on behalf of the sender, and sends
(inputR, Z) to ftigf_(é’d to receive (output,¢). This is the ideal world interaction. If Sreceiver
does not abort, z* is monic of degree d, so is Z. By the correctness of f%f_{é’d, ¢=az +b.

This hybrid is identical to Ho.
O

3.3 Ring-OLE from PCG based on Ring-LPN

In this section, we describe an efficient construction of rrOLE protocol for R = F[X]/(p(X)) that
can be instantiated in the previous constructions. The PCG protocol in [BCGT20] allows two
parties to efficiently generate n pairs of random OLE correlated randomness (a, b) and (x, ax + b)
for a,b,xz € F by communicating only O(logn) bits. Their protocol generates a batch of random
OLE instances through rrOLE for the ring R = F[X]/(p(X)) where p(X) is a product of n distinct
linear terms by breaking up the result into n instances of random OLE. Since our goal is to
generate rrOLE, we modify this construction by simply not breaking up the rrOLE. The security of
the protocol in [BCG™20] is based on the following assumption, which is a variant of the ring-LPN
assumption.

Definition 3.4 (Module-LPN [BCG™20]). Let R = F[X]/(F (X)) for some prime-order field F =
F, and a degree-N polynomial F'(X) € F[X], and let ¢,m,t € N. Let HW; be the distribution of
uniformly random polynomials in R with exactly t nonzero coefficients. The R°—LPN,,,, ¢+ problem is
hard if for any PPT adversary A, it holds that Pr[A((ai, (a;, e) + fi)ir,) = 1] — PrlA((a;, ws)",) =
1] < negl(k) where the probabilities are taken over ai,...,am < R, up,...,um + R, e «
HWSL, fiyeoy fn — HW, and the randomness of A

We denote w = ¢ -t = O(k) the total number of noise positions.

Theorem 3.5 (PCG for OLEs [BCG™20]). Assuming R — LPNy1,, there exists a protocol that
securely generates correlated randomness (a,b) and (x,ax 4+ b) where a,b,x < R = F[X]/(F (X))
where F(X) is a product of n distinct linear terms. The communication complezity of the protocol
is O(logn) and the computation complezity is O(nlogn).

More specifically, the communication for setting up the seed for rrOLE is w?-(2logn + 3log |F| + (2x + 3) log(2n
for semi-honest security, and w? - (341logn + 101og [F| 4 (2x + 3) log(2n) + 4k) 4+ w - (log n +log |F|)
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for malicious security. The computation consists of 4w?n PRG and O(c?*nlogn) field operations
for semi-honest security and additional w? random oracle evaluations for malicious security.

Combining this theorem with our rOLE construction gives a protocol computing rOLE in the
preprocessing model communicating O(n logn) bits and the computation complexity is O(nlog? n)
based on R — LPNy, 1 ;.

Amortized setup for rrOLE. Since the communication is O(logn) with relatively large constant,
the setup communication is small fraction of the total communication when n is large (n > 2%0).
For smaller n, it is more efficient to run a single setup for a large number of rOLE (and PSI)
instances. As shown in Table [1, the amortized communication cost for n = 28,22 216 can be
reduced significantly by setup for large number of instances. The same techniques may not apply
to other setup such as VOLE [RS21].

4 PSI from Ring-OLE

In this section we construct a maliciously secure two-party PSI with output for one party in Fig-
ure [12| realizing the PSI functionality in Figure 4l We first assume that the input sets A, B are
subsets of some finite field IF. This assumption can be dropped by assuming a random oracle
H :{0,1}* — F when |F| is sufficiently large as shown in [RT21]. The idea of the construction
is similar to the protocol in [KS05, (GN19]. The receiver obtains a polynomial pg that is a linear
combination of polynomials p4 and pp whose roots include elements in the input sets of the sender
and the receiver, respectively. Thus, all elements in the intersection will be roots of pg. Note
that p4 has degree 2n in order to match the degree of the product pgpr. The sender chooses p4
uniformly random subjected to at most n elements in his input set. Our protocol assumes the

special-purpose rOLE Fﬂf_{é’n described in Figure

ps)

Parameters. Sender on input A C F of size at most n for honest sender or 2n for corrupt.
Receiver on input B C F of size at most n.

1. Receiver samples a monic polynomial pp of degree n such that pp(b) = 0 for all b € B,

and sends (inputR,pp) to ]:E)[i(é,n‘

2. Sender samples a polynomial p4 of degree at most 2n such that ps(a) =0 for all a € A

and a random polynomial pr of degree at most n, and sends (inputS, (pr,pa)) to f%ﬁ’n.

3. Receiver receives (output,pg) and outputs I = {b € B : pg(b) = 0}.

Figure 12: Protocol realizing PSI in the fﬂgf_(é’n—hybrid model

r

The following theorem shows the security of Ilpg in the Ffo[fé’n—hybrid model.

Theorem 4.1. Suppose log |F| > 2logn + A. Then the protocol Hgg realizes Fps in the }"}gf_(é’n—

hybrid model with A\ bits of statistical security.
Proof. We first show the correctness of Ilps). By the correctness of }'ﬂ)[f_(é’n, PQ = pa+pBpr. Thus,
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for b such that pg(b) =0, pg(b) = 0 iff p4(b) = 0. Since except with probability

L 2n ‘B\A|<2n]B\A|< 2n?
[\ Al [Fl—n = |F|—-n

all b € B\ A are not roots of ps. Therefore, I = AN B except with probability at most 27 when
log |F| > 2logn + A. Now we consider the security of Ilpg.

Security against corrupted Sender: We construct a simulator Ssenger that interacts with
A as follows. It simulates .Fﬂ)[f_(é’n honestly to receive p4 and pg from A. It computes A = {a € F:
pa(a) = 0}. Note that |A| < degps = 2n. It sends (inputS, A) and deliver to Fps;. We prove the

indistinguishability through the following hybrids:

e Hy: This is the real world interaction of the protocol Ilpg;.

e Hq: The same as Hy except that Ssender Simulates FEFO[f_(é’n honestly. This hybrid is identical

to H().

e Hy: The same as Hy except that Ssender sends (inputS, A) and deliver to Fpg) instead of sending
PQ = PA + pBPR to the receiver. This is the ideal world interaction. Since the receiver is
honest, pp(b) = 0 for all b € B. For each b € B, pg(b) = 0 if and only if pa(b) = 0. Thus,
AN B={be B:pg(b) = 0}. This hybrid is identical to Hj.

Security against corrupted Receiver: We construct a simulator Sreceiver that interacts with
A as follows. It simulates F%fé’n honestly to receive pp from A. It computes B = {b € F : pg(h) =
0}. Note that |B| < degpp = n. It sends (inputR, B) and deliver to Fps and receives (output, I).
It samples uniformly pq of degree at most 2n such that pg(c) = 0 for all ¢ € I and pg(c) # 0 for
all ¢ € B\ I. Finally, it sends (output,pg) to A. We prove the indistinguishability through the

following hybrids:

e Hy: This is the real world interaction of the protocol Ilpg;.

e Hy: The same as Hy except that Sreceiver Simulates ]-"E)[ﬁ:’n honestly. This hybrid is identical

to H().

e Hy: The same as Hy except that Sreceiver computes I = {c e F:pp(c) =0and pa(c) = 0},
then uses it to samples uniformly pg of degree at most 2n such that pg(c) = 0 for all ¢ € I
and pg(c) # 0 for all ¢ € B\ I. We consider the following lemma, which is similar to Lemma
1 of [SCK12).

Lemma 4.2. Let f,g € F[X] with max(deg f,degg) = ¢ < d and ged(f,g) = 1 and r,s €
F[X] are chosen uniformly and independently with degree at most d. Then fr+gs is uniformly
distributed among polynomials degree at most c + d.

Proof. Define M (r,s) = fr+gs for polynomials r, s € F[X] of degree at most d. By identifying
polynomials with the vectors of its coefficients, we may consider M : Fd+1 x Fdt+l _ dtetl
Suppose 7,77, s, 8" be polynomials of degree at most d with M(r,s) = M(r',s’). Then (r —
r")f = (s —s)g. Since ged(f, g) = 1, there exists a polynomial h of degree at most d — ¢ such
that » — ' = gh and s’ — s = fh. For any r, s of degree at most d, we can find 7/, s’ with the
same image for each h of degree at most d — ¢. Thus, the number of pre-images is |[F|¢—¢*!
for polynomial in the range of M. Since [F¢+1 x Fé+1|/|F|d4—c+l = |F|+etl M is surjective.
Therefore, choosing r, s uniformly and independently gives uniform M(r,s) = fr + gs. O
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Since the sender is honest, we can write pa = pq - p; - 7 where p;(X) = [[ cf(z — ¢) and
pa(X) = HaeA\f(a: —a) and 7 = pa/(pa - pi)- Then pp = py - p; for some polynomial
pp. Applying the above lemma to pg, pp gives par + pppr being uniform if r,pr are chosen
uniformly with degree at most n. This is the case as the sender is honest. (Assuming |A| =n
or add dummy elements.) We can write pg = pa + ppr = pi(par + Pypr) and pg = p;p for
a uniformly chosen p of degree at most 2n — degp; = n + degpy. Thus, pg = pa + pppr has
the same distribution as pg. Thus, Hy and Hs have identical distribution.

e Hj: The same as Hy except that Sreceiver Sends (inputR, B) and deliver to Fpg) and receives
(output, I). It samples uniformly pq of degree at most 2n such that pg(c) = 0 for all ¢ € I
and pg(c) # 0 for all ¢ € B\ I. Finally, it sends (output, pg) to A. This is the ideal world
interaction. As discussed above, except with probability at most 27*, all b € B\ A are not
roots of p4. If this is the case, I output from Fps) and I computed in Hs are identical. Thus,
Hy and Hj are statistically close.

O]

We note that by assuming f%ﬂz’n, the protocol is statistically secure with statistical security

parameter A. By instantiating F%i{é’n with H?O[)E]E’n, we obtain the following corollary.

Corollary 4.3. There exists a protocol realizing Fps) in the FnoLe-hybrid model with n’ = 2n and
statistical security parameter \ having communication complexity O(n(logn+ \)) and computation
complezity O(nlog®n).

Next, we will analyze communication and computation complexity of this protocol.

4.1 Communication

The communication complexity of Ilpg consists of bits communicated during the rrOLE for R =
F[X]/(p(X)), two polynomials of degree at most n — 1 in the offline phase, two polynomials of
degree at most n and a polynomial of degree at most 2n in the online phase. Let ¢,oLg(n) be the
number of bits exchanged for rrOLE for R = F[X]/(p(X)) with degp = n. Then the total number
of bits communicated is

(crroLe(2n) + 2nlog |F|) + (4n + 3) log | F|

where ¢,,oLe(2n) + 2nlog |F| bits are communicated in the offline phase and (4n + 3) log |F| bits in
the online phase. Since coLe(2n) = O(logn), the total communication is approximately 6n log |F|.

The previous OLE-based construction uses 4n+QO(1) instances of OLE in the online phase |[GN19].
Each instance requires at least 9log |F| bits using homomorphic encryption (GAZELLE) for semi-
honest security. Upgrading to malicious security doubles the communication [GN19, HIMV19].
Using the random OLE in the offline phase using PCG setup [BCG™20] can reduce the communi-
cation to 3log|F| bits in the online phase. Even in that case, the online communication is at least
12log |F| which is 3x our construction while the total communication is 2x our construction.

4.2 Computation

We consider only rrOLE, polynomial evaluation and interpolation as they are much slower than
other operations. Note that polynomial interpolation where the given points are roots is much
faster than the general case. In the offline phase, the sender’s and the receiver’s computation are
dominated by one instance of rrOLE(2n). In the online phase, the sender’s computation is domi-
nated by degree 2n polynomial interpolation on n roots. The receiver’s computation is dominated
by degree n polynomial interpolation on n roots and degree 2n polynomial evaluation on n values.

21



More Detailed Analysis of Computation Complexity Using FFT-based polynomial evalu-
ation and interpolation algorithms, we can approximate the number of field operations for our PSI
algorithm. One FFT on a polynomial of degree n — 1 uses %n logn field operations. Polynomial
multiplication using FFT thus uses %nlogn field operations. The FastEval algorithm consists of
building a subproduct tree using logn multiplications and using the tree to compute the evalua-
tion. The total field operations used in FastEval to evaluate n values is 17nlog? n. Note that the
degree of the polynomial has little influence on this number when n is large. Using FastEval to
interpolate a polynomial on n points requires additional 2 log n multiplications. Thus, interpolation
uses 20n log?n field operations. Its special case of interpolation on roots can be done similar to
computing subproduct tree. Thus, it requires %nlog2 n field operations.

5 PSI payload from Ring-OLE

In this section, we modify our PSI protocol to support payload. Payload is a value associated with
each element in the sender’s set. PSI payload protocol allows the receiver to learn not only the
intersection but also the payload associated with elements in the intersection. On the other hand,
the receiver learns nothing about the payload of elements not in the intersection. PSI payload
functionality is described in Figure

FPSiPayload

Parameters. n is the upper bound of the size of parties’ input sets; n’ > n is the upper
bound of the corrupted sender’s input set; ¢ is the bit length of payloads.

Functionality.

1. Upon receiving a message (inputS, A, (t,)eca) from the sender with A C {0,1}* and
tq € {0,1}¢ for each a € A, if |A| > n and the sender is honest, or |A| > n’ and the
sender us corrupted, ignoring that message. Otherwise, store A, (¢4)qsc4 and send
(inputS) to A.

2. Upon receiving a message (inputR, B) from the receiver with B C {0, 1}*, if |B| > d,
ignoring that message. Otherwise, store B and send (inputR) to A.

3. Upon receiving a message (deliver) from A, check if both A and B are stored, else
ignoring that message. Otherwise, set I = AN B and send (output, I, (¢.)ccr) to the
receiver. Ignore all further messages.

Figure 13: Ideal functionality for PSI payload

As in the PSI case, we may assume A, B C IF and the payloads are in a different field F' with
¢ = [log |F’||. For g € N (to be determined later), let F” be a field of size at least max(2*°[F’|, [F|).
Throughout the protocol, we may consider an element x € F as its embedded element in F” as well.
Our PSI payload protocol is described in Figure
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IIpsipayload

Parameters. Sender on input A of size at most n for honest sender or 2n for corrupt, and
associated payload T' = (t4)qac 4. Receiver on input B of size at most n.

1. Receiver samples a polynomial pg of degree n with coefficients in F” such that
pp(b) =0 for all b € B, and sends (inputR, pgp) to }"E%EI)E(]’”.
2. Sender samples a polynomial p of degree 2n with coefficients in F” such that
pa(a) = (0M]|t,) for all a € A and a random polynomial pgp of degree n, and sends
. ]F// X
(inputS, (pr, pa)) to Frole "
3. Receiver receives (output, pg) and outputs I = {b € B : 3t;, € F/, pg(b) = (0*||t,)} and

(ty)ver-

Figure 14: Protocol realizing PSI payload in the ]:E;/E)E(]’n—hybrid model

5.1 Correctness and Security

Similar to the non-payload version, we have pg = pa + pppr. Thus, for b such that pp(b) = 0,
po(b) = pa(b). By the union bound, the probability that some b € B\ A will have p4(b) = (0*0||t;)
for some t, that is pa(b) < [F'|, is |B\ A| - % < 5%; Therefore, I = AN B except with probability
27" when \g = logn + \.

The proof of security is similar to the non-payload version.

5.2 Communication

To achieve the correctness, we have |F”| > 2*|F'|. Let ¢ be the bit length of payload. We have
log |F'| > ¢ and thus log [F”| > ¢ + logn + A. The communication complexity of IIpsipayioad then
is the same as Ilpg) except with log|F| is replaced by log |[F”| = ¢ + X + logn. When X is the
security parameter, the communication is ¢oLg(2n) + 2n(¢ + A + logn) in the offline phase and
(4n + 3)(£ + XA + logn) in the online phase. Note that this communication is exactly the same as
the non-payload version if the size of payload is the same as the set size.

5.3 Computation

Unlike the communication, the computation of our PSI payload for the sender increases from the
non-payload version quite significantly even when the field size is the same. This increase comes
from the interpolation in the Online phase. In the non-payload version, the sender computes p4
by interpolating at roots, which is easy to compute. However, in PSI payload, the sender has to
compute interpolation at pa(a) = (0%||t,). This almost doubles the computation of the Online
phase. Also, the increase in the field size discussed above also causes the computation of every
evaluation and interpolation to increase as well.
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FPSI+Sum

Parameters. n is the upper bound of the size of parties’ input sets; n’ > n is the upper
bound of the corrupted sender’s input set; payloads are in a finite field F’.

Functionality.

1. Upon receiving a message (inputS, A, (t,)eeca) from the sender with A C {0,1}* and
to € F', if |[A| > n and the sender is honest, or |A| > n’ and the sender is corrupted,
ignoring that message. Otherwise, store A, (t5)qsca and send (inputS) to A.

2. Upon receiving a message (inputR, B) from the receiver with B C {0, 1}*, if |B| > n,
ignoring that message. Otherwise, store B and send (inputR) to A.

3. Upon receiving a message (deliver) from A, check if both A and B are stored, else
ignoring that message. Otherwise, set I = AN B, s =) _;t., sample 04 < F’, send
(outputS,04) to the sender, and send (outputR, Sn,0p = s — 04) to the receiver. Ignore
all further messages.

Figure 15: Ideal functionality for PSI+Sum

6 PSI4+Sum

Private set intersection sum (PSI-Sum) is a natural extension of PSI payload. Instead of learning
the intersection and the associated payloads, a receiver only learns the sum of the associated
payloads. In this setting, similar to PSI payload, there are two parties, a sender with a set A and
associated payload set T', and a receiver with set B. The goal of PSI-Sum is to compute the sum
s of {tc}ceann- In most cases, the receiver learns s while one of the party or both learn the size of
the intersection |A N B| [IKNT17, IKN™20, MPR™20].

In this work, we consider a variant of PSI-Sum where the receiver also learn the intersection as
well, but not individual associated payload. Moreover, the sum value is secret-shared between the
sender and the receiver. To distinguish from the above variant, we call this variant PSI+Sum, as
it is the basic PSI functionality (computing the intersection) plus computing the sum. The ideal
functionality is defined in Figure The secret share allows any party to learn s by obtaining other
party’s share and thus more flexible compared to [IKNT17, IKN™20] where different protocols are
defined to give each party the sum, or to both parties in [MPR™20]. We refer to Section [7| for more
details.

6.1 PSI4+Sum from Any PSI Payload and Secure Inner Product

We construct a PSI4+Sum from PSI payload functionality and a secure inner product functionality
in Figure Informally, the protocol runs PSI payload on masked payload by a random polynomial
evaluated at each element of A (embedded in the same field as the payload). The mask can be
computed via the inner product. The secure inner product outputs secret shares of the mask, which
then combine with the sum of the output of the PSI payload. The computation of ¥g in Step 5
can be done efficiently in O(nlog?n) using PowerSum described in Section m

We note that the intersection-revealing property follows from the intersection revealed in Fpsipayioad-
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Hpsi+sum
Parameters. Sender on input A of size at most n for honest sender or n’ for corrupt, and

associated payload T' = (t4)qac 4. Receiver on input B of size at most n.

1. Sender samples a random polynomial p of degree n, and compute 7" = (t, — p(a))aca-
Let v4 € F™*! be the coefficient vector of p.

2. Sender sends (inputS, A, T") to Fpsipayload-
3. Receiver sends (inputR, B) to Fpsipayload and receives (output, I, T}) where T} = (,)cer-
4. Sender sends (input;,v4) to ‘E?\;reerroduct'

5. Receiver computes 0p € F"*! where 0gi] = Y ., ¢" and sends (inputy, U) to
FinnerProduct-

6. Sender and Receiver receive (output;,04) and (outputy, 0’z) from FinnerProduct, and
output o4 and og = ) ;t. + 05, respectively.

Figure 16: Protocol realizing PSI+Sum in the Fpsipayioad a0d FinnerProduct-hybrid model

Replacing the functionality with intersection-hiding PSI payload gives standard PSI-Sum in [IKN™20].
Similar to the protocols in [IKNT20]|, our protocol is only secure against semi-honest receiver. A
malicious adversary corrupting the receiver can choose to proceed with any subset of the inter-
section after learning it. On the other hand, as we can see in the following security analysis, a
malicious sender for Ilpsj+sym learns nothing from the protocol. Thus, by instantiating Fpsipayload
and FinnerProduct With maliciously secure construction, we obtain a more secure sum PSI protocol.

6.2 Correctness and Security

Here we provide a security proof for Ilpsi1sum.

Theorem 6.1. Ilps|;sum realizes Fpsiysum i1 the Fpsipayload @Nd FinnerProduct-hybrid model against
malicious sender and semi-honest receiver.

Proof. (Sketch) By the correctness of Fpsipayioad; I = ANB and t, = t.—p(c). By the correctness of
FinnerProduct; 04+ 05 = (U4, UB) = 2.y P(c). Thus, oa+0p = (3 e th) + D> eer P(€) =D ccanp te-

Now suppose the sender is corrupted. We construct the simulator by simulating Fpsipayload and
FlinnerProduct t0 extract A, T" and v4. It then reconstructs the polynomial p of degree n and uses it
to compute 7. It sends (inputS, A,T") to Fpsi+sum and receive (outputS,04) and sends o4 to the
adversary. o4 from Fpsjysym and from FinnerProduct have the same distribution.

Now suppose the receiver is corrupted. We construct the simulator by simulating Fpsipaylioad
to extract B It sends (inputR, B) to Fpsitsum and receives (outputR,I,04). It generates T} by
sampling each element from F' and sends I,77} to the adversary. The simulator then simulates
FlnnerProduct t0 extract @p, and sends oy = op — Y . t.. Since |I| < d = degp, then T7 is also
uniformly random in Ipsj4sym. Since the receiver is semi-honest, Up is computed from 77 and thus
0’3 has the same distribution. dJ
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We can instantiate ~FPSIPaonad and FinnerProduct DY HPSIPaonad in Figure and IlipnerProduct 1N
Figure [6] We obtain the following corollary.

Corollary 6.2. There exists a protocol realizing Fpsi+sum from rrOLE against malicious sender
and semi-honest recetver.

We will then analyze the performance of Ilps1sum with the above instantiation.

6.3 Communication

The communication complexity of Ilpsj;sum consists entirely of the communication of Ilpsipayload
and IipnerProduct in both Offline and Online phases. From Section [5] the communication complexity
of IIpsipayload comnsists of the communication of rrOLE and 2n(f + A + logn) in the Offline phase,
and 4n(¢ + X + logn) bits in the Online phase, for ¢-bit payload and statistical security parameter
A. From Section [2.3] the communication complexity of jnnerProduct consists of the communication
of n instances of random OLE over F’ in the Offline phase and 2n¢ bits in the Online phase. Using
PCG setup [BCG™20] reduces the communication to O(logn) bits in the offline phase. Thus, the
communication in the offline phase is O(logn) + 2n(¢ + A + logn), and the communication in the
online phase is 4n(¢ + X + logn) + 2n/.

Table 1: Communication of PSI protocols when instantiated with computational security parameter
k = 128 and statistical security parameter A = 40 and n = 28,212,216 220 924 Tp Tiny-PSI, ¢ = 256
is the element size for an elliptic curve. In PaXoS and OKVS-PSI, ¢, ¢ for n = 212,216 220 924 3re
provided in [PRTY20] based on the security parameters. We amortize the rrOLE setup over 220
and split it into 22°/n smaller instances. See Section for more information. The lowest online

communication is denoted in bold font. The lowest totzlﬂ communication is underlined.

Protocol Communication l 58 [ 512 [Sc;f:)zc [ 520 [ 571 l Assumption
semi-honest

OLE [GN19]+PCG |[BCGT 20| (online) 12(X\ + 2logn)n 672n 768n 864n 960n 1056n rLPN
SpOT-low [PRTY19] 3.5kn 4+ 1.02(2 + X + logn)n 501n 505n 5091 513n 517n CDH
SpOT-fast [PRTY19] 3.5(1+ 1/X)kn + 2(XA 4+ 2logn)n 571n 587n 603n 619n 635n CDH
PaXoS [PRTY20] 2.4nl + (XA + 2logn)n - 1139n 1207n 1268n 1302n CDH
CM [CM20] 4.8kn + (A + 2logn)n 670n 678n 686n 694n 702n CDH
VOLE+PaXoS (online) [RS21] 2.4kn + (A + 2logn)n + 213 kn1/8 8547n 1083n | 502n 398n 396n LPN+CDH
VOLE+PaXoS (total) [RS21] 2.4kn + (X + 2logn)n + 217 knt/20 | 86838n | 6580n | 9l14n 426n, 398n,

MiniPSI [RT21] ¢n + (A + 2logn)n 312n 320n 328n 336n 344n CDH
OKVS-PSI |[GPRT 21] 1.3n0 + (A + 2log n)n B 6467 687n 724n 746n CDH
Ours (online) 4(X + 2logn)n 224n 256n 288n 320n 352n

Ours (total) ) 3 2 9360n 1215n 500m 485n 528n rLPN
Ours (total, amortized) 6(A +2logn)n + (x”/8 + r7) logn 3qIn 3897 | 437n | 4851 | 528n

malicious

OLE [GN19]+PCG [BCGT 20| (online) | 24(X + 2logn)n 1344n | 1536n | 1728n | 1920n | 2112n rLPN
PaXoS [PRTY20] 2.4nl 4+ l1n + 2.4xn - 2191n 2164n 2098n 2061n CDH
VOLE+PaXoS (online) [RS21] 3.4kn + 2130 1/8 8627n 1159n | 558n 446n 436n LPN+CDH
VOLE+PaXoS (total) [RS21] 3.4kn + 217 k1720 87038n | 6772n | 960n 474n 438n

MiniPSI [RT21] 2kn + ¢n 512n 512n 512n 512n 512n CDH
OKVS-PSI [GPR+21J 1.3nl + ¢1n + 1.3A\n - 1294 1275n 12367 1213n CDH
Ours (online) 4(X + 2logn)n 224n 256n 288n 320n 352n

Ours (total) ) 3 o2 11960n 1423n 516n 486n 528n rLPN
Ours (total, amortized) 6(X + 2logn)n + (v°/8 + 3r%) logn [ —375, 390n | 438n | 48%6n | 528n

6.4 Computation

The computation complexity of Ilpsi{sym consists of the computation of Ilpsipayioad and innerProduct
in both Offline and Online phases, n-point polynomial evaluation by the Sender in the Offline phase
and PowerSum by the Receiver in the Online phase. The computation of Ilpsipayioad consists of
the computation of rOLE in the Offline phase while the Online phase is dominated by 2n-point
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polynomial interpolation and n point polynomial evaluation. The computation of IlinnerProduct
consists of the computation of n OLE in the Offline phase, and 4n field additions and 2n field
multiplications, which are dominated by other operations. The computation complexity of ring-
OLE and OLE depend on how each OLE implementation handles fields of different size. In any
case, the increase is at most 50%, from PSI payload, which is the same as standard PSI when the
field size is the same. Since PowerSum is as difficult as multi-point evaluation, the computation in
the Online phase thus increases by about 50%.

7 Other Variations

In this section, we briefly discuss the possibility of extending our algebraic construction to other
PSI variants, in particular, threshold PSI and PSI cardinality.

7.1 Threshold PSI

We consider a variant of PSI, called threshold PSI where the receiver only learns the intersection
if the intersection size satisfies a certain condition. Concretely, we consider the version of threshold
PSI defined in |GS19, BMRR21], where the receiver only learns the intersection when the size of
the difference between the two input sets is smaller than a given (publicly known) threshold. Since
the protocol in [GS19] is also using algebraic technique, we can modify it to our ring-OLE and
preprocessing model. The protocol in [GS19] consists of two steps. First, the protocol checks if the
difference satisfies the condition using additively homomorphic encryption. Second, the protocol
computes the intersection using the rational function % where pa,pp are polynomials whose
roots are sender’s and receiver’s input set, respectively, and V (x) is a linear combination of p4, pp.
The linear factors corresponding to the intersection cancel out, and the rational function can be
written as pg\f()x) which can be reconstructed to find B\ A and the intersection. V(x) are computed
point-wise via OLE.

To increase the efficiency, especially in the ring-OLE and preprocessing model, we consider the
Reversed Laurent Series (RLS) introduced for algebraic construction of private set union (PSU)
protocol in [SCK12]. Any rational functions can be represented by the RLS, which in turn can be
represented by a polynomial up to a certain number of terms. With sufficient number of terms,
the rational function can be recovered. Similar to their reconstruction of rational functions, this
number of terms comes from the threshold. Since the RLS can be represented by a polynomial, we

can use ring-OLE in the preprocessing model to compute the linear combination.

7.2 PSI Cardinality with Payload

We consider a variation of PSI payload where the receiver only learns the payload of the elements
of the intersection, but not the intersection itself. Since the number of payloads the receiver learns
is the same as the size of the intersection, the receiver also learns the size of the intersection, hence,
PSI cardinality.

Before discussing this PSI payload variant, we consider how the algebraic technique can be used
to compute PSI cardinality. Our algebraic technique computes a polynomial whose roots include
the members of the intersection. Unfortunately, this polynomial is a random linear combination of
polynomials representing input sets. It also has other roots that, with overwhelming probability,
do not correspond to members of either set. Thus, we cannot simply compute the cardinality from
its degree. In our PSI protocol, the receiver computes the intersection from this polynomial by
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evaluating it at each member of his input set. To hide the intersection, we need to replace each
member of the receiver’s input set by a random number (possibly in a different field).

We can use an oblivious pseudorandom function (OPRF), as described in [KKRT16l, [PSTY19,
PRTYT19, IKN"20]. An OPRF allows the receiver to learn F(b) for each b in his input set without
learning the pseudorandom function Fy. The sender knows Fj, but not Fi(b), and he can compute
Fy(a) for each a in his input set. Finally, the sender simply sends his Fj(a)’s to the receiver. The
OPRF by itself already allows one to compute PSI as in [KKRT16].

We can apply batch OPRFs to each element in the set and permute the resulting random
numbers for the receiver’s input set. We call this variation of batch OPRFs a batch shuffled
OPRF's, where the receiver evaluates F}, on every member of his input set at once without learning
their order. The receiver will construct his polynomial from this numbers while the sender can
compute the same PRF for elements in his input set. This way, the receiver will know only the
payload associated with each element in the intersection but not the element itself. Thus, we get
a PSI cardinality. Finally, combining the OPRF with our PSI payload gives PSI cardinality with
payload.

We can construct a batch shufied OPRF using polynomials and homomorphic encryption as
follows. The receiver computes a polynomial whose roots are members of his input set. He then
encrypts the coefficients with homomorphic encryption and sends them to the sender. The sender
picks a random polynomial f of degree n and homomorphically computes a polynomial whose roots
are f(b;)’s where b;’s are the roots. This transformation only consists of fixed number of additions
and multiplications of the coefficients. Finally, the sender sends the transformed polynomial to the
receiver, who can decrypt and factor to find f(b;)’s in a random order. The problem of computing
the transformed polynomial using only ring-OLE in the preprocessing model is still open.

Finally, we consider the Sum PSI variant in [[IKN"20] where the receiver learns the size of the
intersection and the sum of the payload associated with the members of the intersection, but not
the intersection itself. As we mentioned above, we can achieve this result by applying ngmps| to
the PSI cardinality with payload.

7.3 PSI Payload from Other PSI Protocols

We can modify the existing PSI protocols based the OPRF approach from [PRTY19, [PRTY20,
RS21, IGPR™21], and other techniques from [CM20), [RT21] to allow payload as follows. In these
protocols, each element in the sender’s and the receiver’s input sets are mapped in some ways using
pseudorandom functions or encodings. This mapping is defined in a way that the receiver can
interactively computed the mapping on only their input set. The sender then sends hashed values
of the output of this mapping on his input set. This allows the receiver to compare by hashing
his own, but not other elements that are not in his input set. The sender can use the output of
this mapping to derive keys to encrypt the payload associating to each element of the sender’s set,
and send the encrypted payloads to the receiver. Since the receiver can only compute these keys
associating to elements in his set, he can only decrypt the payload associating to the intersection.

Comparing to our PSI payload, this modification is not as efficient. As we mentioned in Sec-
tion b our PSI payload communicates the same number of bits as our PSI protocol when the
payload length is smaller than logn where n is the set size. While both this modification and our
PSI payload require more computation from the sender, the receiver in our protocol does about the
same work as without payload.

Among these protocols, the protocols in [RS21, (GPRT21] use a programmable PRF (PPRF)
instead, which allows the sender to choose the outputs of the function for his inputs. Thus, a similar
technique to our PSI payload can be used by attaching the payload to the programmed outputs.
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Thus, they can be modified into PSI payload quite efficiently as well.

8 Performance Evaluation

In this section, we compare the communication and computation complexity of our PSI protocol
and its variants against other recent results both theoretically and experimentally.

8.1 Theoretical Comparison

PSI. We instantiate our PSI protocol in Figure[12|with rOLE in Figure[l1]and rrOLE from [BCG*20).
We compare the theoretical communication complexity of the resulting PSI protocol against several
PSI protocols in literature including OLE-based PSI [GN19], OPRF-based PSI [PRTY19, PRTY20,
CM20),[RS21] and its variant [GPR™* 21|, and Diffie-Hellman (DH)-based PSI [RT21]. We instantiate
the OLE PSI from [GN19] using random OLE from [BCG™20]. We exclude VOLE+Interpolation
variant of [RS21] as it has impractical computation complexity of O(n?) despite it has the lowest
communication for n = 220,224, We only consider the case where both parties’ input sets have
size n, computational security parameter x and statistical security parameter A. Since some pro-
tocols have additional parameters, we also consider the case where all parameters are fixed for
n = 28,212 216 920 924" — 198 and \ = 40. The result is shown in Table . While our protocol
originally supports elements of size A + 2logn which would be 72 — 88 bits for the parameters used
in the table, while other OPRF-based PSI protocols allow elements of size x which would be 128
bits, we may use a random oracle mapping larger elements to the smaller set as in [RT21].

Our protocol has better online communication than other PSI protocols when the set size of
both parties are the same n = 28,212,216 220 in hoth semi-honest and malicious settings. In semi-
honest setting, the communication of our protocol is up to 30% lower than the most communication
efficient PSI protocol. When n = 224 the online communication of Tiny-PSI [RT21] is slightly
smaller. Even when the total communication is concerned, our protocol still remains competitive,
especially for smaller set size.

In malicious setting, our protocol has the best online communication among the PSI protocols
considered in the table, between 20% to 60%. In fact, it should remain competitive up to very
large set of size n = 230. In this setting, the total communication is also better for smaller set of
size n = 28,212 216, For larger set sizes, VOLE+PaXoS [RS21] takes over.

Our protocol is statistically secure given the rrOLE functionality in the offline phase. Thus,
the communication is exactly the same as in the semi-honest case. The VOLE PSI also requires
minimal change in the field size of OPRF output from A + 2logn to x. Thus, the communication
increases by the size difference per element. When compared to the other OLE-based PSI [GN19],
our protocol reduces the total communication by half in semi-honest setting and 75% in malicious
setting. When only the online communication is considered, the reduction doubles in both cases.

The theoretical computation complexity is more difficult to compare as each protocol relies
on different kinds of primitive computation steps. Our PSI protocol and OLE-based PSI [GN19]
mainly uses field operations. Thus, the main computation measurement is the number of field
multiplications. On the other hand, the OPRF-based PSI protocol such as solving linear systems via
garbled Cuckoo hash graph [PRTY20, RS21, (GPR"21] and Elliptic curve group operations [RT21].

PSI payload. We instantiate our PSI payload protocol in Figure |[14] with rOLE in Figure [11] and
rrOLE from [BCG™20]. While few PSI papers consider this variant, we can turn linear-solver-based
PSI into PSI payload using a similar technique as our construction. In particular, a payload can be
concatenated to the value part of a key-value pair where the key relates to the element associated
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Table 2: Running time of PSI protocols for computational security parameter x = 128, statistical
security parameter A = 40, 128-bit elements, and for set size d = 28,212,216 220 iy LAN and
WAN (10 Mbps and 1 Mbps) network. The lowest runtime/communication for each setting is
denoted in bold font. Our protocol uses amortized rrOLE setup with degree parameter 220, See
Section [3.3|for more information about amortization. The method of adding payload is not discussed
in [PRTY19, [PRTY20]. See Section for an extension of these protocols to PSI payloads, albeit
at a higher cost that has not been benchmarked.

runtime (s) communication
protocols LAN 10 Mbps 1 Mbps (MB)
277 [ 2° [ 2% 27 [ 215 | 2% 277 [ 215 [ 2% 97 [ 215 | 2%
semi-honest
KKRT |[KKRT16] 0.135 0.31 5.22 2.79 9.07 135.1 5.41 74.44 1155 0.43 6.91 114.3
SpOT-low [PRTY19] 0.463 8.74 296.1 2.37 16.86 374.3 2.94 36.63 713.6 0.25 3.9 63.2
SpOT-fast [PRTY19| | 0.116 1.51 28.55 4.31 17.64 | 42.50 | 4.06 38.42 493.4 0.3 4.61 76.5
PaXoS [PRTY20] 0.146 0.345 5.41 1.903 9.97 128 5.57 101.2 1719 0.59 9.9 169.7
CM [CM20] 0.145 0.482 9.28 2.83 7.15 85.45 3.61 46.43 754.8 0.36 5.34 86.9
MiniPST [RT21] 0.722 11.45 305.9 1.12 13.29 342.8 1.82 26.35 615.1 0.16 2.69 44
ours - online 0.1 1.6 45.05 0.198 3.65 76.11 1.11 19.66 359.2 0.125 2.25 30
ours - total* 0.203 2.93 72.45 | 0.332 5.45 110.4 1.48 | 25.77 | 468.5 0.191 3.415 50.47
malicious
RR [RR17b] 0.267 3.045 - 8.93 101.1 - 91.1 1525 - 9.08 154.17 -
PaXoS [PRTY20] 0.209 0.359 | 6.07 2.2 10.04 133.3 5.74 104 1882 0.93 14.58 236
MiniPSI [RT21] 0.729 11.24 313.4 1.14 15.68 363 1.87 31.44 659.6 0.26 4.19 67.1
ours - online 0.1 1.6 45.05 0.198 3.65 76.11 1.11 19.66 359.2 0.125 2.25 30
ours - total* 0.204 2.95 72.48 | 0.333 5.45 110.5 | 1.49 | 25.84 | 469.3 | 0.192 | 3.421 | 50.57

to the payload. Thus, the PSI protocols in [PRTY20, RS21, (GPR™21] can be transformed into PSI
payload. However, some parameters in these constructions are experimental.

PSI4+Sum. We instantiate our PSI4+Sum protocol in Figure with PSI payload protocol in
Figure rOLE in Figure [11] and rrOLE from [BCGT20]. We also instantiate the PSI+Sum
protocol with PSI payload protocol transformed from the PSI protocols in [RS21].

8.2 Experimental Evaluation

In this section, we implement our PSI protocols using NTL library to measure concrete communi-
cation and computation complexity. We compare them against some previous results. We bench-
marked our protocol on Intel Core i5 2.3 GHz, 4GB RAM, 4 physical cores (all implementations
are single-threaded).

PSI. We implement our PSI protocol described in Section 4] and compare our communication
and computation complexity against other PSI protocols.Table [2] gives a comparison between our
protocol against other protocols in the semi-honest setting [KKRT16, PRTY19, PRTY20l [(CM20),
RT21] and in the malicious setting [RR17b, [PRTY20, RT21]. We do not include PSI protocols
from [RS21} IGPR™21] as we do not have codes to run their protocols. We consider computational
security parameter k = 128, statistical security parameter A = 40 and 128-bit elements for set size
d = 2'2,216 920 Thus, our protocol uses a random oracle to map each element into the field of
appropriate size as described in each protocol’s description. Our protocol uses amortized correlation
setup over n = 220 for n = 212,216,

The communication complexity of our protocol is better than all but MiniPSI [RT21] in semi-
honest setting. This leads to better running time in low-bandwidth settings. On the other hand,
our protocol is much faster than MiniPSI, up to 5x. Thus, our protocol still has better running
time even in low-bandwidth settings. In malicious setting, our protocol communicates fewer bits

30



Table 3: Communication cost and running time of our PSI4+Sum protocol and PSI-Sum protocols
for 128-bit elements with 32-bit payload and statistical security parameter A = 40. Each party’s
input set has n = 212,26, 229 elements. The lowest runtime/communication for each setting is
denoted in bold font. Our protocol uses amortized rrOLE setup over 22°. See Section for more
information about amortization.

communication (MB) running time (s) ..
protocols 5Tz ‘ 516 ‘ 570 5Tz ‘ ST ‘ 570 malicious
PSI-Sum
Bloom Filter+ RLWE [IKN™20) 37 629 - 76.13 | 1318 - none
Random-OT+RLWE [IKN™20) 5 84 1380 | 40.05 | 644.1 | 10601 none
DDH+RLWE [IKN+20J 0.38 5.5 87 1.95 30.98 | 499.47 none
DDH+Paillier [IKN"'QOJ 0.33 5.1 84 3.165 | 48.93 | 776.46 none
DOPRF [MPRJFQOJ 1.26 17.3 269.21 1150 17865 | 284075 both
Circuit [PSTYIQJ 9 149 2540 1.20 8.49 120.7 both
Circuit [HMS21] - 36.1 585 - 1.85 24.7 both
VOLE+PaXoS+Circuit (IKNP) [RS21] 134 | 171 | 2830 | 0.495 | 1.52 | 23.3 both
VOLE+PaXoS+Circuit (SilentOT) [RS21] 4.79 21.1 277 0.737 4.05 103 both
PSI+Sum
ours - online 0.203 3.25 56.73 0.25 5.01 118.55
ours - total* 0.291 | 4.664 | 81.2 | 0.339 | 6.41 | 14472 | ST

than all previous known PSI protocols. While PaXoS [PRTY20] is faster than our protocol in LAN
setting, our protocol performs better in low-bandwidth settings. Comparing to the experimental
results in [RS21), (GPRT21], our protocol has better communication complexity than both, and
should perform better in low-bandwidth settings as well.

The PSI protocols in [PRTY19L [CM20, PRTY20], the running time are mostly in the online
phase as most computation requires inputs. Our protocol, similar to MiniPSI [RT21], can perform
some computation in the offline phase. Our protocol, in particular, communicates about 40% in
the offline phase. Thus, the performance in the online phase compares even better to other PSI
protocols when restrict to the online phase. We note that the experimental results are performed
on a single-core machine. We expect a similar comparison on a multiple-core machine as well.

PSI-Sum and PSI+Sum. We implement our PSI+Sum protocol in Section [6] based on our PSI
Payload protocol in Section Unlike its standard variant, we do not have codes of other PSI
Payload and PSI-Sum protocols. Thus, the comparison here is estimated based on the published
results.

Table |3 shows the comparison of the communication and computation complexity between our
PSI+Sum protocol and other PSI-Sum protocols, both semi-honest [IKN™20] and malicious [MPR.20)
security, some of which are circuit-based [PSTY19, [HMS21l [RS21]. The two previous approaches
give lower communication (DDH-based in [IKN'20]) versus faster running time (circuit-based).
Our protocol communicates fewer bits than all PSI-Sum protocols. In particular, the communi-
cation of the circuit-based PSI-Sum is 3.5x-35x compared to our PSI+Sum. On the other hand,
our protocol is much faster compared to non circuit-based protocols while still quite competitive
compared to circuit-based ones. Our protocol would outperform other PSI-Sum in WAN setting.
The transformation can be applied to other PSI such as VOLE-PSI [RS21] or OKVS-PSI [GPR21]
to achieve faster running time at the cost of additional communication. See Section for more
details.
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