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ABSTRACT

The threats of physical side-channel attacks and their countermea-

sures have been widely researched. Most physical side-channel

attacks rely on the unavoidable influence of computation or stor-

age on current consumption or voltage drop on a chip. Such data-

dependent influence can be exploited by, for instance, power or

electromagnetic analysis. In this work, we introduce a novel non-

invasive physical side-channel attack, which exploits the data-

dependent changes in the impedance of the chip. Our attack relies

on the fact that the temporarily stored contents in registers alter

the physical characteristics of the circuit, which results in changes

in the die’s impedance. To sense such impedance variations, we

deploy a well-known RF/microwave method called scattering pa-

rameter analysis, in which we inject sine wave signals with high

frequencies into the system’s power distribution network (PDN)

and measure the echo of the signals. We demonstrate that according

to the content bits and physical location of a register, the reflected

signal is modulated differently at various frequency points enabling

the simultaneous and independent probing of individual registers.

Such side-channel leakage challenges the 𝑡-probing security model

assumption used in masking, which is a prominent side-channel

countermeasure. To validate our claims, we mount non-profiled and

profiled impedance analysis attacks on hardware implementations

of unprotected and high-order masked AES. We show that in the

case of the profiled attack, only a single trace is required to recover

the secret key. Finally, we discuss how a specific class of hiding

countermeasures might be effective against impedance leakage.
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1 INTRODUCTION

Physical side-channel leakages can compromise the security of

cryptographic implementations on integrated circuits (ICs). Such

leakages exist due to the inevitable impact of computation and stor-

age on current consumption or voltage drop on a chip. These data-

dependent fluctuations reveal themselves through various measur-

able quantities, such as power consumption [45], electromagnetic

emanation [43], acoustic waves [26], photon emission [25], and

thermal radiation [35]. Over the last decades, these quantities have

been exploited in different classes of side-channel analysis (SCA)

attacks for breaking the security of various cryptographic imple-

mentations. At the same time, various countermeasures (e.g., hiding

and masking) have been developed to defeat these attacks.

While current and voltage alterations have been considered the

root cause of side-channel leakages, the data-dependent variation

of the parameter relating current and voltage to each other via

Ohm’s law, i.e., impedance, has always been ignored. The primary

assumption has been that impedance is a constant parameter that

is determined by the materials used in the fabrication of the PCB,

chip’s die, and package. Hence, it is defined by the physical structure

and size of the chip rather than the running computation on a

system or stored content on a chip. For instance, adding/removing

a circuit to/from a chip can cause changes in the impedance of the

die. Such changes have been the basis of some hardware Trojan and

tamper detection methods (on both chips [58, 62, 63] and PCBs [57,

59, 82]), where the malicious circuits modify the impedance of the

system and, thus, can be detected. However, the effect of the circuit

state or content of memory elements inside the chip on information

leakage through the die’s impedance has not been studied so far.

The contribution of impedance to side-channel leakage could

be implicitly observed in a specific class of SCA attacks, namely

static power analysis [56]. For this attack, the adversary halts the

circuit and exploits the data-dependent static current consump-

tion of transistors in steady states. It was shown that the state of

flip-flops on a chip leads to static current variations, leading to

successful key recovery using differential power analysis (DPA).

The fluctuation in the static current is indeed caused by changes

in the overall impedance of the die; however, the focus in static

SCA attacks [11, 53, 56] has been on the measurable quantity, i.e.,

the static current and the role of the impedance has never been

discussed.

Driven by the fact that impedance is also affected by the stored

content on a chip, the following research questions arise: (1) Is it
possible to measure the information leakage through the impedance
directly? (2) What would be the consequence of impedance analysis
for prominent side-channel countermeasures, i.e., masking?
Our Contribution. To answer the above questions, we present a

novel non-invasive SCA attack based on directly characterizing the

chip’s impedance. Our method relies on a known RF/microwave

https://doi.org/10.1145/3576915.3623092
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Figure 1: (a) Equivalent RLC circuit model of the power distribution network of the PCB and chip [73]. (b) Contribution of

different parts of the PDN to the impedance over frequency.

impedance characterization technique called scattering parameter

analysis, in which we inject electrical sine waves with different

frequencies into the power delivery network (PDN) of the chip

and measure the echoes of the signals. We demonstrate that the re-

flected signals are modulated uniquely at various frequency points

based on the register contents and physical location of a register

on the chip. The transistor’s imperfections, asymmetric logic gates,

and interconnects with various lengths contribute to impedance

variations and, consequently, to the modulation of the reflected sig-

nals. We show that analyzing these echoes at different frequencies

enables the adversary to profile register contents and read them

out simultaneously in the attack phase. Therefore, such analyses

provide a large number of virtual probes for different locations

of the chip in the frequency domain during a time period, which

challenges the central underlying assumption of the 𝑡-probing secu-

rity model for masking schemes. To validate our claims, we launch

an impedance-based SCA attack on unmasked and masked AES

designs implemented on a Field Programmable Gate Array (FPGA)

manufactured with a 28 nm technology. As a result, we successfully

break the security of the targeted implementations by recovering

their keys.

Remark. The primary contribution of this work is the introduction

of a new physical side-channel based on impedance analysis. A

comparative experimental study between impedance analysis and

other side-channels, specifically power side-channels, requires a

unified setup[20] and deserves a future study.

2 TECHNICAL BACKGROUND

2.1 Power distribution network (PDN)

The PDN is responsible for delivering low noise and constant volt-

age supply to the electronic components on the PCB, from the

voltage regulator module (VRM) to the power rails on the chip.

Each component has a distinct contribution to the physical signa-

ture of the PDN at different frequency regimes. The system’s PDN is

represented by an equivalent circuit model shown in Figure 1a. The

PDN comprises both off-chip and on-chip components, including

bulk capacitors, PCB routing, ceramic capacitors, PCB planes, vias,

package bumps, on-chip power planes, and transistor capacitance.

The impedance contribution of these components to the overall

PDN’s impedance is different at various frequency bands. The volt-

age regulator’s and off-chip components’ impedance dominate the

PDN’s impedance at lower frequencies, while on-chip components

contribute mostly to the impedance at higher frequencies, as shown

in Figure 1b. The parasitic inductance present on each capacitor is

the primary cause of this impedance behavior. At high frequencies,

an ideal capacitor behaves like a short circuit. However, the para-

sitic inductance on the capacitor’s metals results in resonance at a

particular frequency, causing it to become an open circuit at very

high frequencies. Smaller capacitors have less parasitic inductance

and resonate at higher frequencies. As a result, as the frequency

increases, all capacitors, from large to small, become open circuits

and have less impact on the PDN impedance. The PDN impedance

at higher frequencies is dominated by the on-chip structures due

to their smaller dimensions, as shown in Figure 1b.

The dashed blue region in Figure 1a shows the equivalent RC

model of the on-chip capacitance. To model the wideband on-chip

behavior of the circuit, multiple narrowband parallel RC circuits (N

in total) are connected to 𝑉𝐷𝐷 and 𝑉𝑠𝑠 . The succeeding subsection

provides further details on the origins of on-chip PDN impedance.

2.2 Sources of On-die Impedance

On-die capacitance 𝐶𝑑𝑖𝑒 and resistance 𝑅𝑑𝑖𝑒 are the dominant fea-

tures of the on-chip impedance in high-frequency bands [74]. The

ranges of such frequency bands are determined based on the chip’s

technology and size. Here, we explain the sources of on-die capac-

itance using the physical structure of a CMOS inverter. Figure 2

shows the cross-sectional view of an inverter, metal power grid

layers, and the locations of the corresponding on-die capacitors.

According to Figure 2, an inverter comprises a PMOS and an NMOS

transistor. These transistors serve as switches, with the NMOS hav-

ing an infinite off-resistance and a finite on-resistance. Meanwhile,

the PMOS has a positively doped source, drain, and gate region

in the form of an n-well. The On-die capacitance 𝐶𝑑𝑖𝑒 is affected

by several elements, including the metal layers grid network, non-

switching gate, and p-n diode junction diffusion [74]. Resistance in

the power net, transistor channel, transistor gate, and contacts of

n-well and P-substrate contribute to 𝑅𝑑𝑖𝑒 [49].

The location of each capacitance that contributes to 𝐶𝑑𝑖𝑒 is

shown in Figure 2 using different colors. The black color represents

the metal capacitance, 𝐶𝑚 , which pertains to the power/ground
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Figure 2: The physical representation of a CMOS inverter

cross section and the locations of different types of on-die

capacitors [58]. The black capacitors show the capacitance

of metal lines, the blue ones show the p-n diode junction

diffusion capacitance, and the capacitance shown in green

color corresponds to non-switching gate capacitance.

metallization grid network located on the die. The size of 𝐶𝑚 is

affected by the density of the grid network, the width and distance

of metal layers, and the permittivity of materials. Typically, 𝐶𝑚
is larger in upper metal layers due to denser power and ground

meshes, while it is slightly smaller in lower metal layers because the

power traces are less dense and thinner. The blue color corresponds

to the diffusion capacitance, 𝐶𝑑 , which relates to the p-n diode

junctions. It is essential to note that 𝐶𝑑 and 𝐶𝑚 only contribute

to a small portion of the total 𝐶𝑑𝑖𝑒 , while the non-switching gate

capacitance, 𝐶𝑔 , is the main contributor.

On the chip’s PDN, all non-switching and powered-on circuits

contribute to 𝐶𝑔 . This is because when a transistor is powered on,

it has a channel underneath the gate, contributing to 𝐶𝑑𝑖𝑒 . On the

other hand, when a transistor is powered off, its channel is inac-

tive and does not significantly contribute to on-die capacitance.

Initially, when the device is not powered on, the decoupling capaci-

tance effect of the gates is negligible. However, when the device is

turned on, the channels start to form, and as a result, 𝐶𝑔 becomes

the dominant contributor to 𝐶𝑑𝑖𝑒 . If the chip’s design is modified,

different parts of 𝐶𝑑𝑖𝑒 (particularly 𝐶𝑔) would change based on the

size, location, and nature of the tamper event. This modification

changes the equivalent circuit of the on-chip PDN and affects the

measured signatures from the chip.

2.3 Non-invasive Impedance Characterization

To characterize the impedance of the PDN in different frequencies, S

(Scattering) or Z (Impedance) parameters are deployed [4, 69]. Every

circuit/electronic component can be described as a one ormulti-port

network. S parameters directly represent the attenuation, reflection

transmission ratio of the signal at each port of such network over

the frequency domain to the applied electromagnetic field [67]. For

instance, 𝑆11 quantifies how much power is reflected from the the

port 1 if the EMfield is transmitted from port 1. In frequency domain

Medium 1 Medium 2 Medium 3

𝜂

Figure 3: The simplified (ideal) transmission line model for

normal uniform plane wave incidence on different media

(the characteristic impedance of medium 2 is different from

medium 1 and 3) [58].

analysis, waveforms are represented by sine waves. Frequency,

amplitude, and phase are the three terms that can fully characterize

a sine wave. Thus, we utilize both the amplitude and phase response

in the frequency domain to accurately characterize the chip at

each frequency point. A Vector Network Analyzer (VNA) is an

instrument that measures the transmitted and/or reflected power of

a signal that goes into and comes back from a component. We use a

VNA to inject sine waves into the chip at every frequency point to

record the chip’s PDN’s reflected response . The impedance profile

can be easily derived from the reflection coefficient. Equation 1

expresses the relationship between the input impedance of the

device under test (DUT) and the reflection coefficient:

𝑍𝐷𝑈𝑇 = 𝑍0
1 + 𝑆11
1 − 𝑆11

, (1)

where 𝑆11 is the reflection coefficient,𝑍0 represents the reference

impedance of the VNA which is 50 Ω, and 𝑍𝐷𝑈𝑇 corresponds to the

impedance obtained from 𝑆11. We only deploy 𝑆11 in our proposed

method as the VNA can directly measure it from the chip. However,

based on Equation 1, it is observable that the reflection coefficient

is another representation of the impedance.

We further explain the changes that occur to the injected volt-

age wave by the VNA into the chip by analyzing the ideal trans-

mission line model. This model is the backbone of more complex

circuits, and understanding its theoretical foundation clarifies our

methodology’s mechanism. Figure 3 shows an ideal transmission

line model where there is a change in the characteristic impedance

and propagation constant of medium 2 that are represented by 𝜂

and 𝛾 , respectively. For simplicity, we assume that medium 1 and

medium 3 are lossless, thus giving a characteristic impedance of

𝜂0 and a corresponding propagation constant of 𝛾0 = 𝑗𝛽0. We con-

sider medium 2 a non-magnetic (𝜇𝑟 = 1) medium with a relative

permittivity of 𝜀𝑟 . Noting that 𝜀0 and 𝜇0 are the permittivity and

permeability of the free space, respectively, and 𝛽0 denotes the free

space wave number, we can consider 𝛽0 = 2𝜋 𝑓
√
𝜀0𝜇0 and rewrite

the second medium’s propagation constant as 𝛾 = 𝑗𝛽0
√
𝜀𝑟 . Consid-

ering 𝜂0 =
√︁
𝜇0/𝜀0, we can rewrite the characteristic impedance

of medium 2 as 𝜂 =
√︁
1/𝜀𝑟𝜂0. The VNA injects a voltage wave

with the known amplitude of 𝑉 +
1
in medium 1, and the reflected
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Figure 4: High-level overview of LeakyOhm’s methodology and attack flow

voltage wave has an amplitude of 𝑉 −
1
. After 𝑉 +

1
is injected, mul-

tiple reflections and transmissions occur in the lines. Based on

the model in Figure 3, the lines’ voltages can be written as [67]:

𝑉1 (𝑧) = 𝑉 +
1
𝑒− 𝑗𝛽0𝑧 + 𝑉 −

1
𝑒+𝑗𝛽0𝑧 , 𝑉2 (𝑧) = 𝑉 +

2
𝑒−𝛾𝑧 + 𝑉 −

2
𝑒+𝛾𝑧 , and

𝑉3 (𝑧) = 𝑉 +
3
𝑒− 𝑗𝛽0𝑧 , where 𝑉 +

𝑖
and 𝑉 −

𝑖
(𝑖 = 1, 2, 3) are forward and

backward voltage waves through/from the medium 𝑖; however, we

assume that there exists no backward voltage wave in medium 3,

for simplicity.

𝑉 +
1
is a known parameter (injected by VNA), whereas 𝑉 −

1
, 𝑉 +

2
,

𝑉 −
2
, and𝑉 +

3
are unknown values. We apply the boundary conditions

on the voltage wave components at the interfaces of the media and

find all these four unknowns. We are interested in obtaining the

𝑆11 in medium 1 which can be derived as

𝑆11 (𝑓 , 𝜀𝑟 , 𝐿) =
𝑉 −
1

𝑉 +
1

=
(𝜂2 − 𝜂2

0
) (1 − 𝑒+2𝑗𝛾𝐿)

(𝜂0 + 𝜂)2 − (𝜂 − 𝜂0)2𝑒+2𝑗𝛾𝐿
(2)

where 𝐿 is the length of the path that the injected wave voltage

travels. From Equation 2, it can be concluded that the reflection

coefficient depends on three parameters: the frequency band of

interest, the relative permittivity of the sample, and the length of

the wave’s traveling path. On the other hand, the dependence of 𝑆11
on the frequency has another aspect: frequency and wavelength

are inversely proportional to each other. This explains why we can

detect smaller size changes in the chip’s configuration at higher fre-

quencies. When registers with different placement and routing are

exposed to the incident wave injected from the VNA, the changes

occurring in Equation 2 parameters will result in a change in the

𝑆11 profile at distinct frequencies. For example, when the placement

and routing of the circuit is altered, L is changed, and this would

cause the chip’s reflection response to be different for different

placements and routings.

2.4 Masking and 𝑡-Probing Model

Masking is the prominent countermeasure against SCA attacks due

to its sound theoretical and mathematical foundations. In mask-

ing schemes, the computation on a chip is distributed between a

couple of shares (multi-party computation) and the intermediate

computations dealing with the secrets (secret sharing). The number

of shares defines the order of the masking and its resiliency against

SCA and probing attacks. For cryptographic implementations, the

key and plaintext should be represented in a shared form, and the

entire computations are performed on shares. At the end of the

computation, the ciphertext should be obtained by recombining

the output shares. The main advantage of masking is that it can

be evaluated in formal security models. For instance, in Boolean

masking schemes, every random bit 𝑥 is represented by (𝑥0, . . . , 𝑥𝑑 )
in such a way that 𝑥 = 𝑥0⊕ . . .⊕𝑥𝑑 . According to [13], an adversary
who is limited to the 𝑑th order SCA or the number of probes can

be defeated by a secret sharing with 𝑑 + 1 shares. Moreover, it was

shown that measurements of each share 𝑥𝑖 are adversely influenced

by Gaussian noise, and thus, the number of noisy traces needed to

extract 𝑥 grows exponentially with the number of shares [68].

On the other hand, the 𝑡-probing model, which was first intro-

duced in the seminal work of Ishai et al. [37] can be deployed for the

security analysis of masking schemes. In this model, it is assumed

that the attacker is limited to at most 𝑡 physical probes to observe

the computation on wires of the circuit at each time period (e.g.,

one clock cycle). In such a case, at least 𝑡 + 1 shares are needed

to prevent the attacker from learning any sensitive information

from 𝑡 observations. It has been demonstrated that the two afore-

mentioned leakage models are related by reducing the security in

one model to the security of the other to unify the leakage models

and so simplify the analysis of SCA countermeasures [21]. In other

words, placing 𝑡 = 𝑑 physical probes on the wires of the target

circuit is equivalent of 𝑑th-order noisy SCA attack. While there

have been some sophisticated SCA attacks violating this assump-

tions [46], for most practical SCA attacks, it is reasonable to assume

that the adversary has a limited number of probes due to practical

issues due to, for instance, the lack of spatial space [41, 75] to ac-

commodate several physical probes or increased noise in the case

of higher-order power analysis. As a result, several constructions,

security proofs, and multiple implementations have been reported.

Note that, in several countries, protection against SCA attacks is

one of the criteria defined by certification bodies. Among various

SCA countermeasures, masking schemes have been widely in use

for more than a decade in many secure ICs, such as smartcard chips.
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3 SYSTEM-LEVEL IMPEDANCE ANALISYS

In this section, we propose and describe a systematic approach

to analyze and interpret impedance profiles as new side-channel

leakage criteria for integrated circuits.

3.1 High-Level Representation

Although the nature of the back-scatter analysis is entirely non-

invasive, the proposed SCA involves active measurements. Specifi-

cally, as indicated earlier, a series of test electromagnetic signals are

generated in a tester device (e.g., VNA) and transmitted through the

output port directly to the DUT’s PDN. Consequently, the signals

are collected as input at the tester’s receiver, which can then be

used to characterize the impedance of the DUT. Figure 4 depicts a

high-level overview of the workflow, setup, and approach of our

attack.

As indicated, in 1 , VNA generates the test signals over a par-

ticular frequency band by employing an embedded programmable

Frequency Sweeper. During the experiments, these signals are se-

lected in the Transceiver Subsystem and are sent through the TX
port of the VNA. At the same time in 2 , DUT is equipped with a

State Controller that preserves the target IC in a specific state. TX
signals are received at IC’s PDN interface. As shown in 3 , based

on the frequency of the transmitted signal, each test signal propa-

gates differently throughout the chip’s PDN, and hence, different

propagation behavior of each of them yields in certain Magnitude
and Phase when they are reflected back to the PDN pins ( 4 ). Then,

VNA detects and measures the reflected signal (RX ) at each fre-

quency and estimates scattering parameters (S-Parameters) as the

final measurement. In 5 , measurement data are sent to the ana-

lyzer for characterization. Analyzer performs an iterative profiling

procedure to exploit the variations of reflected RX signals in both

Magnitude and Phase at each selected frequency (𝑓 ( |𝑆11 |, ∠𝑆11)).

3.2 Systematic Impedance Analysis

In order to apply the proposed attack as an end-to-end SCA, here we

present an abstract and systematic definition of impedance analysis.

Inspired by telecommunication methodologies and terminologies,

we can consider a communication system to describe the workflow

of our attack.

At the high-level, test signals at different frequencies, which

are generated by the VNA, could be treated as data carries. The
DUT is the noisy communication channel, and the received signals

are the measurements that are to be analyzed and decoded. As de-

picted in Figure 5, a series of signals on pre-determined frequencies

are transmitted with reference Magnitude and Phase of |0𝑑𝐵 |∠0°.
The test signals are represented in a polar coordinate system in

Figure 5. On the other hand, the received signals which are atten-

uated and distorted can also be represented as polar coordinate

|𝑀𝑅𝑥𝑑𝐵 |∠𝑃𝑅𝑥 °. The high-level goal here is to characterize the com-

munication channel based on a set of received signals of 𝑅𝑋 . In the

realm of telecommunications, the problem at hand here is catego-

rized in the well-known sub-field of Channel Characterizations [81].
Although similar measurement methodologies seek to characterize

the wireless channels [12, 16, 66], we apply the same measuring

methodology in the context of IC characterization to extract in-

formation. In other words, the channel characterization, in this
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Figure 5: Systematic representation of impedance analysis

inspired by communication systems.

case, yields information about the internals of the IC (specifically

the contents of the registers). Hence, a systematic SCA could be

accomplished by analyzing the set of |𝑀𝑅𝑥𝑑𝐵 |∠𝑃𝑅𝑥 ° with respect

to the target state of the DUT during the measurements.

4 PHYSICAL-LEVEL ANALYSIS OF

IMPEDANCE LEAKAGE

To perform SCA on the reflected signals from the chip’s die, it is vital

to understand how the transmitted carrier signals are modulated

based on the physical characteristics (and specifically the contents

of the registers) on the chip. As described earlier, the system’s

PDN (to and from the chip) can be considered a communication

channel in high frequencies between a transmitter and a receiver.

The VNA in our system is both the transmitter and the receiver

on this channel. Therefore, the channel model is analogous to a

RADAR channel model [24]. In this case, the transmitted signal

𝑥 (𝑡) from the VNA at frequency 𝑓𝑖 can be written as follows:

𝑥 (𝑡) = 𝐴 sin(2𝜋 𝑓𝑖𝑡) (3)

where A is the amplitude of the transmitted signal. Considering

the PDN of the chip as the entity that applies the desired infor-

mation to the carrier 𝑥 (𝑡), the amplitude and phase of 𝑥 (𝑡) are
reshaped. Thus, the modulated signal 𝑥 (𝑡), received at the VNA

can be described [78]:

𝑥 (𝑡) = 𝛼𝑖𝐴 sin(2𝜋 𝑓𝑖 (𝑡 − 2𝑇 ) + 𝜙𝑖 ) + 𝑛(𝑡) (4)

where 𝛼 is the attenuation or fading factor, 𝜙 is the phase shift,

2𝑇 is the round-trip time of the signal, and 𝑛(𝑡) is a Gaussian noise

added to the signal. In our case study, we experimentally show that

the characterization of the PDN, which contains a data-dependent

leakage, could be observed in the amplitude, phase, and round-

trip time variations. However, since our analyzes in this paper are

confined within the frequency domain data, we do not consider the

round trip time as a leakage parameter.
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Figure 6: (a) Realization of virtual probes with the use of VNA

and (b), Applying virtual probes on a masked AES implemen-

tation on a chip.

4.1 Realization of Virtual Probes

As indicated in our approach, the transmit carrier signals 𝑥 (𝑡) are
injected on a wide range of frequencies 𝑓𝑖 . As covered in Section 2.3,

well-studied back-scattering PDN profiling confirms that even in

nanometer-scale characterization, different circuit elements (i.e.,

inductors and capacitors) reflect (and forward) different portions of

input energy in accordance with carrier frequency [36] due to non-

linearity in their frequency response [3]. This frequency-dependent

behavior of the elements in themicroscopic scale is affected by phys-

ical and intrinsic (such as dimensions) features, which determines

the resonate frequency of the elements [70]. Hence, exploiting the

same observation in our scenario, different input frequencies (𝑓𝑖 )

yield capturing the response of different elements on the DUT. In ac-

curate terms, the reflected signal at a particular frequency contains

a dominant response of specific elements.

To illustrate this, Figure 6a shows a high-level cross-section

block diagram of a simple PDN and a target IC. Here, an adver-

sary generates (𝑥 (𝑡), 𝑓𝑖 ) using a VNA and injects the signals via

the SMA interface. Based on the selected 𝑓𝑖 multiple Virtual Probes
could be deployed to characterize the board. For instance, on-board

capacitors (e.g., 𝐶1 and 𝐶2) are large elements, and their dominant

response could be observed in 𝑥 (𝑡) with low-frequencies (MHz).
This indicates that any modification on these elements could be ob-

served in 𝑥 (𝑡) with those frequencies. In other words, by knowing

those exact frequencies 𝑓𝑃𝑟𝑜𝑏𝑒1 , the adversary can place a Virtual
Probe on 𝐶1 and 𝐶2. Sweeping to higher frequencies (GHz), the ad-
versary will have multiple VProbes, on different elements (physical

locations) on the chip to perform a powerful SCA. This capability

is granted by the fact that IC-level elements are physically asym-

metric and placed and routed uniquely on the die. Figure 6b depicts

the utilization of VProbes to effectively disable aMasked AES imple-

mentation on a target chip. We show that, with a proper profiling

process, an attacker can precisely determine frequencies for each

share of the masked key to extract all secret values simultaneously.

It is also noteworthy to mention that in Figure 6b, each target key

register shows a dominant response on a specific frequency set,

leading the adversary to distinguish the leakages.

4.2 Effects of Parallel Computation and

Masking Schemes

Cryptography implementations in software fundamentally suffer

from time-domain leakage caused by the serialized execution model.

Many researchers have shown that even secured masking imple-

mentations could be easily broken by template attacks on software

[64, 79]. In the case of masking implementations on hardware,

with the assumption of parallel computing on shares, the data-

dependent power leakage is experimentally shown to be reduced

significantly [19]. The CMOS power consumptionmodel inmasking

schemes assumes that expected power consumption P for a masked

secret bit 𝑐 = (𝑚,𝑐 ⊕ 𝑚) = (𝑠1, 𝑠2) hold the following condition

[18]:

𝑃 (𝑐 = 0) = 𝑃 (𝑐 = 1)
𝑃 (𝑠1 = 0, 𝑠2 = 0) + 𝑃 (𝑠1 = 1, 𝑠2 = 1) =
𝑃 (𝑠1 = 1, 𝑠2 = 0) + 𝑃 (𝑠1 = 0, 𝑠2 = 1)

(5)

Although decoupling effects [18] and higher order attacks [77]

can exploit the aforementioned condition, considering the CMOS

Hamming Weight model and as long as 𝑠1 and 𝑠2 computations

are performed simultaneously at 𝑡1 this constraint in Equation 5

is believed to be maintained. Compared to 1-d scalar power con-

sumption measurements, impedance leakage is measured over set

of 𝑁 samples of frequencies, making the leakage variable a 2-d

parameter.

By applying the same condition on Impedance leakage, an ideal

one-bit masking rules the following:

∀𝑓𝑖 ∈ 𝐹 = {𝐵𝑊 } : Z𝑓𝑖 (𝑐 = 0) = Z𝑓𝑖 (𝑐 = 1) (6)

As thoroughly investigated in Section 4.1, constraints indicated

in Equation 6 could not be trivially held by first order boolean

masking, as the unique physical realizations, corresponding wiring

and required routing for 𝑠1 and 𝑠2 computations yield in frequency-

dependant measurements. Here in contrast to scalar power leakage

model, impedance profile in Equation 6 should be satisfied for all

frequency stamps to ensure the security. For instance, if 𝑁 = 100

impedance measurements are conducted from the bandwidth 𝐹 =

𝐵𝑊 = {1𝐺𝐻𝑧 − 2𝐺𝐻𝑧}, Equation 6 should be held. In such strong

constraint, one can derive ∃𝑓𝛼 ∈ 𝐹 , whereZ𝑓𝛼 (𝑐 = 0) ≠ Z𝑓𝛼 (𝑐 =
1) and therefore impedance of masks values could be distinguished

effectively.

5 PROPOSED ATTACK SCENARIOS

In this section, we will elaborate on multiple attack scenarios based

on the developed scatter profile of the DUT. Ultimately, here we

showcase that the proposed methodology could challenge t-probe
security model. Based on our findings we exhibit that unlike power

consumption side channels, impedance leakage collected from scat-

tering profiles does not scale down exponentially [13, 38] by in-

creasing the number of shares. On the contrary, we showcase that

the impedance leakages of t-share operands are leaked through

distinguishable frequencies and do not cause significant additive
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noise to leakage measurement. In other words, although state-of-

the-art masking schemes, such as Threshold Implementation [71]

and Domain-Oriented Masking [29], are highly effective in mitigat-

ing time-domain SCA (i.e., DPA on power consumption), they will

not suffice against proposed frequency-domain impedance SCA. As

thoroughly described in Section 4.1, this is due to the fact that the

physical characteristics of gate-level elements are scattered over

a frequency bandwidth that can be captured by impedance profil-

ing. Here, we exploit this fact to exhibit that the aforementioned

characteristic is indeed data-dependent and can be used to reveal

secrets.

We start off with simple case studies to verify scattering leakage

is exploitable, and then we move toward realistic scenarios where

sensitive data are protected by higher-order well-known masking

schemes. First, we describe how adversaries can mount conven-

tional non-profiled attacks via impedance analysis. Particularly we

develop Differential Impedance Analysis (DIMA) to break unpro-

tected cryptographic implementations. Furthermore, a non-profiled

Correlation attack is also presented to illustrate conventional leak-

age models (i.e., Hamming Weight) are also effective in impedance

analysis.

After verifying the applicability of naive non-profiling scenarios,

we specifically aim to sidestep protected hardware implementa-

tions by exploiting on-die location-based profiling. As our main

attack, we present Template Impedance Attack (TIMA) to extract

time-constant high-order masked operations. We showcase that

TIMA effectively breaks state-of-the-art masking schemes.

5.1 Threat Model

DIMA and CIMA attacks are performed in known plaintext sce-

narios. For TIMA, we also assume the access to profile the random

shares (i.e., all key shares). Building templates for mask registers

plays a crucial role in mounting a successful template attack which

is usually not taken into account. For a thorough discussion, please

refer to [7].

On the execution level, since our method aims to extract data

directly from the DUT, we assume that the measurements are per-

formed when target data remain unchanged in some registers on

DUT. This considerationmakes our treat model very similar to static

power side-channel analysis [20, 54–56] and LLSI attack [46, 47],

where instead of performing the measurements during the secret-

dependant operations, adversary snapshots at timestamps where

secret-dependant data are stored in some form (i.e., in Flip-Flops)

on the DUT. In this regards, TIMA does not apply any time-series

multi-variant analysis on the target like the works in [20, 23]. and

the measurements are captured on a single clock-cycle. Here, we

make use of multivariate frequency analysis which exploits the

frequency-dependent leakage on the same time-stamp. Hence, our

threat model requires a clock-controlled environment for high-

speed DUT during themeasurement. However, this limitationmight

be resolved by iterating the measurements without clock halting.

(For more discussion please see Section 7.3)

5.2 Naive Impedance Attacks

In order to showcase the exploitability of impedance side-channel

leakage, we demonstrate that conventional power-side channel

attacks could be easily modified to be applied to impedance mea-

surements. Here, we describe two high-level attacks useful for

unprotected cryptographic algorithms. Namely, in the following,

we describe impedance-based DPA and CPA.

5.2.1 Differential Impedance Analysis. Differential Power Analy-
sis [43] on cryptography implementation exploits the variations

of dynamic power consumption of DUT by employing hypothesis-

based differential measurements of traces. For correct hypothetical

secrets, the differential analysis maximizes a secret-dependant in-

termediate operation over time-domain measurement. We inspire

the same methodology to deploy Differential Impedance Analysis

(DIMA) over the frequency domain. In other words, for a correct hy-

pothesis of a secret, the absolute difference of impedance measure-

ments of a secret-related intermediate value should be maximized

at some frequency stamp. This frequency stamp is physically re-

lated to the characteristics of the element that somehow(i.e., stores

or transfers) intermediate value. The routine for DIMA is mostly

similar to conventional DPA. The adversary could follow the same

algorithmic process in DPA [44]. However, instead of calculating

differential measurement on time stamps, the attacker performs

the differential analysis on frequency stamps. Algorithm 1 illus-

trates a high-level description of DIMA. In Algorithm 1, 𝑇𝑟𝑐𝑎 []
represents the array of all measured traces for the attack and

𝐼𝑛𝑝 (𝑇𝑟𝑐𝑎 [𝑖]) shows the associated input with trace 𝑇𝑟𝑐𝑎 [𝑖]. Fur-
thermore, 𝐼𝑛𝑡𝑣 (𝑘𝑒𝑦 = 𝑘, 𝑖𝑛𝑝𝑢𝑡 = 𝑖) depicts the result value of a

selected intermediate bit value in the targeted cipher where key

and input of the cipher are k and i, respectively.

Algorithm 1 Differential Impedance Analysis

function DIMA Attack(𝑇𝑟𝑐𝑎 [])
for 𝑘 ∈ 𝐾 = {0, 1, ..., 2𝑚} do ⊲ 𝐾 is set of key values

for 𝑖 = 0, 1, ..., |𝑇𝑟𝑐𝑎 | do
𝐻 ← 𝐼𝑛𝑡𝑣 (𝑘, 𝐼𝑛𝑝 (𝑇𝑟𝑐𝑎 [𝑖])) ⊲ intermediate value

if 𝐻 = 1 then

𝑂𝑛𝑒𝑇𝑟𝑐 ← 𝐴𝑝𝑝𝑒𝑛𝑑 (𝑇𝑟𝑐𝐴 [𝑖])
else

𝑍𝑒𝑟𝑜𝑇𝑟𝑐 ← 𝐴𝑝𝑝𝑒𝑛𝑑 (𝑇𝑟𝑐𝐴 [𝑖])
end if

end for

𝐷𝑖 𝑓 𝑓𝑘 ← 𝐷𝑂𝑀𝑓 𝑟𝑒𝑞 (𝑍𝑒𝑟𝑜𝑇𝑟𝑐 ,𝑂𝑛𝑒𝑇𝑟𝑐 )

end for

return 𝐴𝑟𝑔𝑆𝑜𝑟𝑡 (𝑀𝑒𝑎𝑛(𝐷𝑖 𝑓 𝑓 , 𝑓 𝑟𝑒𝑞))

As indicated in Algorithm 1, the Difference Of Mean (𝐷𝑂𝑀𝑓 𝑟𝑒𝑞 )

is performed element-wise on each frequency stamp of impedance

traces. Finally, we apply a simple averaging on each candidate to

represent each guess key with a single score. Then an Argument
Sort on frequency-normalized 𝐷𝑖 𝑓 𝑓𝑘 values are performed and

target key is extracted. On the algorithmic level, the frequency

indices of maximum values of 𝐷𝑖 𝑓 𝑓𝐾𝑒𝑦=𝑘 indicates the frequencies

at which the intermediate value’s physical deployment on the die

leaks the most. Particularly, the same frequencies could be consid-

ered independently and be used as a profile to reveal this specific
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intermediate value’s content. We take advantage of similar behavior

to put together a powerful profiling attack which will be elaborated

later on.

5.2.2 Correlation Impedance Attacks. As another well-established
power side-channel attack, Correlation Power Analysis (CPA) [6]

is also used, and they mitigate some drawbacks of DPA [48]. CPA

uses a power consumption model on the hardware to establish

a correlation between the secret-dependent operation and inputs

over power measurement. For instance, a famous metric assumes

that power consumption of operands on the circuits tracks a lin-

ear trend with respect to its Hamming Weight (HW). Here, the

same approach is utilized for the adversary to attack an unknown

secret. We use frequency-stamped impedance traces to mount a

Correlation Impedance Attack (CIMA). Although different leakage

models for impedance traces could be employed as a proper candi-

date, we use a simple HW model to develop our attack. In CIMA

attacker executes Pearson Correlation [15] over frequency-domain

impedance values. Hence, target intermediate content leaks on a

specific frequency stamp that is indicated by CIMA. Armed with

an HW model, we launch CIMA on the first round of AES’s S-Box

output to showcase a successful correlation impedance attack. It

is noteworthy to mention that based on our evaluations (in Sec-

tion 6.4.1), the HW model shows a near-linear leakage trend over

impedance’s phase (∠𝑆11) on the target frequency stamp.

Although CIMA successfully breaks the hardware realization

of a prominent cryptographic algorithm (i.e., AES) with a much

less number of measurements, it is not effective against masking

schemes. This is due to the fact that CIMA like other correlation at-

tacks, strives to discover the likelihood of a single secret-dependant

intermediate value, which is largely diminished by masking [19].

In the following, we propose an attack that builds upon frequency-

spanned leakage of impedance measurements enabling us to extract

masked secrets through frequency analysis in hardware implemen-

tations.

5.3 Template Impedance Attacks

Template attack proposed by Chari et.al. [14], provides a strong at-

tackmethodologywhere the adversary can profile a target hardware

of her choosing with an arbitrary cryptographic implementation

(e.g., protected) and break similar hardware using a limited number

of power consumption measurements. In contrast to non-profiling

methods which strive to eliminate noise by averaging over large

measurement traces, template attack utilizes multi-variant charac-

terization of points of interest (including the noise) by employing

the identical target hardware, making it extremely powerful during

attack phase [14]. Owing to the nature of the impedance measure-

ments, we believe a similar Template Impedance Attack (TIMA) is

the most powerful attack that can be performed using impedance

analysis. TIMA follows the same algorithm as a regular template

attack while performing on frequency stamps. Algorithm 2 depicts

the high-level flow of TIMA.

In Algorithm 2, each profile trace 𝑇𝑟𝑐𝑝 [𝑘𝑒𝑦 = 𝑘, 𝐼𝑛𝑥 = 𝑖], is a
collection of measurements associated with the impedance of the

target at frequencies {𝑓 𝑟0, 𝑓 𝑟1, ..., 𝑓 𝑟 𝑓 }, where the 𝑘 and 𝑖 refers to

the cipher’s key and trace index, respectively. Moreover,𝑀𝑒𝑎𝑛(.)
and 𝐶𝑜𝑣 (.) are Average and Covariance calculation functions. As

Algorithm 2 Template Impedance Attack

function TIMA Profile(.)

for 𝑘 ∈ 𝐾 = {0, 1, ..., 2𝑚} do ⊲ 𝐾 is set of key values

for 𝑖 = 0, 1, ..., 𝑁𝑝 do

𝑇𝑟𝑐𝑝 [𝑘, 𝑖] ← 𝑀𝑒𝑎𝑠𝑢𝑟𝑒 ({𝑍 𝑓 𝑟0 , 𝑍 𝑓 𝑟1 , ..., 𝑍 𝑓 𝑟 𝑓 })
end for

𝐴𝑉𝑇𝑟𝑐𝑝 [𝑘] ← 𝑀𝑒𝑎𝑛(𝑇𝑟𝑐𝑝 [𝑘], 𝑁𝑝 )
end for

𝐷𝑀 ← 𝐷𝑂𝑀 (𝐴𝑉𝑇𝑟𝑐𝑝 [𝑘], 𝑓 𝑟𝑒𝑞)
𝑃𝑂𝐼 [𝑝] ← 𝑇𝑜𝑝𝐾 (𝐷𝑀, 𝑝)

for 𝑘 ∈ 𝐾 = {0, 1, ..., 2𝑚} do

𝑀𝑒𝑎𝑛𝑝 [𝑘] ← 𝑀𝑒𝑎𝑛(𝑇𝑟𝑐𝑝 [𝑘], 𝑃𝑂𝐼 )
𝐶𝑜𝑣𝑝 [𝑘] ← 𝐶𝑜𝑣 (𝑇𝑟𝑐𝑝 [𝑘], 𝑃𝑂𝐼 )

end for

return𝑀𝑒𝑎𝑛(𝑇𝑟𝑐𝑝 ),𝐶𝑜𝑣 (𝑇𝑟𝑐𝑝 )
function TIMA Attack(𝑇𝑟𝑐𝑎 [], 𝑀𝑒𝑎𝑛𝑝 [],𝐶𝑜𝑣𝑝 [])

for 𝑘 ∈ 𝐻 = {0, 1, ..., 2𝑚} do ⊲ 𝐻 is set of guess target

values

𝐷𝑖𝑠𝑘 ← 𝑀𝑢𝑙𝑡𝑖𝑣𝑎𝑟𝐺𝑎𝑢𝑠𝑠𝑖𝑎𝑛(𝑀𝑒𝑎𝑛𝑝 [𝑘],𝐶𝑜𝑣𝑝 [𝑘])
end for

for 𝑖 = 0, 1, ..., 𝑁𝑝 do

𝑆𝑇𝑟𝑐𝑎 [] ← 𝑆𝑒𝑙𝑒𝑐𝑡 (𝑇𝑟𝑐𝑎 [], 𝑃𝑂𝐼𝑆)

for 𝑘 ∈ 𝐻 = {0, 1, ..., 2𝑚} do
𝑃 [𝑘] ← 𝑃𝐷𝐹𝑒𝑣𝑎𝑙 (𝐷𝑖𝑠𝑘 , 𝑆𝑇𝑟𝑐𝑎 [ 𝑗])

end for

𝑅𝑒𝑠 [𝑘] ← 𝐴𝑐𝑐 (𝑃 [𝑘])
end for

return 𝐴𝑟𝑔𝑀𝑎𝑥 (𝑅𝑒𝑠 [])

demonstrated, the TIMA Profile phase is performed on the DUT

controlled by the adversary. As highlighted, Points Of Interest (POIs)

in this attack are determined by averaging measurement values

over a frequency band. Hence, frequency stamps that cause max-

imum difference for all the possible target K are selected using

the Difference in Means (𝐷𝑂𝑀) metric. Moreover, we apply TopK,
a localized Top-K [2] with empirically set smoothing factor 𝛼 to

select final POIs. Note that as collected scattering measurements

are complex numbers, TIMA Profile could be applied to ∠𝑆11 or
|𝑆11 | or even 𝑓 ( |𝑆11 |, ∠𝑆11). As discussed earlier in this article, we

mainly focus on ∠𝑆11 profiling since it is more resilient to additive

noise compared to |𝑆11 |. Nevertheless, one could deploy an iterative

estimation [72] or optimization [5] procedure to find near-optimal

parameters for 𝑓 ( |𝑆11 |, ∠𝑆11) leakage profiling kernel to enhance

the attack success rate.

In the second phase, the attacker has limited access to the tar-

get DUT and captures a small number of measurement traces of

impedance 𝑇𝑟𝑐𝑎 []. Consequently, TIMA Attack routine is exe-

cuted. As highlighted, measurements on pre-determined frequency
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Figure 7: Measurement setup. (a) VNA capturing 𝑆11 traces

from the DUT and (b) Experimental setup diagram.

stamps (POIs from the profiling phase) are selected first (𝑆𝑇𝑟𝑐𝑎 []).
Then probability evaluation (𝑃𝐷𝐹𝑒𝑣𝑎𝑙 ) of each measured attack

trace is computed for each key hypothesis based on its Gaussian

multi-variant distribution (𝐷𝑖𝑠𝑘 ) extracted during TIMA Profile

phase. Lastly, probabilities are accumulated for all captured traces

to indicate the final candidate.

As will be explored, TIMA can be successfully applied in multi-

ple attack scenarios and particularly on masked implementation.

Specifically, we exercise a single bit TIMA on masked AES imple-

mentation (in Section 6.5) to recover all masked shares of the key,

bit by bit. On the algorithmic level, the advantage of TIMA comes

from the fact that every single bit on DUT contributes to a unique

set of POIs over the frequency band, and consequently, forms a

(fairly) distinguishable Gaussian multi-variant distribution that can

be estimated with a fair amount of profiling measurements.

6 EVALUATION

6.1 Experimental Setup

6.1.1 Measurement Equipment. We utilized a Keysight ENA Net-

workAnalyzer E5080A[40], which enables RF/microwave scattering

measurements and operates on 9KHz - 6 GHz frequency bandwidth.

We used Minicircuit CBL-2FT-SMNM+ characterization shielded

cables [52] suitable for scattering measurements which are also

operable in the same frequency bandwidth. The used VNA ports

have internal capacitors to filter out the DC voltage on the𝑉𝐶𝐶𝐼𝑁𝑇 ,

and therefore, no Bias Tee is needed.

6.1.2 Device Under Test. For our experiments, we used NewAE

CW305 board (NAE-CW305) [60], which is equippedwith anAMD/X-

ilinx Artix-7 FPGA (XC7A100T), built with a 28 nm technology, see

Figure 7a. CW305 board provides direct access to the FPGA’s PDN

network, which was the main reason for the selection of this board.

Moreover, while the FPGA contains multiple PDN domains (e.g.,

𝑉𝐶𝐶𝐼𝑁𝑇 ,𝑉𝐶𝐶𝑂 , ) a 1V domain supplying the core (𝑉𝐶𝐶𝐼𝑁𝑇 ,𝑉𝐶𝐶𝐴𝑈𝑋 ,

etc.), for our evaluations, 𝑉𝐶𝐶𝐼𝑁𝑇 power domain is our primary

target PDN as it is connected the FPGA registers. Furthermore,

CW305 has multiple SMA (SubMiniature version A) connectors

that enable access to a shunt resistor, as well as a 20 dB low-noise

amplified low-side signal suitable for power analysis. However, our

experiments are carried out by the SMA port on the low side of the

shunt resistor X3 port on the board, which gives us direct access to

the PDN of the FPGA.

6.1.3 Analyzer and Controller Configuration. To control the state of
the target FPGA chip, we have utilized a NewAECW-Lite board [61],

which provides serial communication with the DUT and could be

used as an intermediate controller to transfer plaintext and receive

ciphertext from the target IC. Furthermore, to conduct measure-

ments, the CW305 board is configured to synchronize IC’s clock

once the controller receives the trigger signal (e.g., CW-Lite). Specif-

ically, for our clock controlled experiments (e.g. TIMA), target’s

clock signal is generated via PLLs on CW305 and a feedback is

sent to the controller at the same time. Based on the received and

synchronous clock signal of the target and upon reaching to the

desired time-stamp, a mask signal is sent by the controller and tar-

get’s clock signal is masked and computation is halted. During this

idle status, although the PLL clock on the board is oscillating but

the target clock on the IC is gated. Consequently, a trigger signal

is sent to the VNA for the measurement during this period. In our

experiments, PLL board clock is set to 100𝑀𝐻𝑧.

In order to schedule and prepare the input data for the IC and

also analyze measurements and conduct our attacks, we employed

Python 3.7 scripts. We used PyVisa and Scipy.Stat to communicate

with the instruments and perform statistical analysis, respectively.

Furthermore, hardware designs are written in Verilog, and synthe-

sizes are carried out by Xilinx Vivado. The Analyzer System is a

machine with an Intel XEON E5 2697 V3 CPU clocked at 2.6 GHz,

equipped with 128 GB of DDR3 RAM, and runs an Ubuntu 20.04.6

LTS.

6.1.4 Measurement Procedure. Figure 7b depicts our experiment

diagram. Our experiments process could be described as follows:

■ As the initial step, The desired hardware design of the Target
IC (e.g., a masked AES) as a bitstream is programmed using

a JTAG connection.

(1) Arbitrary input data (i.e., masked plaintext, masked keys,

etc.) are prepared in the Analyzer System and are sent to the

Controller.
(2) Using a serial interfaceController, sends the data to the Target

IC and collects timing stamps (Clock triggers) from Target
IC during its operation. At a desired time stamp, it triggers

the VNA for the measurement.

(3) VNA performs a measurement upon getting triggered and

sends back the measured traces to the Analyzer System.

(4) Once the execution on the Target IC is finished, output is

received by the controller and is sent to Analyzer System via

UART connection for verification purposes.

For the suitable profiling procedure required for our proposed

attacks, we developed an iterative and automated process to cap-

ture the traces. Furthermore, note that in accordance with our

threat model, our attacks require time-constant measurements as it
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exploits the physical characteristics of the die. Hence, synchroniza-

tion and clock control are vital in our measurements, handled via

Controller in our attack scenarios.

6.2 Target Implementation and Configuration

VNA Configurations and Frequency bands. On each set of ex-

periments, based on the target implementation different frequency

target band is selected. Based on our experiments, different im-

plementations on the FPGA results in different leakage on each

narrow-band frequency. This is due to the variations in physical re-

alization of components on the target which effects the impedance

profile.We indicate that different target frequency bandmight result

in different (maybe superior) attack success rate. Our targeted bands

are selected naively and experimentally. Furthermore, IF Bandwidth
and Averaging factors, used for adjusting the VNA measurement

quality are set experimentally in our attacks. IF Bandwidth is set to

500 Hz in our experiments to reliably filter out unwanted responses

such as higher frequency spectral noise [39] and Averaging factor is

selected to be 𝐴𝑉𝑖𝑑𝑥 = 200 in TIMA attack to reduce measurement

noise floor.

Implementation of AES S-box. Unprotected AES targeted for

CIMA and DIMA in our experiments is implemented with a fully

pipelined architecture using Canright’s S-box [9]. These attacks are

carried out at the first clock-cycle (first round S-box’s output).

Implementation of Masked AES. Ultimately we deploy experi-

ments with TIMA, targeting AES DOM implementation for FPGA

[30] with 3 shares (masking order of 2). We mount two attacks on

different scenarios. 1) The measurements are performed on the first

round’s key-share byte registers of extended Canright’s masked S-

box[10] which is the underlying S-box circuitry used in AES DOM.

This attack targets the first byte of the key and is carried out when

three key-share registers are loaded in the core before the execution

of the first masked S-box (clock-cycle 1) 2) We target the full key

extraction during the initialization process and once key values

(3 × 128 bits) are loaded into the registers. We deploy TIMA before

starting AES-DOM is executed (Where 𝑎𝑒𝑠_𝑠𝑡𝑎𝑟𝑡 signal is set at

clock-cycle 0).

Complex Number Analysis. Although the impedance values (al-

ternatively 𝑆11) are complex values which are usually represented

by magnitude and phase numbers, our main attacks (i.e., CIMA,

DIMA, and TIMA) are only carried out on the phase (∠𝑆11) part of
the measurements.

6.3 Attacking Fan-out Registers

We start off with a simple profiling analysis of a design with fan-

out registers. The same methodology is used by Moradi et al. [56]

and similar research scenario [54] to analyze the leakage of static

power consumption. Here, we cascaded two 1024 sets of FDCEs (

D Flip-Flop with Clock Enable and Asynchronous Clear). In con-

trast with static-based power SCA [56], we explicitly specified the

location [80] of the register sets for the implementation phase as

different locations of registers yield different results in our evalu-

ation. In this experiment, the wiring and locations are manually

specified to deploy two connected register sets on two adjacent

FPGA slices.

(a) (b)

Figure 8: |𝑆11 | leakage on fan-out register. (a) Normalized and

averaged comparison (b) Differential analysis of leakage.

(a) (b)

Figure 9: ∠𝑆11 leakage on fan-out register. (a) Normalized and

averaged comparison (b) Differential analysis of leakage.

High Fan-out Binary Registers In the first experiments, we

program the DUT to set all 2048 registers to either 0b0 or 0b1. This
setting is done via deploying a control register on the FPGA con-

figured by the Controller. Upon receiving the run command from

the Controller, values on the registers are set. For each case, we

collect the total number of 600 traces in the frequency range of

𝐹 = 2.7𝐺𝐻𝑧 − 3𝐺𝐻𝑧, with 5000 linearly spanned frequency stamps.

In other words, ((3 − 2.7)/1000) × 109𝐻𝑧 = 300𝑘𝐻𝑧 is set as the

frequency resolution. To minimize temperature-induced drifts, we

follow a normalization process where we perform a reference mea-

surement (e.g. a FPGA register fan-out program where all registers

are cleared.) after each measurement and store the difference as

the final trace. Note that since our attack is a differential attack,

normalized values do not affect the final outcome.

Figure 8a depicts average values of 𝑆11 magnitude for each case

of the experiment over the selected frequency band. The difference

(DM) between the two groups is illustrated in Figure 8b. As shown

in this figure, the difference exists over the entire selected frequency

band, however, at some stamps, it is larger compared to others. This

indicates that at certain frequency stamps, the magnitude of the

impedance differs based on the content of the registers and their

corresponding wiring on specific positions on the die.

Similarly, Figure 9 details the average difference of ∠𝑆11 for each
group of traces. Note that ∠𝑆11 and |𝑆11 | are uniquely different

metrics with completely different behavior. Consequently, each case

in Figure 8a and Figure 9a follow different pattern. For instance,



LeakyOhm: Secret Bits Extraction using Impedance Analysis CCS ’23, November 26–30, 2023, Copenhagen, Denmark

1000.0 1250.0 1500.0 1750.0 2000.0
Frequency (MHz).

0.04

0.06

0.08

0.10

0.12
Hy

po
th

et
ica

l I
nf

or
m

at
io

n 
(H

I)

Figure 10: Hypothetical Information (HI) the impedance leak-

age for the presented S-box attack.

normalized ∠𝑆11 for case 0b1 is less than 0b0 traces for most of

the selected frequency band, where for |𝑆11 | opposite behavior

is observed. Also, the absolute difference at some frequencies is

larger compared to the magnitude DM. This can be justified as often

RF Phase measurements are known to be more resistant to noise

compared to magnitude.

6.4 Attacking AES S-BOX

As the next step, we advance our target to attack AES S-BOX. We

consider first-round S-BOX with a known plain-text scenario. In

the following, we apply CIMA and DIMA attacks to an unprotected

AES S-BOX implementation (derived from ProjectVault [17]). Also,

note that S-BOX’s output𝑇𝑎𝑟 = 𝑆 −𝐵𝑂𝑋 (𝐾𝑖𝑛, 𝑃𝑖𝑛) is considered as
the target intermediate value in our attacks, and the goal is to find

the first byte of the secret key value. In order to verify the leakage

for our captured traces, we first demonstrate an information leakage

analysis. Figure 10 shows the Hypothetical Information (HI) [8]

of impedance leakage for the S-box target in frequency domain.

It shows that the some frequency sub-bands are more exploitable

compared to others.
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Figure 11: CIMA on 1200 samples (a) Correlation index over

selected frequency band and (b) Top correlated keys and the

maximum value of correlation (the selected frequency for

keys are not necessarily the same).

6.4.1 CIMA. As our first attempt to break AES using impedance

data, we deploy CIMA based on a conventional HW model. In this

experiment, we mount our attack on 1200 measurement traces.

Furthermore, we select the frequency range of 𝐹 = 2𝐺𝐻𝑧 − 3𝐺𝐻𝑧,
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Figure 12: Polar representation of each HW group of the

reflected traces at 𝐹𝑟𝑒𝑞 = 1328𝑀𝐻𝑧, where CIMA score is

maximized. Near-linear trend of HW leakage is visible for

∠𝑆11.

with 3000 linearly spanned stamps. Figure 11 depicts the results of

CIMA in terms of correlation index.

Furthermore, to verify that the chosen model in our attack suc-

cessfully distinguishes on Magnitude and Phase, Figure 12 repre-
sents the polar distribution of the collected measurements with

respect to the HW of the chosen intermediate value. As shown, we

grouped up and averaged the traces in their corresponding HW
class. The distribution of reflected signals (indicated in blue) shows

that groups could be effectively distinguished.

6.4.2 DIMA. Our next attack scenario is to perform impedance

differential analysis (namely DIMA) on an AES S-Box. For this

attack, we employ 𝑁 = 3000 traces on the frequency band of 𝐹 =

1𝐺𝐻𝑧 − 2𝐺𝐻𝑧, with 3000 frequency samples at each measurement.

Figure 13 shows the final differential results for the possible key

space using a multi-bit DIMA analysis.
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Figure 13: DIMA on 3000 samples (a) Differential results over

the key space (b) Keys with the maximum value of multi-bit

differences.

As another analysis, we investigated and measured the leakage

of each individual intermediate bit as our indicator. Figure 14 de-

picts the leakage for different bits of the target intermediate value.

Although some bits are potentially more exploitable for the attack, it

is clearly observed that each individual bit leaks in a distinguishable

set of frequency samples.
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Figure 14: DIMA leakage analysis of different bits of the

intermediate value
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Figure 15: Leakage measurement of Inter-Share bits based on

DM. (a) Wide frequency plot and (b) frequency zoomed-in

plot.

6.5 Attacking DOM AES

As our ultimate experiment, we prepare an attack on a protected

AES implementation. In this scenario, we target a 3-Share AES DOM

hardware core. To ensure that random generator execution does

not incur additional leakage, we consider an off-chip TRNG, which

feeds in the masked operands into the FPGA target. As explained,

we consider the attack in two scenarios.

6.5.1 Attacking Key Register Byte. Here, we perform the attack at

the first clock-cycle where shares of the first key byte (as well as

first input byte shares) are loaded into the target. Hence, regardless

of the masked operations on the upcoming clocks, TIMA attacks

the key (share) registers directly. We carry out the Profiling Stage
with 𝑁 = 20, 000 number of traces to template masked key registers.

Specifically, we execute TIMA profiling for each bit of all key shares

independently (8 × 3 = 24 for each byte of the master key). It is

also worth noting that shares are generated uniformly random and

each trace is used to template for all target bits. More specifically,

for each template target bit, we would have roughly 𝑁0 = 10, 000

traces where a target bit of the target share is 0b0.
Figure 15 and Figure16 show the bit leakage model among bits

on different shares and on the same share, respectively. Note that

DM metric is shown here to highlight that distinguished POIs on

different frequency points for each individual bit of each share

enables TIMA to effectively extract the master key.

After Profiling Phase, we perform a single trace attack on the

DUT with unknown shares. In order to reduce the noise we carried

out VNA-enabled averaging of 𝐴𝑉𝑖𝑑𝑥 = 200 on the the attack trace.

TIMA successfully recovers all the bits of each share individually.

Figure 17 serves as an example to showcase the key extraction based
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Figure 16: Leakage measurement of Intra-Share bits based
on DM. (a) Wide frequency plot and (b) frequency zoomed-in

plot.
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Figure 17: Extracting the bit values of all three shares for the

first key byte, the first byte of master key can be computed

as 𝐾 = 𝑆1 ⊕ 𝑆2 ⊕ 𝑆3 = 0xC6 ⊕ 0x30 ⊕ 0x65 = 0x93

on template scores of each target bit after attack stage. Combining

extracted share bits could then be used to reconstruct the first byte

of the master key as shown in Figure 17.

6.5.2 Analysing Full-length Key. We further focus on the key regis-

ters on the FPGA at the time before the AES-DOM is initiated. As

random shares are stored on FPGA registers before loaded into the

AES core (i.e., DOM core), we target the time-stampwhere𝑎𝑒𝑠_𝑠𝑡𝑎𝑟𝑡

signal is set. Note that although DOM execution is byte-wise and

shares are randomize in the key registers for each byte execution,

original shares are loaded from other locations (additional wires and

registers) into the core. These registers are targeted in this attack.

We profile TIMA on full-length keys with 50,000 traces and fol-

low the same procedure explained in the previous attack. Figure 18

shows the DMmetric over frequency domain for different bits on all

three shares of the target key during TIMA Profiling Phase. Note that
similar to the previous experiment, DM is plotted for the averaged

trace of approximately 25,000 traces for 𝑏𝑡 = 0𝑏0 and 25,000 traces

for 𝑏𝑡 = 0𝑏1 (𝐷𝑀𝑏𝑡 = 𝐴𝑏𝑠 (𝑀𝑒𝑎𝑛(𝑇𝑟 |𝑏𝑡 = 0𝑏0) − 𝑀𝑒𝑎𝑛(𝑇𝑟 |𝑏𝑡 =

0𝑏1))). As shown, each individual bit could visually be distinguished
by DM metric.
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Figure 18: illustration of full-length key leakage through frequency of AES-DOM using TIMA

7 DISCUSSIONS

7.1 Comparison with Power SCA

There has been a numerous efforts to provide fair metrics [65] and

methodologies [8, 20, 50] to compare and analyze the leakage of

various power analysis attacks. It is shown that time-series multi-

variate leakage in dynamic power attacks could be considered to

improve attack success rate [31]. Impedance leakage is multivari-

ate by nature but in contrast to dynamic leakage is time-constant.

Although, dimension reduction techniques such as Principal Com-

ponent Analysis (PCA) combined with leakage metrics such as

Perceived Information (PI) [76] could be used to provide fair com-

parison with uni-variate leakage [20] ( e.g. averaged static traces),

further extensive experiments and modeling are required.

Moreover, the threat model assumptions, experimental condi-

tions, and setup highly contributes to the SNR and success rate of

the attack. Impedance attack presented in this work is somehow

similar to static-side channels but differs in experimental details.

Moradi [56] and Moos [53] use climate chambers and full board

clock halt (for noise reduction) to perform static SCA. Cassiers et

al. [11] removed the need for a climate chamber in a later work,

but the attack still requires a low-noise amplifier, the control of the

power supply and the source clock of the target, whereas impedance

analysis utilizes only clock gating with no control over power sup-

ply or environment temperature. We believe that an accurate exper-

imental comparison among static, dynamic, and impedance SCA

should be under the same threat model, conditions, and target and

deserves a future study. Another interesting course of research

could be the leakage analysis of time-variant impedance profiles

which could introduce time-frequency multivariate impedance at-

tacks.

7.2 Possible Countermeasures

As investigated throughout the paper, the nature of impedance

leakage is directly caused by the physical placements of secret-

dependant registers. Hence, a fundamental approach to resolve

these leakages is real-time refreshing of the secret-dependant reg-

isters and/or routing. A series of hardware randomization solu-

tions [32, 42, 51] present methods including partial reconfiguration

as Moving Target Defense, to secure FPGA against SCA. Similar

methodologies [33], if deployed in an online manner, could be

used to prevent impedance analysis. Alternatively, system level

approaches to detect clock-control on the device [22] could also be

deployed as countermeasure to those impedance attacks which are

performed in clock-controlled environment.

7.3 Clock control and impedance measurements

A clock controller is deployed in our measurement setup to ensure

an accurate time stamp for our measurements. However, compared

to static power side-channel where static snapshots without halted

clocks could lead to an increase of the noise (due to additive noise

caused by dynamic power consumption) [20], impedance analysis

is not susceptible to time-varying measurements as long as the

target intermediate values are stored (i.e., in Flip-Flops) in the cir-

cuit. This is mainly due to the unique and non-additive leakage of

each individual (bit of) intermediate value through the frequency

domain, which relaxes the clock control constraints in our threat

model. On the other hand, as indicated by prior works [46, 54],

in many real-world cryptographic masked hardware and software

implementations [1, 34], masked state/key registers are not over-

written every clock-cycle and are maintained for tens of clock

cycles. Consequently, it is possible for the adversary to perform an

iterative measurement without clock control to capture properly

time-stamped measurements.

Furthermore, we stress that if target frequencies are known

by the adversary (i.e., in the case of template attack), considering

the typical VNA capabilities [39], frequency sweep could be done

up-to two orders of magnitude faster, giving the adversary the

advantage to perform multiple measurements during a single MHz

clock execution of DUT.

7.4 Effects of Wiring

Previous researchers have shown that long wires in FPGA imple-

mentations could potentially increase the leakage for power side-

channel attacks [27, 28]. On the other hand, very close wiring be-

tween sensitive operands could also result in coupling effects [18]

that leak sensitive data. Hence, hardware routing and wiring should

be done exceedingly carefully when it comes to implementing pro-

tected crypto-systems. Our experiments show that long wiring of

secret dependant registers increases impedance leakages as well.
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Specifically, the deployment of long routing on the FPGA die real-

izes a series of buffers and intermediate elements that contributes

to target impedance which could be exploited to reveal data.

8 CONCLUSION

In this paper, we presented a novel non-invasive physical side-

channel attack exploiting the data-dependent changes in the impedance

of the chip. We demonstrated that the temporarily stored contents

in registers of an IC alter the die’s impedance, which can be mea-

sured using scattering parameters commonly deployed in RF/mi-

crowave engineering. Since registers at different locations affect

the impedance profile of the system at various frequency bands,

the content of these registers can be probed simultaneously by

identifying the frequencies of interest. To assess the threat of our

discovered side-channel, we mounted several impedance analysis

attacks against unprotected and protected hardware AES-128 im-

plementations on an FPGA and showed that secret key bits could

be recovered confidently. In the case of the profiled attack, only

a single trace was required to recover the secret key. Our results

challenged the effectiveness of masking schemes as side-channel

countermeasures, and hence, we believe that the integration of

specific hiding countermeasures in addition to masking is required

to mitigate our attack.
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