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Abstract. We describe a fault attack against the deterministic variant of the FALCON
signature scheme. It is the first fault attack that exploits specific properties of
deterministic FALCON. The attack works under a very liberal and realistic single fault
random model. The main idea is to inject a fault into the pseudo-random generator of
the pre-image trapdoor sampler, generate different signatures for the same input, find
reasonably short lattice vectors this way, and finally use lattice reduction techniques
to obtain the private key. We investigate the relationship between fault location, the
number of faults, computational effort for a possibly remaining exhaustive search
step and success probability.
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1 Introduction

In July 2022, the U.S. Department of Commerce’s National Institute for Standard and
Technology (NIST) announced the first four winners of the Post-Quantum Cryptography
(PQC) standardization project after a six-year long competition and three rounds of
evaluation [NIS22]. The goal of the NIST PQC standardization project is to standardize
public-key post-quantum algorithms for public-key encryption (PKE), key encapsulation
mechanisms (KEM), and digital signatures, as currently specified in the NIST SP800-
56A/B and FIPS 186 documents. The first drafts are expected to be released in 2023. NIST
has selected only CRYSTALS-Kyber [SABT22] for PKE/KEM, while three algorithms
CRYSTALS-Dilithium [LDK"22], FaLcoN [PFH22] and SPHINCS+ [HBD'22] were
selected for digital signatures. The security of CRYSTALS-Kyber, CRYSTALS-Dilithium,
and FALCON is based on hardness problems on structured lattices, while the security
of SPHINCS+ is based on the security of classical hash functions, e.g., SHA-2, SHA-3.
In general, cryptographic algorithms mainly based on the hardness of structured lattice
problems offer comparatively small keys and ciphertexts as well as high computational
performance.

A provable approach to design post-quantum digital signature schemes was first de-
scribed by Gentry, Peikert, and Vaikuntanathan [GPV07] and it is based on the hash-and-
sign paradigm. This approach is referred to as the GPV framework. FALCON instantiates
the GPV framework [GPV07] over NTRU lattices to achieve an efficient post-quantum
digital signature scheme with very short signature size. In particular, NIST recommends
FALCON for applications that require smaller signatures than CRYSTALS-Dilithium. The
current version of FALCON [PFH'22] submitted to the NIST standardization project is
non-deterministic, i.e., signing the same message twice results in different signatures with
a very high probability. As pointed out in [GPV07], any instance of the GPV framework
must never output two different signatures for the same message hash. FALCON gets around
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this issue by randomizing the hash of the message that is to be signed. So signing the
same message more than once will almost certainly lead to different message hash values
and hence different signatures. However, a deterministic version of FALCON is desirable
for some use-cases, cf. [LPal7], and may also be considered for future standardization.
Deterministic FALCON de-randomizes both the message hashing and the trapdoor sampler
to support a fully deterministic signing mode as specified in [LPal7]. However, it is very
well known that deterministic digital signature schemes are prone to Differential Fault
Analysis (DFA) (see, for example, [PSST17, BP18]). Generally speaking, a DFA attacker
can alter the signature generation process by physical means, e.g., by injecting voltage
glitches, laser, or electro-magnetic radiation. In this way, an adversary is able to collect
pairs of correct and faulty outputs, i.e., digital signatures, and recover the secret private
key used for signature generation.

Our DFA on deterministic FALCON signatures targets the pseudo-random generator in
the pre-image trapdoor sampler, essentially reintroducing randomness, thus forcing the
trapdoor sampler to produce different signatures for the same input, hence violating a
central security assumption of FALCON.

1.1 Previous work

Fault Attacks against Deterministic ECDSA/EdDSA Signatures A first DFA against
deterministic ECDSA and EdDSA has been proposed in [BP16]. The paper presents two
attacks exploiting faults injected during the calculation of the scalar multiplication and
nonce during the digital signature generation routine. The adversary can recover the
secret key by solving linear equations obtained from correct and faulty pairs of signatures.
The attacks have subsequently been improved in [RP17, ABF+18, PSST18, SB18], where
different fault injection targets are exploited and an evaluation of real hardware platforms is
performed. A further fault attack against deterministic ECDSA /EdDSA using lattice-based
techniques to recover the secret key has recently been proposed in [CSCT22].

Fault Attacks against Lattice-based Signatures The work of [BBK16, EFGT16] in-
vestigated fault attacks on non-deterministic lattice-based signature schemes, such as
BLISS [DDLL13], GLP [GLP12], PASSSign [LZA18], and ring-TESLA [ABBT16]. In
particular, the work of [EFGT16] presented a fault attack exploiting early loop abort
faults against discrete Gaussian sampling in the secret trapdoor lattice of the GPV-based
hash-and-sign signature scheme of [DLP14]. The attack requires m + 2 faulty signatures
using loop aborts after m iterations for a full key recovery. The possibility of lattice-based
deterministic signatures was already hinted in [LDK*17, BAAT17]. However, the applica-
bility of differential fault attacks against deterministic versions of CRYSTALS-Dilithium
and qTESLA were investigated in a nonce-reuse scenario using a single random faults
model [BP18].

Fault Attacks against Falcon Signatures In [MHS'19], the authors propose two types
of fault attack against FALCON. First, they adapt an attack from [EFGT16] to FALCON.
In this attack, an injected fault causes the trapdoor sampler to stop prematurely. The
component s; of the resulting faulty signatures is then just a vector in a low-dimensional
lattice generated by the secret key component F. Hence, lattice reduction can be applied
on a small number of faulty signatures to find F'. From F', the other secret key components
can be found using the public key and the NTRU equation that defines the relationship
between the secret key components. The second attack assumes the attacker can set large
parts of the output of the trapdoor sampler to zero, resulting in the same type of faulty
signatures as the first attack. The processing of the faulty signatures to obtain the private
key is hence the same.
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1.2 Contributions

To the best of our knowledge, we describe the first fault attack on deterministic FALCON
that exploits specific algorithmic properties. The attack works under a very generic and
realistic fault model using random faults injected during the execution of the pre-image
trapdoor sampler. We investigate the relationship between fault location, the number of
faults, computational effort for a possibly remaining exhaustive search step and success
probability. We provide simulations results both on a PC and ARM Cortex-M4 processor
to validate our claims.

1.3 Outline

In Section 2, we define the notation and provide some background information on lattice-
based cryptography and the FALCON digital signature scheme. In Section 3, we give a brief
algorithmic description of FALCON. The proposed fault attacks are described in Section 4.
A practical evaluation of the attack is provided in Section 5. Countermeasures to protect
against the proposed fault attack are described in Section 6. Conclusion and outlook are
provided in Section 7.

2 Preliminaries

In this section, we briefly introduce the necessary background on lattice-based cryptography
and the FALCON digital signature scheme.

Notation We denote row vectors by bold lowercase letters and matrices by bold uppercase
letters. The inner product of two vectors x,y is denoted by (x,y) and the Euclidean
norm of a vector x is denoted by [|x|| = \/(x,%). Let ¢(z) = 2™ + 1 for n = 2% a power
of two and let R = Z[z]/(¢). The ring R is a truncated polynomial ring that inherits
its ring structure from Z[z]. The elements f € R are represented as polynomials, e.g.,
flz)= Z?:_Ol fiz®, or vectors, e.g., f = (fo,..., fan_1). Note that xf(z) corresponds to a
negacyclic rotation of the corresponding coefficient vector, i.e. viewed as a vector z f(x) is
(*fn—la va fla ceey fn—2)~

Any polynomial g € R induces a linear map M, : R — R given by polynomial
multiplication, M,(f) = fg. Hence, we can also view polynomials as linear maps or
matrices.

For any polynomial f, we denote its Fourier transform by f and by f the corresponding
coeflicient vector. Let ¢ € N*. We denote the lattice generated by the basis B =
(bg, ..., bm—1) € Z™*"™ by A(B) = {27;61 z;bi,z; € Z} and the corresponding orthogonal
lattice given by A+(B) = {x € Z" : xB* = 0}.

The g-ary lattice is denoted by A4(B) = {y € Z" : y = xB mod ¢,x € Z"} and the
corresponding orthogonal g-ary lattice is denoted by A+(B), = {x € Z" : xB* = 0 mod ¢}.
Let ¢ € R with o > 0. For any ¢ € R”, the Gaussian function on R with center at c
and standard deviation ¢ is denoted by py.c(x) = exp(f%). The discrete Gaussian
distribution over A of center ¢ and standard deviation ¢ is denoted by Dy ,c(z) =

Po.c(2)/ (D xen Poc(x)) for all z € A.

SIS problem Let A € Z;»*" be an m X n matrix with entries in Z, that consists of m
uniformly random vectors a; € Zy: A = [a1]---|am]. The Short Integer Solution (SIS)
problem asks to find a non-zero vector x € Z™ such that: ||x| < /3 for some 8 € R and
xA =0 € Zy. In order to guarantee that such a non-trivial, short solution exists, it is
required that g > y/nlogq, and m > nlogq. The R-SIS problem is a special case of the SIS
problem, where the matrix A is restricted to negacyclic blocks A = [rot(ay)|- - - |rot(am)]
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GPV Framework The GPV framework is a way to construct lattice-based signatures
based on the hash-and-sign paradigm. At the high-level, the GPV framework works as
follows: The public key is a matrix A € Z;*™, where n > m, and the private key is a
matrix B € Z;"*™. Public and private key are linked by the relation Ag(A)* = Ay(B). A
signature for a given a message m € {0, 1}* is a short vector s € Zj" such that sA* = H(m),
where H : {0,1}* — Z7 is a hash function. The function which finds s is called a pre-image
trapdoor sampler. Given the public-key A, it is straightforward to verify that s is a valid
signature: it is sufficient to check that the signature s is indeed short and verify that
sA* = H(m). The GPV framework is proven secure in the (quantum) random oracle model
assuming the hardness of the SIS problem.

NTRU Lattices Let ¢ = 2" +1 for n = 2" and ¢ € N*. A set of NTRU secrets consists of
four polynomials f, g, F, G € Z[x]/(¢) which verify the NTRU equation fG—gF = ¢ mod ¢.
Additionally, it is required that f is invertible modulo ¢. Then the public polynomial A is

defined by h < gf~! mod q. The matrices A = { (1) Z } and B = {%‘%} generate

the same lattice, but the matrix A contains large polynomials, whereas the B matrix
contains only small polynomials. Recovering the secret polynomials from the knowledge of
h corresponds to breaking the NTRU problem.

Trapdoor Sampling A trapdoor sampler takes a matrix A, some additional information
T (the ‘trapdoor’) and a target vector c as inputs and returns a short vector s as output,
such that sA* = ¢ mod ¢. Note that, using basic linear algebra, it is easy to find a vector
co such that cgA* = ¢ mod ¢. Finding a short vector s is then equivalent to finding a
vector v=s—cg € A;- (A) close to cg. In the GPV framework, the secret basis B serves
as the trapdoor to achieve this.

Gram-Schmidt Orthogonalization (GSO) Let n,m be integers. Let B € R"*™ be
a full-rank matrix. The Gram-Schmidt Orthogonalization (GSO) of B is the unique
matrix B = (bg,...,b,—1) € R"™ such that B = LB € R"*™, where L is a lower

triangular with 1’s on the diagonal and the vectors b; are pairwise orthogonal. The value
[ Blles = maxy gl/bill is called the Gram-Schmidt norm of B.

3 Falcon

FALCON stands for “Fast Fourier lattice-based compact signatures over NTRU” and
instantiates the theoretical signature framework of [GPV07] using NTRU lattices and
fast Fourier trapdoor sampling. For brevity, we will refer to the FALCON version v1.2 (as
submitted to NIST [PFH'22]) simply as 'FALCON’ and to the version defined in [LPal7]
as ’deterministic FALCON’. In the following, we provide a brief description of those parts
of FALCON which are required to make this paper self-contained. We refer the interested
reader to the full FALCON specification [PFH™22] for those parts that are omitted here.

Parameters The degrees of the reduction polynomial ¢ = 2™ + 1 are 512 and 1024 for
NIST security level I (128-bit) and security level V (256-bit), respectively. Hence, there
are two variants of FALCON which are called FALCON-512 and FALCON-1024, respectively.
The integer modulus is fixed to ¢ = 12289 for both variants.
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Key Generation The private key is generated by drawing two private polynomials

f9 & R with small coefficients!, where f is invertible modulo ¢, and by computing two
unique private polynomials F,G € R such that fG — gF = g mod (2™ + 1). The public
key is computed by computing a public polynomial h € R such that h = ¢gf~! mod q.
From these polynomials, the public basis matrix A € R? and the private basis matrix
B € R?*? are defined as follows:

A=(1 ), B:<G _F), )
where the corresponding lattices are defined as follows:
A (A)={ycR?*:yA =0}, AB)={ycR?:y=xBforsomex c R*}. (2)

Note that these bases, and thus their associated lattices, are orthogonal modulo ¢, i.e.,
BA* = 0mod g and A+(A) = A(B). Also note that the secret key is not directly stored
as B, rather as sk = (]g, T), where B is the entry-wise Fourier representation of the private
basis B, and T is a binary tree representing the GSO of B. The public key of FALCON is
defined as pk = h.

Signature Generation Signature generation consists in hashing a message m, along with
a random nonce 7, into a polynomial ¢ modulo ¢, whose coefficients are uniformly mapped
to integers in the 0 to ¢ — 1 range. Then, a pair of short polynomials (s1, s2) such that
s1 = ¢ — soh mod ¢ mod ¢ is generated using the secret lattice basis (f, g, F, G). Note that
it is sufficient to transmit sy as the signature, because s; can be computed from (s9, ¢, h).
The signature algorithm of FALCON is illustrated in Alg.1.

Algorithm 1 FALCON.SIGN(m, sk)

Require: A message m, a secret key sk = (B, T)
Ensure: A signature sig
1: procedure FALCON-SIGN(m,sk)
2 & {0, 1)
¢ < HASHTOPOINT(7||m, ¢, n) >ceR
t« (6,0B7! > pre-image t
do
% < FFSAMPLING(t, T) > trapdoor sampler
§+ (t—2)B
while [s|? > |2.42n0?|
return sig = (r,s)

Trapdoor Sampling The trapdoor sampler of FALCON is implemented by the function
FFSAMPLING, which takes a binary tree T (representing the GSO of the private basis)
and a pre-image t as input and returns an output vector z such that z € A and s =
(t —2)B ~ D(0)+A(B),0,0, as illustrated in Alg. 2. The trapdoor sampler of FALCON
samples signatures of norm proportional to |B|/¢s using a discrete Gaussian sampler
SAMPLERZ with varying mean p and standard deviation ¢/, as shown in Alg. 3.
The discrete Gaussian sampler SAMPLERZ calls another random sampler called BASESAM-

PLER, whose distribution is statistically close to a half Gaussian distribution centered in 0
with a fixed standard deviation.

Hn practice, the coefficients of the polynomials f and g are generated following a discrete Gaussian

distribution with center 0 and standard deviation o = 1.17/¢q/2n.
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The BASESAMPLER function is shown in Alg. 4, where [P] is a function that, for

any logical proposition P, returns 1 if P is true or 0 otherwise, and RCDT is a reverse
cumulative distribution table.

Algorithm 2 FFSAMPLING,,(t, T)

Require: t = (to,t1) € FFT(Q[z]/(z" 4+ 1))?, a FALCON-tree T
Ensure: z = (29,21) € FFT(Z[z]/(2™ + 1))?
1: procedure FFSAMPLING,,(t,T)

2:

11:
12:
13:
14:
15:

© X T > oW

if n =1 then
o' + T.value
20 + SAMPLERZ(tg, 0”)
21  SAMPLERZ(t1,0")
return z = (2o, 21)
(€, To, T1) < (T.value, T.leftchild, T.rightchild)
t1 < SPLITFFT(t;)
21 4 FFSAMPLING,, 5 (t1, T1)
21 < MERGEFFT(Z1)
toto+ (i —2) L
to < SPLITFFT(¢()
7o FFSAMPLINGH/Q(f:O, To)
Zy < MERGEFFT(Z)
return z = (29, 21)

Algorithm 3 SAMPLERZ(-)

Require: p,o’ € R with opiy < 0’ < opmax
Ensure: z € Z is sampled from a distribution close to Dz, o
1: procedure SAMPLERZ(u, o”)

2:

© P NPT Rw

e = ]

C < O'rnin/o'/

while True do
2o < BASESAMPLER()
b + UNIFORMBITS(8)&1
z4+ b+ (2b—2)z

(z=r)? _ _ =3
T <= 202 20 02

if BEREXP(z,c) =1 then > See [PFHT22] for the definition of BEREXP.
return z + | 4]

Algorithm 4 BASESAMPLER(-)

Require: -
Ensure: An integer 2t ~ Dz+ 5
1: procedure BASESAMPLER(-)

2:

@ g w

u < UNIFORMBITS(72)
2T <0
for i <+ 0 — 17 do
2t + 2T [u < RCDTi]]
return zt
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Deterministic Signature Generation In deterministic FALCON, signature generation uses
a fixed (versioned) salt value instead of generating a random value r as described on Line 3.
The fixed salt value consists of a byte representing the value of £ = log,(n) and an ASCII
representation of the string FALCON_DET followed by all-zero padding bytes. The fixed
salt is omitted from the signatures themselves. We refer the interested reader to the full
specification of deterministic FALCON given in [LPal7].

Signature Verification Given a message m, a signature sy and a public key h, the verifier
first computes the hash of the message ¢ = H(m), then computes the first signature
component s; = hsy, and finally verifies that (s, ss) is sufficiently short. If so, the
signature is accepted, otherwise the verifier rejects the signature.

4 The fault attack against deterministic Falcon

In this section, we first explain the general idea of the attack against deterministic FALCON
and then go into the details and describe how to make it work in practice.

Suppose we can obtain two different signatures s, s’ for the same message hash ¢ as in
Alg. 3, but with different outputs of the trapdoor sampler FFSAMPLING. We define the
vector v as the difference between the two signatures:

v =(v,v2) = (81 — 87,82 — s5) =s — &', (3)

Because
VA* = sA* —s'A* = (0,¢) — (0,¢) =0, (4)

we have found a vector v in the lattice generated by B:
v e A (A)=A(B). (5)

Moreover, because both signatures s and s’ are relatively short, so it is also their difference
v short. More precisely, we have:

vl =lIs = s'll < lIsll + [Is"ll < 2v/[2:42n02]. (6)

Also note that, due to the definition of B in Eq. (1), there exists a vector u = (u1,uz) € R?
such that

(v1,v2) = v =uB = (u1, u2) (g _IJ;) = (u1g + u2G, —ur f — uzF), (7)

S0 vg lies in the sublattice of R generated by the secret key elements f, F'.

Now, if we inject faults into the pseudo-random number generator called by FFSAMPLING,
while repeatedly signing the same message with a deterministic variant of FALCON, we
are in exactly the following situation: we obtain different valid signatures for the same
message hash and subtracting different faulty signatures from each other we obtain several
v9 as just described above. If we have enough vy we can try to apply lattice reduction
techniques to obtain f, F' or an equivalent representation of the private key.

To summarize the main idea of our attack, by injecting faults into subroutines of
FFSAMPLING, we want to obtain a set of different signatures {s(?),s™) .. .s(m=1D} for the
same input message. Subtracting pairs of different signatures from each other, gives us a
set of “somewhat short” vectors

(s — s 0 < j<m,0<k<mj#k} 8)

in a sublattice generated by f, F'.
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The obvious approach to obtain f or F' from these vectors is lattice reduction. However,
since the rank of the lattice generated by f, F'is 512 for FALCON-512 and 1024 for FALCON-
1024, reducing a “somewhat short” basis of vectors like vy to find a “really short” f can
be still computationally hard in practice. To make our attack feasible in practice, we show
a simple way to work in a suitable sublattice of smaller rank in the next subsections.

4.1 Fault attack in a suitable sublattice

In order to obtain a practically feasible attack, we would like to work in a lower-rank
sublattice that still contains the private key f. Injecting a fault in FFSAMPLING routine
will result in an incorrect value 2 of the signing procedure (cf. Alg. 1, line 6). Looking at
Alg. 1, line 7 we see that

A LA ~

§—§=(t—-2)B—(t—2)B=(z —2)B. (9)
Substituting the definition of private basis matrix B from Eq. (1) we obtain
So—8y=(20—2)Of+ (1 —-2)0OF, (10)

where ® denotes component-wise multiplication.

Now let us have a closer look at Alg. 2 which performs trapdoor sampling in a recursive
way. The output z; does not depend on the recursive call on line 13. If we track the
call-tree of recursions in FFSAMPLING, we see therefore that z; does not depend on the
later calls to SAMPLERZ on lines 4 and 5. These later calls to SAMPLERZ in turn result
in calls of BASESAMPLER and UNIFORMBITS. So faults injected in the later calls to
UNIFORMBITS will only affect the output zy of the FFSAMPLING call at the top of the
recursion call tree. Hence, if the fault is injected in this way, then z; = 2| and Eq. (10)
becomes

8 — 8y =(2—-2)0f. (11)

Because the Fourier inverse is a linear operation, we obtain
/ !
s2 — 85 = (20 — ) - (12)

Note that the same calculations hold if we assume that s is also a faulty signature (but
different from s). In this case, zg — z{ is the difference between the two injected faults.

Injecting faults repeatedly and taking the difference between two faulty signatures (or
a faulty and a correct one) we can produce a set

A:{61f7§2f7"'76mf}7 (13)

where 0; = z; — z;. We consider the lattice generated by A:
A(A) C A(f) CR. (14)

If A is large enough, then there is a possibility that f € A(A). Additionally, if the rank of
A(A) is small enough, e.g. 40, we can apply lattice reduction techniques to find f.

Now the question is, what are the possible values of the §;, because this determines the
rank of the sublattice generated by A. For example, if §;(x) = a; + b;(x) for all i, then
the rank of the lattice A(A) is at most 2. In order to get a better understanding of the
range of possible values for the d;, we have to have a closer look at the effect of a fault
injection in concrete instance of the pseudo-random number generator (PRNG) used by
UNIFORMBITS.
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4.2 The PRNG of deterministic Falcon

This paragraph is specific to the ChaCha20-based PRNG implementation used in the
pre-image sampler of the deterministic FALCON reference implementation provided in
[LPal7], which is actually the the same as in the reference implementation of standard
FALCON submitted to NIST as [PFH"22]. However, note that similar considerations are
transferable to other PRNG implementations whenever necessary.

Essentially, the PRNG uses the key stream generated by the ChaCha20 stream cipher
as pseudo-random output. The PRNG maintains a 256 byte buffer. So a fresh ChaCha20
pseudo-random output is only produced, whenever the buffer has been exhausted.

It seems entirely possible that a fault can be injected even during the fetching from
this buffer. However, it seems far easier to inject a fault into a ChaCha20 computation,
because this takes a lot longer than just fetching data from a buffer. The fault can have
any of several well-known effects like instruction skipping or data corruption to cause a
faulty output. Note that the structure of a ChaCha20 computation is normally easy to
identify in a power trace. Hence, it is generally not difficult to identify trigger points for
injecting a suitable fault.

We have to distinguish between two types of faults. The first type is a fault that just
affects the output u of a single ChaCha20 computation underlying the call of UNIFORMBITS
in Alg. 4, line 2. Because the output of ChaCha20 is buffered, a single fault can lead to up
to 256 faulty output bytes. This will affect several calls to UNIFORMBITS and hence affect
several zg, z1 in Alg. 2, lines 4 and 5.

The second type of fault changes the seed of the PRNG in UNIFORMBITS. The reference
implementation uses ChaCha20 to implement UNIFORMBITS. Because ChaCha20 adds its
output to its internal state, this type of fault is quite likely. Note that this second type of
fault affects the current and all future outputs of BASESAMPLER and hence potentially
more zg, z1 in Alg. 2, lines 4 and 5 than the first type of fault.

Note that a fault may not necessarily result in a different signature. For example,
different values of u can result in the same value of 2T in Alg. 4.

Because of the 256 byte buffer and because SAMPLERZ needs 10 pseudo-random bytes
at a time, we expect a single fault of the first type to generate values § from a roughly
25 dimensional subspace of FFT(Q[z]/(z™ + 1)). As Fourier transformation is a linear
operation, we can hence assume that the resulting differences v between faulty signatures
will lie in a sublattice of rank & 25. This is well within reach of current lattice reduction
algorithms. See, for example, [ADH'19] for a discussion of modern sieving algorithms.
We only need a basis of a sublattice of rank about 25, so we expect that with around 25
suitable faults an attacker should have a good chance of finding the secret key.

4.3 Combining the fault attack with exhaustive search

Recall that, according to Eq. (14), A(A) is only a sublattice of A(f). So there is no
guarantee that lattice reduction with A finds the secret private key f. In general, it will
only output cf, for some polynomial ¢ € R.

If ¢ = 2%, then cf is just a negacyclic rotation of the original f. This is not a problem
for the attacker, as all negacyclic rotations of f are equivalent private keys. Indeed, if
(f,9,F,G) is a set of secret NTRU-polynomials, then (z*f,2%g, —2"~*F, —z"~*Q) also
satisfies the NTRU equation

(2 f)(—2"*G) — (2¥g)(—a™ — kF) = —a" fG + 2"gF = fG — gF = qmod ¢.  (15)

The public polynomial h = g/f = (2*g)/(x* f) is the same for both sets of NTRU secrets.
Hence, both NTRU secrets are equivalent in the sense that messages signed with either of
them can be verified by the same public key.
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If ¢ = cpa® with ¢x # £1, and cf is relatively short, then the coefficients of cf will
have a greatest common divisor |¢x| # 1. This situation is easy to recognize for an attacker.
The attacker just has to divide the candidate private key component cf by the greatest
common divisor of its coefficients.

If ¢ is not simply a monomial, but cf is relatively short (say up to about four times
the length of f), then c is most likely sparse and its few non-zero coefficients are small. In
these cases, an attacker can try to find ¢ by exhaustive search and hence still determine
the private key f. Note that, because rotated keys are equivalent, as we have just seen,
the attacker can assume that one of the non-zero coefficients of ¢ is simply cg.

4.4 Extending the attack to Falcon

The fault attack described so far works only for a deterministic version of FALCON, for
example, as described in [LPal7]. The standard non-deterministic version of FALCON
described in [PFH'22] randomizes the function HASHTOPOINT, which hashes the input
to a polynomial in R, as illustrated in Alg. 1. Hence, if the same message is signed
twice with the standard version of FALCON, then FFSAMPLING in line 6 is called for two
different values of t with overwhelming probability. Thus, taking the difference of these
two signatures is very unlikely to return a short vector, and so it becomes computationally
infeasible to find f by lattice reduction techniques.

To apply our attack to standard FALCON, a second fault injection is necessary to make
standard FALCON behave in a deterministic way. For example, if the random value r in
Alg. 1, line 3 can be forced to a fixed value by a fault injection or other means, then it will
be possible to apply our fault attack as described above. Note, that the fault to force r to
a fixed value does not have to be necessarily perfectly reproducible. Faulty signatures with
the “wrong” r can be easily recognized by looking the difference with another signature,
then this difference vector would be noticeably larger than expected. Note also that,
therefore, it is not necessary to force r into one particular value. It is sufficient to force it
to one of a small set {rg,r1,...,7m—1} of possible values. The resulting faulty signatures
can easily be grouped into sets coming from 71,7 etc. by looking at the size of pairwise
differences. This highlights the importance of using a fault attack resistant random number
generator in Alg. 1, line 3, e.g., by using a fault-resistant implementation of ChaCha20,
e.g., [ZMR19].

5 Practical evaluation

In order to validate the feasibility of our attack and our hypotheses on the number of
faults required to a successful attack, we conducted a number of experiments with the
FALCON implementations provided in [PD22] and [LPal7].

5.1 Simulations on a PC

We modified the code in [PD22] slightly to make it deterministic as described in [LPal7]
and added instrumentation for simulating the injection of faults of the two types described
above.

We simulated the attack for 10 randomly chosen keys for each of FALCON-512 and
FAaLconN-1024. For each key we chose 10 random inputs. These inputs were hashed and
signed by the implementation we have just described. As mentioned in Sec. 4.2, we
distinguish between two types of faults: A fault may either only affect one block of output
of the PRNG or it may affect the state of the PRNG and hence all future outputs. We
call the former type of fault ‘transient’ and the latter ‘persistent’. We simulated each type
of fault with 25 and 50 attacks each. Key and input were fixed for each attack, as this is a
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Figure 3: 25 attacks against FALCON- Figure 4: 50 attacks against FALCON-
512 with transient faults. See text for 512 with transient faults. See text for
further details. further details.

requirement for the attack to work. We injected exactly one fault in each experiment. We
attacked each of the final five calls of the PRNG. We repeated each of these experiments
10 times. To give an idea of the remaining effort to find the key by exhaustive search after
the lattice reduction step as described in Sec. 4.3, we also give the number w of non-zero
coefficients of s, when sf is the key candidate found by the lattice reduction step and f is
the actual private key the attacker is looking for.

Summaries of the results of these experiments are illustrated in Fig. 1 to 8. The sum
of the slices with w = 1,2,3 and w > 4 is not necessarily 1, because there are cases in
which all signatures are the same, despite injected faults. This can happen, for example,
because of rounding. Interestingly, all figures look quite similar. It is not suprising to
see that the probability for an (almost) immediate success, i.e., a result with w = 1, is
higher with 50 faults than with 25. In every experiment, for each of the 10 keys, there
was one attack that revealed a rotation of the key immediately without exhaustive search.
This is not obvious from the figures, but it also illustrates the effectiveness of the attack.
To summarize, we see that the attack has a high probability of success, even with a very
moderate number of faults.

5.2 Simulations on ARM Cortex-M4

We simulated our attack also on a STMF407G-DISC1 board featuring an a 32-bit ARM
Cortex-M4 (STMF407VGT6) high-performance microcontroller with FPU core, 1-Mbyte
Flash memory, and 192-Kbyte RAM. We ran our attack using the C implementation
of deterministic FALCON-1024 available at [LPal17]? compiled with gcc version 12.2.0
and optimization flags -03 -mfloat-abi=hard -mfpu=fpv4-sp-d16. We simulated the

2commit 02a2a64c44147775e6870b2d957f2cfda1437895
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injection of random faults in the register r2 right before the execution of the assembly
instruction eors r3, r2 (cf. Listing 2 on line 4) with the aid of a debugger (GNU gdb
13.1). In practice, this corresponds in randomly changing the content of lower part of the
64-bit variable cc at line 287 of the file rng.c (cf. Listing 1 on line 4).

Listing 1: C code Listing 2: Assembly code

uint64_t cc; 1 ldr r2, [sp, #32]
uint32_t state[16]; 2 ldr r3, [sp, #136]
A 3 .

state[14] ~= (uint32_t)cc; 4 eors r3, r2

In this way, we are able to perturbate the state of ChaCha20, hence the generation of
random numbers operated by the function falcon_inner_prng_refill(), thus leading
to the generation of different signatures for the same input message. We were able to
fully recover (a rotation) of the secret key f using 100 faulty signatures, when a random
fault was injected in the fourth to last execution of falcon_inner_prng_refill() for
a fixed input message with 78 executions, hence leading us to be able to forge legit-
imate signatures for it. When the faults were injected in the third to last execution
of falcon_inner_prng_refill(), it was possible to recover the secret key f up to an
additional (yet practically doable) bruteforce effort. The attack recovered cf, as in section
4.3, where ¢ had only two non-zero coeflicients; these were both from the set {—1,1}.

We repeated the attack injecting random instruction skips during the third to last
execution of falcon_inner_prng_refill(). We injected 100 faults, 20 of which lead to
an unresponsive behavior, and 8 of which were unsuitable because lead to the same output.
In this case, we were able to recover the secret key f up to a practicable final bruteforce
effort. We stress the fact these attacks were run the attack only for a fixed key and input
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message to verify their applicability in practice. By using different inputs results may
change as shown by the statistical simulations of Sec. 5.1.

Finally, please note that, although the attack was carried out without using a real
fault injection setup, the simulation results on real hardware clearly indicate that the
attack is practically feasible as long as random instructions skip or random faults in a
32-bit register, memory, or during the computation of an XOR~operation are possible
during the execution of the falcon_inner_prng_refill() function. All these kind of fault
injections are typically not considered difficult to achieve with a low-cost fault injection
setup, e.g., [GGD17].

6 Countermeasures

The typical defence against fault attacks in signature generation is to verify the signature
before returning it as output. However, this does not work in our case, because the faulty
signatures generated by our attack are all perfectly valid signatures. (An attacker can
actually exploit this property to filter the faulty signatures generated during an attack: A
fault attack may sometimes produce random output or a fault of the wrong type. To avoid
these ‘faulty faults’ breaking the lattice reduction step, an attacker can check whether the
faulty signatures are valid and throw away those that are not.) An obvious countermeasure
is a complete re-calculation of each signature or at least re-compute ffSampling. Of course
this incurs a significant performance penalty. Also, it does not prevent the attack if the
attacker is able to inject the same fault in both signature calculations.

Randomly shuffling the order of the computation of the sampled coefficients in Fr-
SAMPLING may increase significantly the effort of an attacker. In fact, it is impossible
for an attacker to guarantee that an injected fault only affects the value zy returned by
FFSAMPLING in this case. The attacker is still able to find s — s’ € A(B) as in Eq. (9), but
s — s9 is not necessarily in the sublattice just generated by f, so the simplification from
Eq. (10) to Eq. (11) does not apply anymore. Instead, the attacker obtains vectors in the
larger lattice generated by both f and F. This makes the lattice reduction harder and
may make it infeasible to obtain f or at least pf for some sparse polynomial p with small
coeflicients.

However, note that this is not possible with the procedure illustrated in Alg. 2, because
the input to the second recursive call in line 13 depends on the output of the first recursive
call in line 9. Also note that the ChaCha20-based PRNG that is currently used by FALCON
does not allow to compute an arbitrary coefficient z; in Alg. 2, lines 4 and 5 without
computing all previous (in the standard order) z; first. The reason is, that Alg. 3 does not
consume a fixed number of pseudo-random bits. Hence, the same number of pseudo-random
bits generated for the computation of each z; may be different for different 1.

So the introduction of shuffling in FFSAMPLING would require replacing the sampling
algorithm by one with parallelizable steps and changing the PRNG in such a way that the
index of the coefficient becomes a parameter. Such a change would allow to generate the
bitstreams each coefficient independently and would hence make it possible to shuffle the
order in which the coefficients are calculated. Note that signature generation would still
be deterministic in this case.

If changes to the PRNG are undesirable in a concrete instantiation of a deterministic
FALCON signature scheme, then the PRNG can be re-run and the output (or a checksum
over the output) and its final state compared against the values for the original run when
the siganture was produced. However, this offers only incomplete protection, because a
fault does not necessarily have to be injected into the PRNG for our attack.
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7 Conclusion and future work

In this work, we have described the first fault attack of deterministic FALCON that exploits
specific algorithmic properties of FALCON. The attack works under a very generic and
realistic fault model using random faults injected during the execution of the pre-image
trapdoor sampler. The attack can be naturally transferred to non-deterministic standard
FALCON by suppressing the entropy in the call to HASHTOPOINT in standard FALCON
with another fault injection (or, by other attack means).

It would be interesting to transfer the result of this work to deterministic variants of
other signature schemes based on the GPV framework, such as Mitaka and ModFalcon (see
[EFGT21] and [CPST19], respectively). Another possible line of research is the practical
investigation of the countermeasures we have suggested in Sec. 6. Finally, it would be
interesting to perform an evaluation of our attack with a real fault injection setup.
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