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Abstract. Masking is a well-studied method for achieving provable se-
curity against side-channel attacks. In masking, each sensitive variable
is split into d randomized shares, and computations are performed with
those shares. In addition to the computational overhead of masked arith-
metic, masking also has a storage cost, increasing the requirements for
working memory and secret key storage proportionally with d.

In this work, we introduce mask compression. This conceptually simple
technique is based on standard, non-masked symmetric cryptography.
Mask compression allows an implementation to dynamically replace in-
dividual shares of large arithmetic objects (such as polynomial rings)
with k-bit cryptographic seeds (or temporary keys) when they are not in
computational use. Since k does not need to be larger than the security
parameter (e.g., kK = 256 bits) and each polynomial share may be several
kilobytes in size, this radically reduces the memory requirement of high-
order masking. Overall provable security properties can be maintained
by using appropriate gadgets to manage the compressed shares. We de-
scribe gadgets with Non-Inteference (NI) and composable Strong-Non
Interference (SNI) security arguments.

Mask compression can be applied in various settings, including sym-
metric cryptography, code-based cryptography, and lattice-based cryp-
tography. It is especially useful for cryptographic primitives that allow
quasilinear-complexity masking and hence are practically capable of very
high masking orders. We illustrate this with a d = 32 (Order-31) im-
plementation of the recently introduced lattice-based signature scheme
Raccoon on an FPGA platform with limited memory resources.

Keywords: Side-Channel Security - Mask Compression - Raccoon Sig-
nature Scheme - Post-Quantum Cryptography

1 Introduction

Physical side-channel attacks exploit sensitive information leaked by a cryptog-
raphy system via externally observable characteristics such as Timing [20], Power
consumption (SPA/DPA) [2T22], and Electromagnetic emissions [30)].
Currently, NIST and the cryptographic community are engaged in a wide-
reaching transition effort to use Post-Quantum Cryptography (PQC) algorithms
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such as Kyber [2] (a lattice-based key establishment scheme) and Dilithium [4]
(a lattice-based signature scheme) to replace older quantum-vulnerable RSA
and Elliptic Curve based cryptography [1J26]. In many prominent use cases,
this transition requires physical side-channel security from PQC implementa-
tions: Authentication tokens, Mobile / ToT device platform security (secure boot,
firmware update, attestation), smart cards, and other secure elements.

Masking. Masking is a general technique to attain side-channel security by split-
ting sensitive variables into d randomized shares, where t = d — 1 is the masking
order. Each share individually appears uniformly random, and all d shares are
required to determine their sum, which is the actual masked quantity. We write
[«] to denote a masked representation of x. The relationship may be either an
exclusive-or operation (“Boolean masking”) or modular (“Arithmetic masking”):

Boolean masking: [z] =20 ® 21 D ... D ¢ (1)
Arithmetic masking: [z] = zo + 21 + ... + 24-1 (mod q). (2)

PQC algorithm side-channel countermeasures are primarily based on mask-
ing. For example, see [6/14] for details about masking Kyber, and [243] for
Dilithium. High-order computation on the shares is relatively complex in the
case of these two algorithms, requiring both Boolean and Arithmetic masking.

Complezity of Attack and Defence. In addition to practicality, one main ad-
vantage of masking over more ad-hoc approaches is that it allows one to prove
side-channel security properties of implementations. In pioneering work, Chari et
al. [7] showed that in the presence of Gaussian noise, the number of side-channel
observations required to determine x from individual bits grows exponentially
with the number of shares d. The understanding of this exponential relationship
has since been made more precise both theoretically and in practice [I3I23/T8].

In [I5], Ishai et al. introduced the probing model: the notion of ¢-probing
security states that the joint distribution of any set of at most ¢ internal inter-
mediate values should be independent of any of the secrets. Thus, a circuit is
t-probing secure iff it is secure against observations of ¢ = d—1 wires. Reductions
from the probing model to the noisy leakage model [29/12] exist and allow to
link ¢-probing security with realistic leakage models.

In addition, [I5] showed that any circuit can be transformed into a ¢-probing
secure circuit of size O(nt?). It has since been demonstrated that quasilinear
O(tlogt) masking complexity can be achieved for some primitives, including the
Lattice-based signature scheme Raccoon [2712§].

Structure of this Paper and Our Contributions. The mask compression technique
is introduced in Section [2] which also discusses how it can be applied in prac-
tice. Further security discussion is given in Section 3] including requirements for
composability (strong non-interference). Section |4 gives a practical example of
a very high-order PQC scheme (Raccoon [28] with d = 32 shares) implemented
with Mask Compression on FPGA with 128kB of physical SRAM, instead of
several megabytes that would be required without it.
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2 Mask Compression

Mask compression in a group G (Egs. or 2) requires a symmetric cryptography
primitive Samples(z) that maps short binary keys z to elements in G. The
function is used to manipulate sensitive variables, but thanks to the way it
is used, Sampleg(z) itself does not need to be masked. Its input and output
variables are generally ephemeral (single-use) individual shares.

Definition 1. (Informal.) The function x < Samples(z) uses the input seed
z € {0,1}" to deterministically sample a pseudorandom element x € G. We
assume that Samples is cryptographically secure under a suitable definition.

For a technical discussion of pseudorandomness, see [19, Section 3] (the defini-
tions offered for binary strings can be easily extended to other uniform distribu-
tions.) Intuitively, we assume that the task of distinguishing « from a uniformly
random element in set G is computationally hard. Typically key size « is selected
to match the overall security level of the system. In this case, distinguishing x
should not be substantially easier than an exhaustive search for z.

Practical instantiation. We can implement Samples(z) with an extendable out-
put function (XOF) such as SHAKE[25]E| The function can also be instantiated
with a stream cipher or a block cipher (in counter mode). If a mapping from
XOF output to non-binary uniform distributions is required, one may use rejec-
tion sampling since each XOF(z) defines an arbitrarily long bit sequence.

Examples of sampled |G| > 2% include large-degree polynomials that are
ring elements Zy[z]/(z™ + 1) in Kyber [2] and Dilithium [4]. Note that imple-
mentations Kyber and Dilithium already have subroutines that generate uniform
polynomial coefficients in Z/qZ from XOF output via rejection sampling. In com-
mon lattice algorithms, an efficient (unmasked) method for this task is required
to create polynomials for A generator matrix on the fly. This is the reason why
a PQC hardware implementation (such as the one discussed in Section [4)) will
often have an efficient instance of Samples(z) available.

Definition 2 (Compressed Mask Set). A compressed mask set consists of a
tuple [z])* = (zo, 21, ,2t) satisfying x = xo + 25:1 Sampleg(z;) with xg € G
and z; € {0,1}" fori € [1,t].

Theorem 1. It is computationally infeasible to determine information about x
from any subset of t =d — 1 elements in compressed masking d-tuple [x]?.

Proof. If zg is not known, x can be any value. If one of z; is unavailable, the
indistinguishability property of Samples(z;) makes x similarly indistinguishable.

3 FIPS 202 presents a SHAKE specifically as an extensible output function (XOF),
which is defined as a hash function with arbitrary-length input and output.
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Fig. 1. lllustrating first-order (¢ = 1,d = 2) mask compression. Let [z] = (zo,z1)
consist of a pair of degree-n polynomials (n = 256 for Kyber, Dilithium) with integer
coefficients € Z,. Function Samplezg(z) takes a 256-bit key z and uniformly samples a
polynomial from it (similarly to ExpandA(z) in Dilithium and Parse(XOF(z)) in Kyber.)
On the left-hand side, a “compression” algorithm (analogous to Algorithm [1)) creates a
256-bit random z; and samples a random polynomial x} using it. It then subtracts x}
from o and then adds 1 to the result, producing z(. This construction is exactly like
a trivial first-order refresh algorithm, except that instead of (x(, =), we store (xp, 21),
which has a significantly smaller since 2 is only 256 bits. While z} <« Sampley, (21)
would suffice for decompression (once), on the right-hand side, we present a simulta-
neous refresh mechanism (analogous to Algorithm [2)) that allows repeated extractions.

Encoding Size. From Theorem|[I] we observe that the compressed masking inher-
its the basic security properties of regular masked encoding. However, the size
of the representation is only log, |G| + dk bits, while a regular representation re-
quires (d+1) log, |G| bits. In the case of Kyber, polynomials are typically packed
in 12 %« 256 = 3072 bits, while Dilithium ring elements require 23 * 256 = 5888
bits. In compressed masking, this is the size of the z§ element only, while z;
variables are k = 256 bits.

Conversions. We obtain a trivial mapping from compressed encoding [z]* to
the general masked encoding [z] by setting xg = x§ and x; = Samplex(z;) for
i € [1,d]. Security follows from the observation that this conversion is “linear”
in the sense that there is no interaction between shares.

Mapping from regular to compressed format requires interaction between the
shares since Sample; is not invertible. Algorithm [I] MaskCompress presents one
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Algorithm 1: [x]* = MaskCompress([z]) (Proved t-NI in Th.[9)

Input: Masking [z] = (zo,z1, -, Z¢)-
Output: Compressed masking [z]* with z§ + >_;_, Sample(z:) = 3°_, .
1: x5 = xo
2: fori=1,2,---,t do
3:  z; + Random(k) > Random Bit Generator, k bits.
4:  x§ < x5 — Sampleg(2;)
5. xf <+ xf +
6: return [z]* = (2§, z1, 22, - , 2t)

way of performing this conversion. We note its resemblance to the RefreshMasks
algorithm of Rivain and Prouff ([3I, Algorithm 4]); its NI security follows sim-
ilarly (see Section [3| for more details). While it is secure if used appropriately,
combining it with other algorithms may expose leakage, as demonstrated in [9].
Depending on requirements, it can be combined with additional refresh steps to
build an SNT [5] algorithm (also see Section (3| for more details).

Algorithm 2: z; = LoadShare([z]?, %)

Input: Compressed masking [2]* satisfying = x§ + 3_'_, Sample (z;)
Input: Index i for the share to be accessed.
Output: If read in order, i = 0,1, - - - ¢, the returned {x;} is a fresh masking [z].

1: if i =0 then

2 " — > Should be accessed first, the rest 7 > 0 only once.
3: else

4: " < Sampleg(z:) > Expand the current z;.
5:  z; «+ Random(k) > Update z; with a Random Bit Generator.
6:  x§ + x§ — Samples(z;)

T g+ a™ > Update z§ accordingly.
8: return z5"*

Algorithm 3: [z] = FullLoadShare([z]*) (Proved t-NI Th.[3)

Input: Compressed masking [2]* satisfying = x§ + >_/_, Sample (z;)
Input: Index i for the share to be accessed.
Output: If read in order, ¢ = 0,1, - -t, the returned {z;} is a fresh masking [z].
1: fori=0,1,--- ,t do
2:  z; < LoadShare([z]?, %)

3: return (xo, 21, - ,%¢)
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Computing with Compressed Masking A key observation for memory conser-
vation is that one does not need to uncompress all of the shares to perform
computations with the compressed masked representation. One can decompress
a single share, perform a transformation on it, compress it, and proceed to the
next one. Masked lattice cryptography implementations generally operate se-
quentially on each share, performing complex linear operations such as Number
Theoretic Transforms (NTT) on individual shares without interaction with oth-
ers. Furthermore, they require individual masked secret key shares only once (or
a limited number of times) during a private key operation.

Algorithm [2| LoadShare([x]?,7) decodes a share z; € G from a compressed
masking [x]*. If the shares are accessed in the sequence i = 0,1,2, - - | t, like pre-
sented in Algorithm it is easy to show that their sum will satisfy z = ZE:O Z;-
The compressed masking is refreshed simultaneously (albeit not necessarily in
an SNI-composable manner). Subsequent accesses to the same indices will return
a different encoding [z]’.

3 Security arguments

Let us introduce some standard, intermediate security properties used in security
proofs [3TI95].

Definition 3 (¢-Non Interference [5]). An algorithm is said to be t-non-
interfering (written t-N| for short) iff any set of at most t observed internal
intermediate variables can be perfectly simulated from at most t shares of each
mnput.

One can see that t-non interference implies ¢-probing security. Such a precise
definition allows simulation proofs for sequential compositions of non-interferent
parts. Note that stronger security notions have been introduced in [5] like the
t-strong non-interference to handle more than sequential compositions.

Definition 4 (¢-Strong Non Interference [5]). An algorithm is said t-strongly-
non-interfering (written t-SNI for short) if and only if any set of at most t =
tint + towt observed variables where tin; are made on internal data and toy, are
made on the outputs can be perfectly simulated from at most tiy shares of each
mput.

We observe that t-strong non-interference implies t-non interference. Any
non-interferent algorithm can achieve strong non-interference with an extra mask
refreshing of its output [5].

Considering MaskCompress (Algorithm , we propose the following Theorem
and prove it below.

Theorem 2. Algorithm/[1] is d-Non Interferent under the Pseudorandom Func-
tion hypothesis on the Sample function (Deﬁm’tion. Hence, it is also t-probing
secure.
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Let us first assume that there exists an index i* € {1, ...,d} such that both
the seed z;+ and the input x;« are left unobserved by the probing attacker. With
a hybrid argument, under the pseudorandomness hypothesis on the Samples (z;«)
function, Sample (z;+ ) may be replaced by a uniform random value in G, denoted
y*. Hence, all the intermediate values that intervene in the ¢*-th iteration can be
simulated with uniform random. Therefore, the distribution of the observations
can be simulated with at most ¢ shares of the input (z; for ¢ # ¢*) under the
computational assumption.

Now assume that it is not possible to find such an index i* € {1, ..., d}. In that
case, all the t observations are made on a combination of x; for ¢ € {1,¢} and z;
for i € {1,t}. Let us note that in that case, the input xg is always left unobserved.
The distribution of 2§ over all iterations is then statistically indistinguishable
from uniform random in G. Hence, the distribution of the observations can be
simulated with at most ¢ shares of the input (z; for i € {1,¢}).

Algorithm 4: [x]* = SNIMaskCompress([z]) (Proved t-SNI in Th.

Input: Masking [z] = (zo,z1, - ,T¢).

Output: Compressed masking [z]* with z§ + > ¢_, Sampleg(2:) = 3¢, @i
1: 2§ = xo

2: fort=1,2,--- ,t do

3:  z < Random(k)

4:  x§ < x5 — Sampleg(z:)

5 xf <+ xf + > Compared to Alg [6] z; is directly accessed
6: for j=1,2,--- ;t do

7. fori=1,2,---,t do

8: x; < Sampleg(z;)

9: z; +— Random(k)

10: x§ < x§ — Samples(z;)

11: TG — x5 + xi

12: return [z]* = (2§, 21,22, - , 2t)

Let us now consider the LoadShare algorithm. As noted above, the full version
of Algorithm [2] presented in Algorithm [3] is very similar to the Non-Interferent
RefreshMasks algorithm introduced in [3I]. Hence, we introduce the following
Theorem.

Theorem 3. Algorithm[3 is d-Non Interferent and thus t-probing secure under
the pseudorandomness hypothesis on the Samples function (Definition .

Since there are t+ 1 iterations and at most ¢ observations, there exists an in-
dex i* € {0, ..., t} designating an iteration that is left unobserved by the probing
attacker. Hence both the input seed z;» and the value x§ (of the ¢*-th itera-
tion) are left unobserved. In that case, all the subsequent updates of z§ can
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be replaced with uniform random under the same pseudorandomness hypothe-
sis of Samples. Finally, all the attacker’s observations may be simulated with
(@0, (2:)izi+) if i* # 0 and all the (z;) otherwise. There are no more than ¢ shares
of the input, which concludes the proof.

Algorithm 5: z; = SNILoadShare([z]?, )

Input: Compressed masking [2]* satisfying = x§ + 3_/_, Sample (z;)

Input: Index i for the share to be accessed.

Output: If read in order, i = 0,1, - -t, the returned {z;} is a fresh masking [z].
1: if ¢ =0 then

2 Mt af > Should be accessed first, the rest i > 0 only once.
3: else

4: "+ Sampleg(2:) > Expand the current z;.
5 for j=1,2,--- ,t do

6: x; < Sample,(z;)

7:  zj + Random(k) > Update z; with a Random Bit Generator.
8:  x§ + x§ — Sample(z;)

9:  xf <« xf+x; > Update z§ accordingly.

10: return z5"*

Strong non interference Our mask compression design does not immediately
reach the strong non-interference security notion; thus, it cannot be directly
composed in complex designs. As outlined above, for safe composition proper-
ties, applying a Strong Non-Interferent mask refreshing like introduced in [§] is
important. We present in Algorithm [6] an SNT refresh procedure on compressed
masks. Applying Algorithm [6] at the beginning of FullLoadShare and at the end
MaskCompress allows one to easily reach the strong Non-Interference property.

However, it is also possible to slightly save some randomness and directly
transform both our algorithms such that they reach the SNI property. We intro-
duce them in Algorithms [ [f] and [7]

Please note that these three SNI gadgets will not be used in Section 4| for
Raccoon but they are provided here for potential other applications.

Theorem 4. Algorithms [}, [6| and [ are d-Strongly Non-Interferent under the
Pseudorandomness hypothesis of Samples function (Definition Definition .
They may be safely composed in complex designs.

In Algorithms zaundlﬁ[7 since there are t+1 = d iterations (with one outside of
the loop with index j for Algorithm and t observations, at least one iteration is
left unobserved. All the observations (including the observations on the output)
performed after the unobserved iteration can be simulated with uniform random
(under the same pseudorandomness hypothesis). All the observations performed
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Algorithm 6: [x]* = SNIRefresh([x]) (Proved t-SNI in Th.

Input: Compressed masking [z]*

Output: Compressed masking [z]* with fresh shares.
1: for 7=0,1,--- ;t do

2 fori=1,2,--- ,t do

3 x; < Samples(z;)

4: z; < Random(k)

5: x§ < x5 — Sampleg(zi)
6.
T

x§ — x5 + 1

return [z]* = (2§, z1, 22, + , 2t)

Algorithm 7: [z] = FullLoadShare([x]]*) (Proved t-SNI Th.

Input: Compressed masking [z]* satisfying = x§ + >_'_, Sample (z:)

Input: Index i for the share to be accessed.

Output: If read in order, i = 0,1, - - - ¢, the returned {x;} is a fresh masking [z].
1: fori=0---,¢t do
2:  xz; < SNILoadShare([z]?, ¢)

3: return (xo,x1, - ,T¢)

before the unobserved iteration can be simulated with at most ¢ shares of the
input (inherited from the NI property of Algorithm . For Algorithm |7} one can
switch the loops for ¢ and j and apply the same reasoning.

4 Experiment: Order-31 Lattice Signatures

We illustrate Mask Compressions with RaccoorE] at very high masking order 31
(number of shares d = t + 1 = 32) [28]. The unit performs all of the masked
arithmetic in KeyGen(), and Sign(), and also implements Verif(). We will focus
on the masked signing process, reproduced in Algorithm

Overview of the hardware. The FPGA implementation contains an RV32C con-
troller, a 24-cycle Keccak accelerator, and a lattice unit with direct memory
access via a 64-bit interface. The lattice unit has hard-coded support for Rac-
coon’s mod ¢ arithmetic. It can perform arbitrary-length vector arithmetic op-
erations such as polynomial addition, coefficient multiplication, NTT butterfly
operations, and shifts on 64-bit words. The FPGA implementation has a 5-cycle
modular multiplier with a 64-to-49 bit fixed-modulus reduction circuit. All vari-
ants of Raccoon utilize the same modulus ¢, allowing “hard-coded” reduction
circuitry to be used to implement them all.

Since the implementation is designed for masking, the circuitry also has a fast
“random fill” function that generates non-deterministic masking random rapidly.

4 The discussion applies to the version of Raccoon published at IEEE S&P 2023 [28].
There are differences to the Raccoon version submitted to the NIST PQC Call [27].
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In a production implementation, this function would require special attention
to guarantee that the randomness used in each share is genuinely independent,
but trivial entropy sources with simple ASCON [I1] -based mixing function was
used in the prototype.

4.1 Samples(z) in Hardware

Crucially, the hardware can directly perform mod ¢ rejection sampling from
streaming SHAKE output to memory. Since a full Keccak round is implemented
in hardware, it produces output at a very high rate, theoretically a full block
(136 bytes for SHAKE-256) every 24 cycles. This function works in parallel with
other operations. We found that bus access and arithmetic steps tend to be the
performance bottlenecks rather than the rejection sampling component.

In addition to implementing Sample(z), the rejection sampler eliminates
perhaps the most significant performance bottleneck in microcontroller lattice-
based PQC implementations: It was initially intended to generate the k x ¢
polynomial matrix A on the fly (Lines[2| and [12]in Algorithm 8] similar require-
ment in key generation and verification functions.) Such on-the-fly generation of
A is also required in Kyber and Dilithium implementations. Hence a rejection
sampler of this type can be expected to be available in dedicated PQC hardware.

Share Access Gadgets For this implementation, we used gadgets based on
Algorithms[T]and 2] implemented as a library call with an “API” for loading and
storing mask sets consistently (so that leakage characteristics would be uniform).
Note that while the introduced SNI gadgets are not used in Raccoon — this would
violate the quasilinear complexity requirement — the NI gadgets in Algorithms
and [2| suffice to ensure the probing security of Raccoon. One polynomial (z¢ in
Deﬁnition was held as full 64-bit integers to facilitate fast hardware arithmetic,
while the rest (¢ = 31 shares) were stored as k = 256 bit seeds. Note that each
arithmetic step utilized the shares one at a time (thanks to the requirements
of the quasilinear lattice cryptography) ¢ = 0,1,---,t. When a share ¢ was
required for arithmetic, an implementation of Algorithm [2]gadget was called. For
storing 4 = 0,1,--- ,t, the share i = 0 was stored in full, while the rest utilized
Lines 3-6 of Algorithm [I to update it. The implementation of Decode function
does not require simultaneous refresh, so it is sufficient to simply compute zy +

22:1 Sampleg(z;).

Memory Footprint Algorithm [§] has been annotated with the share-access
gadgets used in each stage, which allow the implementation to use mask com-
pression on each sensitive variable. All of these are vectors of polynomial rings
Ry, with dimension depending on the security level Awrger € {128,192,256} [28]
Table 3]. Focusing on the “Category 17 Raccoon-128 parameter sets the vector
length is either ¢ = 3 (for [r], [s], and [z]) or £k = 8 (for [u] and [w].) For
the masked variables, only the secret key [s] needs to be retained for repeated
use. Not all internal variables are used concurrently, and hence e.g., [u] and [w]
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can occupy the same memory as [r] and [z]. Hence this Raccoon implementa-
tion requires £ = 3 masked polynomials for persistent storage (secret key), and
additional £ + k = 11 for working memory.

To estimate the minimum memory requirement at ¢ = 31 without mask com-
pression, we assume that each polynomial coefficient is bit-packed into [log, q] =
49 bits; hence a masked polynomial requires d x n x 49 = 802, 816 bits. For both
secret key and working memory, this comes to roughly 1.4 megabytes (close to
2 MB if coefficients are stored in an access-friendly manner as 64-bit integers.)

With mask compression, the size of each masked polynomial drops to n X
49 +t x k = 33,024 bits, or 4.1% of the uncompressed mask size. This is only
a 31.6% increase over completely unmasked implementation, even for the very
high masking order of 31; one can well say that the storage cost of masking
becomes negligible with mask compression.

The physical FPGA implementation operated well with 128 kB of SRAM,
while at least 2000 kB would have been required without compression. The
secret key [s] size also shrunk from 294 kB to 12.1 kB, which is important as
non-volatile storage can be more scarce than working memory.

Algorithm 8: Sign([sk], vk, msg): “IEEE SP ’'23” Raccoon signing [28]
Algorithm 7] with applicable mask compression gadgets annotated in
the comments. (Note: There are differences to the “NIST” version [27].)

Input: A masked signing key [sk], a message msg
Output: A signature sig of msg under sk

1: [r] « (RZ) > In the implementation: A random mask set!
2: [u] := A -[r] > Access: NI Alg. [[J2] or SNI Alg. [f
3: [u] < Refresh([u]) > Implicit with NI or SNI with Alg. [6]
4: [w] := ApproxShift, ,, ([u]) > Access: NI Alg. 01 SNT Alg. [4 II
5: w := Decode([w]) > Commitment. NI: Alo [ or SNI Alg. ]

6: Chash := H(w, msg) > Challenge hash. (Not masked.)
7: Cpoly = ChalPoly(chash) > Challenge polynomial. (Not masked.)
8: [s] < Refresh([s]) > Implicit with NI or SNT with Alg.
9: [r] + Refresh([r]) > Implicit with Nl or SNI with Alg.
10: [z] := cpoly - [s] + [r] > Access: NI Alg. [I2] or SNI Alg.
11: z := Decode([z]) > Re sp()m( NI Alﬂ [ or SNI Alg. []
122 y:=A-2—p;-Cpoly - t > (The rest is not masked.)
13: y*P = |y ], .,
14: h:=w —y™P > Hint.
15: if (||h||2 > Bs) or (||h||s > Boo) then
16:  goto Line > Check the hint’s norms.
17: return sig := (Chash, Z, h)

4.2 Implementation Details and Basic Leakage Assessment

On an XC7A100T (Xilinx Artix 7) FPGA target, this size-optimized design (in-
cluding a control Core, Keccak unit, lattice coprocessor, masking random num-
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ber generator, and communication peripherals) was 10,638 Slice LUTs (16.78%),
4,140 Slice registers / Flip Flops, (3.26%) and only 3 DSPs (as logic was used for
multipliers — the design is ASIC-oriented). The design was rated for 78.3 MHz.
Table [1| summarizes its performance at various masking levels.

Table 1. FPGA cycle counts at various side-channel security levels.

Algorithm | Shares | Keygen() | Sign() | Verif()

Raccoon-128 d=2 1,366,000 2,402,000 1,438,000
Raccoon-128 d=14 2,945,000 3,714,230 1,433,034
Raccoon-128 d=38 6,100,000 6,345,000 1,389,000

Raccoon-128 d=16 | 12,413,000 | 11,605,000 | 1,389,000
Raccoon-128 d=32 | 25,073,000 | 22,160,000 | 1,393,000

Leakage Assessments. We ran a TVLA/17825:2022(E) [17] type leakage assess-
ment on all orders from d = 2 up to d = 32, with N = 200,000 traces at
d = 2 showing no leakage. Such detection mechanisms are generally limited to
first-order leakage, so testing a high-order implementation can be seen as un-
necessary. However, in this particular case, there is an additional risk that the
mask compression gadgets themselves would be leaking.

Fized vs. Random test. A non-specific t-test [32] was conducted on the signing
function to assess leakage of secret key [s]. The fixed set of traces consisted of
signing operations using synthetic keypairs where the secret [s] component was
fixed (but refreshed for every operation), and the public A was randomized. For
the signing operation, a synthetic t is derived with the fixed [s]] and randomized
A. The second random set of traces used completely random keypairs. The
message to be signed was constant in both tests.

Critical Value. At order d = 32, the leakage assessment was carried out with
N = 20,000 full traces and passed well under a threshold value matching oo =
1075, As noted by several authors, for example, Ding et al. [10] and Oswald
et al. [33], the common “TVLA” threshold value 4.5 needs to be adjusted for
long traces (the overall false positive rate with millions of points would be close
to 1.) The threshold value corresponding to significance level a = 10~° with
[ = 2.59 x 105 time points is C' = 6.94, using the methodology of [10].

Signal acquisition and post-processing. Power signal was acquired from the FPGA
chip on the CW305 board [I6], Sect. C.3] with a PicoScope 2208B oscilloscope.
The test was run with a 24ns (41.7 MHz) clock cycle. Power samples were gath-
ered at the same rate. Each trace of the signature operation contained more
than 22 million samples at d = 32. The DUT generated a cycle-precise trigger.
Random delays and other non-masking countermeasures were disabled.
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We applied post-processing steps to improve detection. The waveforms were
computationally normalized so that each 1 ms sliding window had p = 0 and
0% = 1 (effectively, a 1 kHz high-pass filter and dynamic amplitude control).
This allowed the traces to match more closely on the vertical axis. The traces
were also aligned horizontally using the start and end triggers.

Results. At N=20,000 traces, the maximum ¢-value was 5.55 (Fig. , well under
the threshold and corresponding to P-value 0.47. At N=10,000 traces, the test
result was ¢ = 5.43. We also verified that leakage detection is functional by
disabling countermeasures in various ways; spikes rapidly appear in those cases.

rrT—

I

Fig. 2. On top, t-trace of Raccoon-128 (d = 32) signature function from N = 20,000
waveforms, each with 22.16 x 10° measurements (time on the horizontal axis). No leak-
age spikes were detected; the t-statistic values are within the critical value boundaries
(thin red lines). This test only detects first-order leakage, so it is merely offered as
additional evidence related to the implementation of the mask compression gadgets.
The bottom figure has N = 500 traces of the same implementation with mask random-
ization disabled; this simply demonstrates that leakage detection was operational.

5 Conclusions and Open Problems

We have introduced Mask Compression, a method to reduce the memory cost of
high-order masking side-channel countermeasures using non-masked symmetric
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cryptography. This simple technique allows a set of t-order mask shares to have
a storage requirement equivalent to a single share and ¢ symmetric keys. Its
benefits are most significant in higher-order masking, but it also nearly halves
the memory requirement for first-order Kyber and Dilithium. We present security
arguments in the well-known NI and SNI frameworks.

To illustrate the technique’s utility, we describe an Order-31 implementation
of the Raccoon signature scheme [28] where the size of the secret keys is re-
duced from 294kB to 12kB. The overall memory requirement is reduced from
two megabytes to 128 kB, allowing the scheme to be implemented on a resource-
constrained FPGA target while maintaining a quasilinear masking complexity
and a high level of non-invasive side-channel security, but with NI gadgets only.
As an open problem, we are working on closing SNI composability gaps for some
of the components and providing SNI gadgets with quasilinear complexity.
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