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Abstract—An integrated circuit is subject to a number of
attacks including information leakage, side-channel attacks, fault-
injection, malicious change, reverse engineering, and piracy.
Majority of these attacks take advantage of physical placement
and routing of cells and interconnects. Several measures have
already been proposed to deal with security issues of the high level
functional design and logic synthesis. However, to ensure end-to-
end trustworthy IC design flow, it is necessary to have security
sign-off during physical design flow. This paper presents a secure
physical design roadmap to enable end-to-end trustworthy IC
design flow. The paper also discusses utilization of AI/ML to
establish security at the layout level. Major research challenges
in obtaining a secure physical design are also discussed.

Index Terms—Attack, EDA Security, Physical Layout, Physical
Design, RTL to GDS-II flow, Security, Trust, Vulnerability

I. INTRODUCTION

The worldwide semiconductor market has been growing due
to the increase in demand for smartphones, 5G wireless de-
vices, wearable devices, gaming, autonomous systems, Servers,
and artificial intelligence (AI)-based computing. Research firm
International Data Corporation (IDC) expects the market to
grow by 17.3% in 2021 versus 10.8% in 2020 [1]. To satisfy
time-to-market in the semiconductor industry as well as the
complex specification of an SoC, the reuse of intellectual
property (IPs) and the global semiconductor supply chain are
inevitable. Due to globalization, multiple parties are involved
in the IC design. As a result, adversary can introduce malicious
IPs in the design flow. This can lead to unintentionally serious
hardware security breaches [2], such as asset leakage [3]], [4],
hardware trojan induced confidentiality and integrity violations
(S0, [6l, [70, 181, 191, [1O], [L1l, [12[, [13]], side-channel leak-
age [[14], [[15], [16], [17], and fault-injection vulnerability [[18]],
[19], [200, [21], [22], [23]. Apart from these, counterfeiting
and recycling of integrated circuits have become a significant
piracy threat in microelectronics supply chain [12], [24], [25],
[26[, 1271, (28], (291, [301, [311, [32].

With the increase in complexity of the chip design and
the involvement of multiple entities to create the design, it
has become necessary to place security checks at all levels
of the design cycle. Much in the literature has tried to
address hardware security issues and countermeasures, starting
from high-level synthesis to gate-level synthesis [33], [34],
[35], [36]]. However, little work has been invested in security
verification at the physical design stage to ensure the design
is protected against vulnerabilities that take advantage at cell
placement and wire routing. A secure gate-level netlist may
become insecure after the generation of its physical layout.
This is because the physical information (i.e., cell placement,

power vias, power distribution network, placement of decaps,
timing criticality of paths, obscurity of cells by wires in metal
lines, etc.) is not available during the logic synthesis phase.
Hence, making security sign-off during and after physical
desig a necessity.

Over the past several years, hardware security community
has concentrated mostly on securing logic designs at a higher
level of abstraction. Suppose we have obtained a secure
gate-level netlist after applying all security measures in a
synthesized netlist. Subsequently, when the placement and
routing (P&R) tool generates the layout of the chip, many
physical information becomes available. The concern is: can
an adversary utilize this physical information to extract vital
information from the packaged chip i.e., cause confidentiality
violation? Or can an adversary manipulate logical values in the
circuit to cause integrity violations? We have demonstrated
a few such vulnerabilities in this paper. That shows such
questions are of major concerns that need to be carefully
addressed. Therefore, we need to have a secure physical
layout of the chip, free from any physical vulnerabilities,
from which any information leakage is not possible; This is
called secure physical design (SEPHYD). Overall, objective of
this paper is to demonstrate a perspective to identify physical
characteristics that are related to security vulnerabilities and
use those physical characteristics to guide the physical design
process to ensure security sign-off.

This paper will answer the following questions,

« What vulnerabilities are possible at the physical layout?

o How to identify vulnerabilities at the layout level?

« What countermeasure can be applied to establish security-

aware physical design flow?

o What are the challenges concerning secure physical de-

sign?

The organization of the paper is as follows. In Section
we have provided basic introduction to physical design and
some recent works related discussion. In Section we have
described possible vulnerabilities that can occur in physical
design leve In Section [V| proposed flow for secure physical
design and verification sign-off is described. In Section we
have demonstrated an AI/ML roadmap to obtain the secure
physical design. Open challenges for establishing a secure
physical design are listed in Section We conclude the
paper in Section |VIII

'In this paper, we have used the term “physical design” and “layout”
interchangeably.

2We also use the term “physical design level” and “physical level” inter-
changeably throughout the paper.
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Fig. 1. Security metric evaluations in physical design level with various levels of countermeasures applied in RTL to GDS-II flow

II. MOTIVATING EXAMPLE

An integrated circuit can be made secure by applying
countermeasures at different levels of abstractions i.e.,: RTL,
gate, and physical design levels, as shown in Fig. [I] The
extent of security can be ensured if we have a security
metric to evaluate the vulnerabilities of the final physical
design, as shown in Case IV of Fig. [I] The usual prac-
tice of making secure integrated circuit possesses to apply
the countermeasures at RTL level or gate-level. We already
discussed in the previous section that applying only RTL
level/gate-level countermeasure doesn’t make the packaged
chip secure, as many physical information is not available at
the high-level functional design. Further, sometime situations
may arise that make it difficult to apply RTL level or gate-
level countermeasures. It is also possible that logic designers
have already transferred the design (after RTL and gate-
level sign-off) to physical design team without applying the
RTL/gate-level countermeasures. In such a situation, having a
physical design level countermeasure becomes very essential.
Therefore, irrespective of the countermeasures applied at RTL
level/gate-level or not, it is necessary to apply physical design
countermeasures in order to obtain a secure chip package.

Considering the above situation as our motivation, we discuss
various aspects of realizing secure physical design in this

paper.

III. PRELIMINARIES
A. Physical Design

The physical design phase starts with a synthesized RTL
netlist as input, also known as a gate-level netlist. The physical
design steps majorly consist of Floorplanning, Placement,
and Routing. In the floorplanning step, estimated positions
of macros and standard cells are determined. In this step,
an on-chip power grid network is also generated. Once
the initial positions of the blocks are determined, then it
goes to the placement stage. Again, placement stage follows
three sub-steps; Global Placement, Legalization, and Detailed
Placement. In global placement, blocks are loosely placed.
In the legalization stage, checks for overlapping blocks are
performed. Finally, we obtain the final placement of macros
and standard cells in the detailed placement stage. The pri-
mary objective of the physical design stage is to build the
geometrical and physical layout of the design with the exact
specifications as defined in the RTL phase. Simultaneously,
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Fig. 2. Traditional physical design flow.

optimizing the area, power, and other objectives or constraints
as shown in Fig. [2] are objectives of the physical design
stage. There exist many other sub-steps of physical design
stage, which include Power Planning, Clock Tree Synthesis
(CTS), Equivalence Check, Parasitic Extraction, and several
sign-off stages. These include IR drop sign-off, timing sign-
off, and physical sign-off. In the power planning phase, the
power grid is designed and initial IR/Electromigration sign-
off is conducted. In CTS step, it is ensured that the clock
reaches evenly in all the sequential elements of the design.
The objective of the CTS step is to minimize clock skew
and insertion delay. Layout Versus Schematic (LVS) is the
process where equivalence logical connections and physical
layout connections are checked. Design Rule Checking (DRC)
is the process that verifies if the design is compatible with
the foundry fabrication rules. In Electrical Rule Checking
(ERC), a design is checked for substrate areas to verify proper
contacts and spacing, which ensures correct power and ground
connections. We have shown each of these substeps in Fig. 2] as
a constraint check step. However, in practice, these checks are
performed chronologically at a specific defined stage. Finally,
when each check is successful, we receive the final layout in
Graphic Design System (GDS)-1I format. This GDS-II is sent
to foundry for fabricating the layout into silicon.

B. Related Work

In the last two decades, there have been several works to
devise efficient physical design algorithms that can produce
cost-effective and fast time-to-market design solutions [37].
However, it has been observed that some vulnerabilities still
exist even after the security sign-off in the RTL phase of the
design, as many physical parameters are not present in the
RTL design steps. Therefore, evaluating the security metrics in
the physical layout phase has become more critical to produce
trustworthy physical designs of an integrated circuit, free from
any vulnerabilities. In this section, previous works related to
vulnerability and security in the physical design are discussed.
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Fig. 3. Different fault-injection techniques.

There are few works in literature that explores side-channel
and fault injection vulnerabilities in the physical design stage.
Firstly, we describe works related to side-channel vulnerability
assessment and fault injection vulnerabilities at the physical
design level. Later on, we also present a brief literature survey
on secure physical design-related works.

1) Works Related to Side-channel Vulnerability Assessment
in Physical Design: Side-channel vulnerability assessment at
the physical design level is crucial because there is more
information in the layout then there is at the RTL and gate-
level. For example, the capacitance and resistance of the wires
between blocks and standard cells are exploited as additional
sources of side-channel leakage at the physical layout level.
Cross-talk and IR drop, which are the potential of such security
leakages, are not available at the RTL. This is why leakage
analysis at the layout level offers the highest accuracy among
the levels of abstraction in the pre-silicon stage. Very few
works have been published regarding side-channel leakage at
the layout level. Authors in [38]] investigated the impact of the
physical layout on side-channel security. They co-simulated
the analog power delivery network (PDN) with a digital logic
core. They quantified the impact of different layout parasitics
such as parasitic resistors, inductors, capacitors, and power
supply buffers. By examining the impact of these layout
parasitics, they provided a deeper insight into potential layout
sources. However, one major limitation of this work is the
scalability of the approach. The authors applied their analysis
to a minimal design (AND2, XOR2) because of the lack of
computational ability to analyze the larger design. Cnudde et
al. [39] claimed that placement and routing cause information
leakage in FPGA. Some works [40] [41] used fast SPICE-
based simulations to evaluate side-channel leakage analysis
at back-end stages. However, these works also suffer from
scalability problems for a larger design. Unlike other works,
Lin et al. [42] developed fast simulation methodology for the
layout-based power-noise side-channel leakage analysis. Their
tool can improve the simulation time by 110 times for a SoC
design compared to VCD-based analysis.
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2) Works Related to Fault Injection Attack: Several fault
injection attacks in security-critical applications are shown
in recent research. These applications include an embedded
system [43]], [44], microprocessor-based implementations [45l],
RFID tags [46], TRNG, SRAM, PLL, oscillators and so
on [47], [48], [49], [50]. Among the global fault injection
techniques, clock glitching, voltage glitching, and thermal
glitching are widely used to inject exploitable faults in an
Application-Specific Integrated Circuit (ASIC). Extensive re-
search is performed to prove the feasibility and effectiveness of
these global techniques [51], [52], [S3]. In addition, local fault
injection techniques are well researched, like laser/optical fault
injection and EM fault injection [54], [S5], [56]. Apart from
non-invasive and semi-invasive attacks, faults can be injected
using invasive techniques (e.g., FIB probing) proposed in
literature [S7], [58]]. Clock glitching involves inserting glitches
in the clock supply or disturbing the normal behavior to
shorten the effective period of the clock, as shown in Figure
Blb). These clock glitches can cause setup and hold time
violations [39], [60], create metastability in the sequential
elements, and inject timing faults. Since voltage starvation
can also impact the clock and circuit timing, voltage and
clock glitching attacks are combined to strengthen timing
fault injection attacks. Voltage glitching involves a momentary
power drop or spike in the supply voltage during the operation,
as shown in Figure [3(a). These voltage spikes or drops
increase the logic propagation delay, thus, causing timing
violations [61]]. A voltage glitch can be caused by either
disturbing the main power supply, creating a global effect,
or by running a power-hungry circuit, like ring oscillators, or
ROs, creating a localized voltage drop [62]. In recent years,
remote fault injection attacks have been caused by disturbing
the supply voltage remotely by using either software-based
registers to control the supply voltage or by using ROs to
cause a voltage drop in remote FPGAs [63], [64], [65].
Moreover, timing faults can be injected by inserting glitches in
operating temperature. Overheating increases the scattering of
charge carriers, decreasing mobility and eventually affecting
the logic propagation delay [61]]. Optical/laser fault injection
attacks use different wavelength laser/optics to inject tran-
sient faults from either the front or backside of the chip,
as shown in Figure EKC). To attack from the front-side, a
higher wavelength laser (1300um) is used, whereas from
the backside a near-infrared laser (1064um) is used (due to
its lower absorption coefficient). The injected laser generates
electron-hole pairs in the active region, which drift apart under
the electric field’s influence, resulting in transitory currents.
These transient currents cause the transistors to conduct and
thus cause the charging/discharging of the capacitive loads.
Laser/optical fault injection generally requires de-packaging
of the chip to expose the die and thus qualifies as a semi-
invasive attack. However, with the laser/optics, an attacker can
target the precise locations and time of the laser injection, thus
making it a powerful attack [54]. Similarly, EM fault injection
attacks use electric or magnetic field flux to influence the
normal functioning of the device, as shown in Figure d). An
electromagnetic field causes voltage and current fluctuations
inside the device, leading to the faults [66]].

3) Works Related to Security of Physical Design: Many
works of literature address securing physical layout fabrication
by split manufacturing [78], [69], [71]], where front end of line
(FEOL) interconnects are manufactured in untrusted foundries
and back end of line (BEOL) interconnects are manufactured
in trusted foundries to manufacture secure layouts and prevent
counterfeit. However, split manufacturing does not ensure
inherent layout security, as security is achieved by splitting the
physical layout of an integrated circuit. There are few works
which tried to obtain layout-level security assessment for hard-
ware trojan-based and microprobing-based vulnerability [79],
[80], [81], [82]]. There is a need to obtain security by design
for physical layouts. There have been very few works that
deal with this problem of obtaining secure physical layouts.
We have listed these works in Table [l In [67], authors have
proposed intellectual property protection for VLSI physical de-
sign. In [68], authors have proposed a netlist scrambling-based
technique to prevent reverse engineering. In [70], authors
have proposed a physical design level hardware obfuscation
technique to prevent reverse engineering. In [72], authors
have proposed a differential fault analysis attack preventive
physical design flow using floorplan heuristics. In [57]], authors
have proposed a physical design flow considering anti-probing
attacks. The flow utilizes internal shielding for protection.
However, these approaches mentioned in Table [I| are not
scalable due to the difficulty in implementing them separately,
which makes the design flow costly. It is necessary to have a
scalable IC design flow, where all security vulnerabilities in
the physical design level are checked for a successful sign-
off. Recent work [77] demonstrates a top-level overview of
security closure of physical layouts. The work [77] mainly
focuses on a case study of scanning and defending against
Trojans and frontside probing attack. However, it does not
provide a comprehensive roadmap for obtaining a secure phys-
ical design. This work, however, presents a roadmap to obtain
secure physical designs and considers various vulnerabilities
at the physical design level.

IV. POSSIBLE VULNERABILITIES IN PHYSICAL DESIGN

Even after the security closure of gate-level synthesis,
several vulnerabilities may arise utilizing physical design
parameters at different steps. It has been observed that some
vulnerabilities may arise due to the poor floorplanning stage.
For example, while designing an SoC, an AES crypto module
should be placed far away from the power supply pins in order
to become less vulnerable to power side-channel attacks. Simi-
larly, every step of physical design plays a crucial role in terms
of security vulnerability. Any poor choices of floorplanning,
placement, routing or post-routing steps in physical design
may increase the vulnerability level of the design. Based on the
dependency of the vulnerabilities on various stages of physical
design, we have broadly classified all the trust-hub physical
vulnerabilities [83]] into five categories which are floorplan-
ning, placement (within a module), placement (SoC level),
routing, and post-routing and listed it in Table [II] and Table
Further, the dependency of some of these vulnerabilities
on the physical design stages are not well-defined. Most of
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TABLE I

PHYSICAL DESIGN SECURITY RELATED PREVIOUS WORKS
Work Year | Physical Vulnerabilities Proposed Countermeasure Remarks
167 2007 | IP protetion Robust IP scheme Theoretically proved; MCNC benchmarks
168 2013 | Reverse Engineering Netlist Scrambling Random scrambling is employed; IWLS 2005 benchmarks
169 2015 | Proximity Attack Partitioning-based heuristic Solution for 2.5D IC; ISCAS’85 and ITC’99 benchmarks
170} 2016 | Reverse Engineering Hardware Obfuscation Device to Logic-level investigation
171} 2017 | Enhanced Security Split Manufactiring | Routing Perturbation Split fabrication approach; ISCAS’85 and ITC 99 benchmarks
[72] 2018 | Differential Fault Attack floorplan heuristic Deals with localized faults; AES and Plantlet benchmarks
73] 2019 | Power Side-Channel Gate reconfiguration Divide & Conquer Approach; AES, SIMON, PRESENT benchmarks
157] 2019 | Probing Attack Internal Shielding Probing attack countermeasure; AES and DES benchmarks
[741, [75] | 2021 | Power/EM Side-Channel Backside Power Grid Distributed decap-based mitigation ; AES and ECC benchmarks
176] 2021 | EM Side-Channel Modified Power Grid and Decap | Decap-based mitigation; AES and DES benchmarks
771 2021 | Trojan and Frontside Probing Scanning and Defending DEFense countermeasure; AES, MIT-LL CEP benchmark

the active invasive attacks can be prevented if we do security-
aware floorplanning, placement, routing. Similarly, for other
vulnerabilities we can establish security-aware physical design
steps. Therefore, the problem of obtaining secure physical
design lies in secure floorplanning, secure placement, secure
routing, and secure post-routing measures. Out of these vul-
nerabilities mentioned in Table [T} and [[TI] physical designs are
most vulnerable to the following categories of attacks, which
are described in detail in subsequent subsections.

A. Power and EM Side-channel Vulnerabilities

A side-channel attack is considered one of the most crucial
threats and most studied security vulnerabilities. In 1996,
Kocher drew the attention of the security community both from
academia and industry through the first timing attack on differ-
ent cryptography algorithms [84]]. Later, through the invention
of simple power analysis (SPA) and differential power analysis
(DPA), he showed that there is a relationship between power
consumption and the data being processed [85]. In the after-
math, researchers concentrated on the implementation, rather
than the weakness in the algorithm, to recover the key. Since
then, quality research has been conducted in the side-channel
domain. Along with power consumption, other side-channel
information, such as electromagnetic (EM) radiations [86],
timing [84], sound [87]], photonic [88]], and micro-architectural
elements [89] have been studied. It is found that there is a
connection between these physical signals and the properties
of the computational stack. In this work, we mainly discuss
the power/EM side-channel attack.

The data dependency of power consumption [90] is preva-
lent at every level of abstraction. For example, different
instructions might consume different amounts of power de-
pending on the number of cycles and switching activity the
instruction requires [91]], [92], which is defined at the system
specification level and can be a source of side-channel leakage.
Data-dependent switching activities and state transitions in the
RTL cause side-channel leakage [17]. The data dependency
can be eliminated by randomizing all intermediate results that
occur during computations, called masking in the RTL [93].
However, the masked implementation can be vulnerable to
power/EM side-channel attacks through the effect of glitches
caused by timing properties of gates and interconnection
delays at the gate level and the transistor level [94], [93].
Nikova et al. developed a side-channel resistant masking tech-

nique, called threshold implementation, even in the presence
of glitches based on secret sharing, threshold cryptography,
and multi-party computations [96]. Nevertheless, the threshold
implementations also leak side-channel information to reveal
secret keys caused by tightly placing logically independent
shares, called the effect of coupling capacitance, and IR
drop [97], and by parasitic capacitance, resistance, and induc-
tance [38]] as byproducts of the placement and routing in the
layout level. Consequently, even though side-channel leakage
cannot be detected at the higher level of abstraction, it can be
determined at the advanced levels of abstraction.

To identify the side-channel leakage at various levels of
abstraction, post-silicon and pre-silicon side-channel leakage
simulators have been developed. The post-silicon simulator
first generates a set of estimated power/EM traces and then
performs a leakage detection test (e.g., TVLA [98])). The esti-
mated power/EM traces are based on the stochastic modeling
(e.g., a linear regression model) depending on consecutive
instructions and operands in a target device, which requires
a prior knowledge about the instruction set architecture and
power/EM measurements of the target device, such as ARM
Cortex-MO or RISC-V [99]], [91], [LOO], [101]. These post-
silicon simulators can detect side-channel vulnerable instruc-
tions and then rewrite codes to mitigate side-channel leak-
age [100]], [1O1]]. The post-silicon simulator can be used for
developing side-channel resistant software in a typical device
without side-channel measurements. On the other hand, the
pre-silicon simulator can help hardware designers identify
side-channel leakages in the design stages, which are the RTL,
gate level, and layout level. For example, RTL-PSC [17] can
detect vulnerable modules in a complete design at the RTL
in such a way that it profiles power consumption by counting
the number of transitions in each module during computations
with randomly generated plaintext and fixed-key inputs in an
AES design and then calculates the statistical distance between
two different sets, which correspond to two different keys.
SCRIPT [102] identifies target registers that leak side-channel
information by utilizing information flow tracking at the gate
level. It can estimate signal-to-noise (SNR) by dividing the
power difference generated by a pair of specific patterns to
make the maximum Hamming distance of target registers by
the power consumption of the rest of the design based on
vectorless power analysis. Karna [[103] searches for vulnerable
gates in the layout level and then changes the gate parameter
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TABLE II
CLASSIFICATION OF ACTIVE ATTACKS OF TRUST-HUB PHYSICAL VULNERABILITIES-DB [83]] BASED ON ITS DEPENDENCY TO PHYSICAL DESIGN STEPS.

Active Attacks

Placement
(SoC level)

Placement

Floorplanning |- g1 pin module)

Routing | Post-Routing

Invasive

Die Analysis

Delayering, Netlist Reconstruction

Grind

Section

Dimple Down

Photon(Laser) Induced Current

Focused Ion Beam Deposition

Focused Ion Beam Removal

Ton Milling

Direct Metal or Contact Probing

Light Sensing

Circuit Parameter Sensing

Board Analysis

Delayering, Netlist Reconstruction

Design or FAB Injection

HW Trojan

Non-Invasive

Timing

Delay Analysis

Clock Glitching Injection

Overclocking

Underclocking

Fault Injection Photon(Laser) Induced current

Ambient / Ultra - violet

ITonizing Radiation

E and M Field

Voltage Spike

Temperature

Over / Under Voltage
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TABLE III
CLASSIFICATION OF PASSIVE ATTACKS OF TRUST-HUB PHYSICAL VULNERABILITIES-DB [83]] BASED ON ITS DEPENDENCY TO PHYSICAL DESIGN STEPS.

Passive Attacks

Placement
(SoC level)

Placement

Floorplanning (Within module)

Routing | Post-Routing

Non-Invasive | Side-Channel Observation | Acoustic

Photoemission

Voltage, Charge contrast

SEM Inspection

IREM Inspection

Temperature Imaging

E or M Fields

Current & Power Measurement

Voltage Measurement

Indirect Voltage Measurement

Data Remanence

Black Box I/ O

Logical Attacks Brute Force Algorithm

Protocol Attacks

NERENENENE
SR RN NEANE
NEREENENIN
Sl NN NN
Sl NN NN

through threshold voltage, supply voltage, or the size of gates
to mitigate side-channel vulnerability without the cost of
performance and area. Recent work [104]] also demonstrates a
side-channel evaluation platform for post-quantum algorithms.

Table summarizes the evaluation time and accuracy of
power/EM side-channel leakage estimation, the flexibility to
make design changes at various pre-silicon design phases, and
the post-fabricated device, and available tools. There is a trade-
off between time/accuracy and flexibility at various design
stages when assessing side-channel leakage. Although the
post-silicon simulator offers the highest accuracy and fastest
processing time, it does not allow design modifications to
address potential vulnerabilities. Higher levels of pre-silicon
abstraction, on the other hand, provide more flexibility at
the expense of accuracy. Manufacturers prefer to discover

side-channel vulnerabilities early in the product development
process. Early detection of leakage is better because, according
to the rule of 10, the cost associated with leakage detection,
identification, and mitigation will increase by ten folds if
detection is delayed by one stage.

TABLE IV
COMPARISON: PRE AND POST-SILICON SIDE-CHANNEL LEAKAGE
SIMULATOR.
Pre-silicon Si Post-silicon Si
RTL Gate-level Layout )
Time Medium High Very High |Low
Accuracy |Low Medium High Very High
Flexibility | High Medium Low Not Feasible; Only Software
Tool RTL-PSC [17], RTL-PAT [105], [SCRIPT [102], [Karna [1031|ELMO [99], ROSITA [100] |
RTL-TG [106 EMSIM [107 ROSITA++ [101]
Coco [108
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B. Fault-injection Vulnerabilities

An attacker intentionally injects a fault in the system to
change its runtime behavior. The attacker exploits this change
to leak sensitive information or gain access to privileged
functionality. Fault injection attacks are primarily physical at-
tacks. However, recent software-assisted hardware attacks have
shown that fault injection could also be performed in remote
systems [63], [109]. Based on the means of fault injection,
the attacks could be classified into voltage glitching [52],
clock glitching [S1]], optical/laser injection [54f], [[L10], and
EM injection [111].

1) Optical/Laser Fault Injection: A laser is one efficient
and precise method to inject faults into the ICs. A laser
that interacts with layers that are silicon or metal creates
photoelectric or thermoelectric effects, which can be exploited
to inject faults.

From the backside of IC, when a laser beam with a high
energy wavelength passes through silicon, it creates electron-
hole pairs (EHPs) along the path. Most of these EHPs recom-
bine together, having no impact on the IC. However, under
the influence of a strong electric field of reverse-biased PN
junction, these EHPs drift in opposite directions, causing a
current pulse. These current pulses are transient and exist
for a few nanoseconds after stopping laser injection. These
transient currents can turn on the reverse-biased junctions,
causing the charging/discharging of the capacitive load. The
voltage change in the capacitive load causes faults, also known
as single-event transient (SET). A laser can also induce faults
directly in the memory elements (e.g., RAM and registers),
leading to a single-event upset (SEU).

When the IC is exposed to the laser from the front side,
it can hit the metal layers or find gaps to reach the active
region. If the laser penetrates the active region, the observed
effect is equivalent to backside exposure. However, modern
ICs have dense metal layers, therefore, the laser most exposed
from the front side interacts with the metal layers. A laser
interacting with the metal layers is either reflected or absorbed
and converted to heat. This heat can diffuse into the PN
junction creating a thermoelectric effect. However, depending
on the number of metal layers in an IC, an indirect heating
effect from top layers towards bottom layers can be observed.
Furthermore, if there are many metal layers, the heat generated
may not be sufficient to diffuse in the PN junction and have
any noticeable effect.

If the IC’s backside is exposed, an attacker can target
specific regions on the chip to expose to the laser [112f],
[L13]. Thus, an attacker can inject faults in precise spatial
locations and control the laser exposure time to have temporal
controllability on the attack. These combinations make the
LFI attacks lethal and can break crypto and secure systems
to violate integrity and confidentiality. LFI can inject faults
during regular crypto operations, causing faulty outputs. Faulty
outputs can be used with differential fault analysis to guess
the secret key used during the operations. Similarly, LFI
can be used to inject fault to gain access to unauthorized
functionality of the design or leak secrets about the machine
learning/Al models. LFI attacks on crypto designs, such as

AES and smart cards, have been demonstrated predominantly
in the literature [114], [115], [116], [117]. [118]] and [119]
demonstrated that LFI could be used to gain unauthorized
voice-control access to the system and bypass secure-boot on
smartphones. Similarly, fault assessments on neural networks
have been presented to reverse engineer the model architecture
or leak weights or biases [120].

2) Timing Fault Injection: Fault injection through glitch
(e.g., clock, voltage, or temperature) is a global attack that is
non-invasive and less expensive to perform. Inserting a glitch
can cause timing violations at the target registers and can inject
faults.

If a glitch is introduced at a specific clock cycle, it reduces
the effective period of that particular clock cycle. Data propa-
gating through a combinational logic must be stable inside the
setup-time or hold-time margin to prevent a flop from going
into a meta-stable state while latching the data at its output.
Therefore, data must be latched without any timing violation,
and the data transition must occur with sufficient positive slack
from both the setup-time and hold-time boundary. However,
shortening the time period through glitch injection reduces
the time for data to propagate through combinational logic
and can violate the setup-time or hold-time constraint (shown
in Fig. f). Injecting spikes in power signals to reduce the
supply voltage temporarily increases the propagation delay of
a conbinational logic. It causes the datapath delay to increase
and can violate the setup-time constraints as well (shown in
Fig. [B). Overheating can also increase the datapath delay and
cause timing violations.These timing violations are responsible
for causing bit flip at the output of the flop (single-event upset),
which can be termed as a timing fault injection (TFI) [39],
[60].

—>
Dcik2q
Q1 Q_»
DpMax
2 3 | 1
j /,,<.‘
Q2 Metastability

Fig. 4. Timing violation through clock glitch.

An attacker can tamper a clock port or power distribution
network of a design to inject timing faults at some specific
registers. As this is a global fault injection technique, the
attacker cannot control the location of the fault injection. Nev-
ertheless, the fault injection time can be controlled precisely.
If a TFI can be successfully propagated to an observable
output (exploitable fault injection), it can break crypto modules
and secure designs by leaking secrets. The faulty outputs can
be exploited along with fault analyses (e.g., differential fault
analysis [[121], fault sensitivity analysis [[122], differential fault
intensity analysis [123]], etc.) to extract the secrets. Addition-
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ally, a TFI glitch can be used to violate the security properties
related to the confidentiality, integrity, and availability of the
assets of a design. Plenty of successful TFI attacks through
glitches have been well demonstrated in various research
works [50], [47], [48], [49], [44], [45], [52], [53].

CLK
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Fig. 5. Timing violation through voltage glitch/overheating.

3) EM Fault Injection: In 1831, Michael Faraday found
that a current-carrying coil can induce current in a nearby coil.
Similarly, strong electric/magnetic fields can induce currents
in loops within an IC chip. In modern chips, interconnect wires
on one end are connected to the high-resistance CMOS gates,
creating no impact due to EMFI [124]. On the other hand,
routing power grids and rails form a large network of low
resistive loops in the chip. Therefore, one can observe voltage
drops and ground bounces on power rails in the presence of
electric/magnetic fields. These power noises can impact the
signal propagation to inject timing faults. The observed impact
is similar to that of voltage glitching, however, due to the
feasibility of generating targeted EM waves, EMFI can be local
to achieve single-bit faults.

V. SECURE PHYSICAL DESIGN FLOW FOR POSSIBLE
VULNERABILITY PREVENTION

ynthesized RTL
netlist

le—]

Minimal
<
changes

Floorplanning

v

Placement

v

Routing

Area?
Wirelength?
Congestion?
Timing/CTS?
IR drop?
Electromigration?
Power?
LVS? DRC?

Side-channel?
Fault Injection?

Constraint
heck?2

Success Fail

Fig. 6. Traditional physical design flow with security constraint check.

A. Security Rules for Physical Design

One of the important steps to establish a secure physical
design is to have a database of rules that defines various vul-
nerabilities and its countermeasure. Based on the physical de-
sign level countermeasures and after performing experiments,
several security rules are created. These security rules need to
be implemented in P&R tools in order to ensure security, and
checks need to be performed, similar to design rule checks
(DRC) for physical layouts. Therefore, our proposed flow
will have an extra level of security verification compared to
the traditional physical design flow, as shown in Fig. [6] For
example, to prevent the effect of coupling capacitance caused
by tightly placing logically independent shares (mentioned in
Section [[V-A), which can violate an independent condition
required in a side-channel resistant masking scheme, the shares
should be placed separately not to influence each other. In this
case, we can define a Security Rule: the logically independent
shares in a masking scheme should be placed far apart.
Suppose that the security checker finds the rule violation.
In that case, the placement tool will change the location of
the share logic cells without the violation and with little
cost of performance and area. Table [V] shows the summary
of the security rules according to power/EM side-channel
vulnerabilities and fault-injection vulnerabilities at the physical
design phases.

B. Implementation of Secure Physical Design Flow

In this section, we describe two ways of implementing
secure physical design and formulate the problem of secure
physical design. Security rules are discussed in the previous
section. Traditional P&R-based CAD tools do not have those
security rules. Security rules must be incorporated in P&R-
based CAD tools to obtain secure physical design flow. Based
on the source code availability of CAD tools, we can adapt the
following approaches for realizing the secure physical design
flow.

1) With Help of Open-source CAD Tools: There are various
open-source CAD tools and frameworks that deal with RTL
to GDSII flows, like OpenROAD [126]. Also, some open-
source tools perform the internal steps of physical design
quite well, which include NTUPlace [127]], RePlace [128]], and
DREAMPIace [129] for global placement, and NTUGr[130]]
for Global Routing. Since the source codes of the open-source
tools are available to the public, the source code can be
modified, and the security rules can be applied to establish
a secure physical design flow using the open-source tools.

2) With Help of Commercial CAD Tools: The source codes
of commercial CAD tools are not available. Therefore, we
have to implement security rules as design constraints to
restrict the layout designs to obtain desired security closure
in commercial CAD tools.

Based on the discussion above, we can formally define
our problem statement of a secure physical design as the
following:

Problem 1: Suppose there is a regular layout L generated
by the P&R tool. The regular layout may have some vulner-
abilities. In that case, a security verification engine needs to
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TABLE V
SECURITY RULES AND COUNTERMEASURES FOR SECURE PHYSICAL DESIGN.

Security Vulnerability Physical Characteristic

Security Rule I ion Stage

Minimize the IR drop of critical instances (s-box cells)

Place critical instances closer to decaps or power stripes Placement

Power-side-channel Balance power consumption of shares

Place shares at equidistant from decaps and power stripes Placement & Routing

Interference from share placed to each other

Place shares far away from each other Placement

are more susceptible

EM-side-channel EM signature related to the secret asset should not reach the topmost metal layer. | Local low-level metal routing with a SAH Routing
Laser Fault Injection (Frontside) A laser should not be able to penetrate to active region Shield cells with metal layers Routing
Critical cell placed nearby high switching & bulky cells, Metal shielding critical cells from nearby Routing

high switching & bulky cells

Laser Fault Injection (Backside - - - - - -
Jee ( ) Protecting active region from direct intensity of laser

Backside Buried Metal meander[125 Placement and Routing

Bulky cells are less susceptible to laser compared to small cells

Replace critical cells with bulky cells Placement

Timing Fault Injection
(clock/power/voltage glitch, voltage)

Faults injected and propagated by clock glitch, voltage glitch,
power glitch can impact path delays

Placement & Routing of cells should be done in such a way

to minimize path delays and clock skew Placement and Routing

EM fault injection Mitigate induced eddy currents

Connected loop structures should be avoided

" Placement and Routing
near critical cells °

be run to find the vulnerabilities. If a vulnerability exists, then
changes need to make to this layout to minimize the security
constraint violations and obtain a new secure layout Lsecyre-

We believe that AI/ML will help us to solve this problem
and to achieve a secure physical layout, which can be best
described as shown in Fig. [0] We have presented a detailed
AI/ML roadmap for a secure physical design in Section
Before going to the AI/ML roadmap, let us discuss our
proposed flow for secure physical design and secure physical
verification sign-off.

C. Proposed Flow for Secure Physical Design (SEPHYD) and
Secure Physical Design Verification (SPDV) Sign-off

Our proposed flow for secure physical design and secure
physical design verification sign-off is shown in Figure [/} The
main components of our proposed flow are listed below,

« Input, the input to our flow can be either gate-level netlist

or a physical design.

« P&R tool, if the input is in gate-level netlist, generate
corresponding regular layout from the netlist. We use
commercial P & R Tool such as Cadence Innovus [131]]
or Synopsys ICC2 [132] for generating layout. Or we can
also employ OpenROAD [126] for generating the regular
layout from synthesized netlist.

o Secure Physical Design Verification (SPDV) tool, which
evaluates several physical vulnerabilities based on the
various security metrics described in Section

o Security Metrics, these are same security metrics men-
tioned in Section

o Security Rule Check database, which basically contains
several secure P&R recommendation as mentioned in
Section Some of the preliminary Security Rules are
listed in Table [V

o SEPHYD tool, takes a gate-level netlist as its input (for
the first time) and generates a secure physical design
based on several security rules. These security rules are
developed from several physical design level counter-
measures (mentioned in Section and [V-F), which in
turn are constructed to ensure security from any physical
vulnerabilities. For applying countermeasures in terms of
security rules and to bring automation, it employs AI/ML
approaches. A detailed roadmap of the AI/ML approach
for realizing SEPHYD tool is described in Section

o Output, a secure physical design free from any physical
vulnerabilities.

In the proposed flow, we consider the input gate-level
netlist is secure where all high-level security measures are
implemented. However, when the physical design is created
from this secure gate-level netlist using the P&R tool, some
security vulnerabilities are unintentionally injected, which
some adversaries can exploit to compromise the secure design.
Such threats can occur only at the physical design level, as
much information is not available in the logic synthesis stage.
For example, power grid network and clock tree synthesis
information can only be obtained in the physical design stage.

Once the layout is generated using the P&R tool, we employ
our security verification engine (SPDV tool) in order to verify
the security of the regular layout. The security verification is
performed by evaluating several security metrics depending on
the vulnerabilities mentioned in Section If the security
metrics report that there is any vulnerability in the layout, then
it goes through the SEPHYD tool, which performs minimal
change in the layout and reconstructs the layout considering
the security rules discussed in Section [V-A] In this way, we
obtain a secure physical design. To ensure that generated
physical design from the SEPHYD tool is actually secure,
we again verify our generated physical design using our
SPDV tool. If the verification engine reports that no physical
vulnerability is present in the layout, we sign off our secure
physical design and verification flow. Therefore, our proposed
flow goes into a loop of several iterations between the security
verification engine (SPDV tool) and SEPHYD tool, until the
security metrics suggest that the desired level of security has
been achieved. Once the security metrics suggest an acceptable
level of security of physical layouts, we say that we have
obtained the secure physical design.

For our initial experiments, SEPHYD tool is being im-
plemented using a heuristic-based AI/ML approach. More
about this is discussed in Section We are also exploring
data-driven AI/ML techniques to implement SPDV tool and
SEPHYD tool.

D. Security Metrics for Evaluating Physical Vulnerabilities

The metrics used for evaluating the security vulnerability
is described here. At present, we have defined preliminary
metrics for evaluating Side-channel vulnerability and Timing
Fault-injection metrics.

1) Side-channel vulnerability metrics: SEPHYD frame-
work performs the side-channel vulnerability analysis based
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Fig. 7. Proposed flow for secure physical design (SEPHYD) and secure physical design verification (SPDV) sign-off.

TABLE VI
KL DIVERGENCE THRESHOLD FOR DIFFERENT FAILURE PROBABILITIES
(Pr).
Pr KL Pr KL
>0.96 | <0.01 | >0.53 | <0.78
>0.90 | <0.03 | >045 | <1.12
>0.80 | <0.12 | >0.38 | <1.53
>0.71 | <0.28 | >0.32 | <2.00
>0.61 | <0.50 | >0.26 | <2.53

on the Kullback-Leibler (KL) divergence metric. Details on
the KL divergence metric and its relation with the attacker’s
success rate (SR) based on maximum likelihood estimation
are described as follows.

Let f,(z) and f,(z) be the probability density functions of
random variables X and Y. KL divergence is defined as the
following equation:

fa(2)
If X and Y are of normal distributions with means (1, (i)

and variances (02, 05), then the KL divergence equation can
be simplified as follows:

dz.

Dicr(X||Y) = / fo(2)log 0

2 2 2
- +o;—o0
fiy) V(T

205 Oy

(1o

Drr(X]|Y) = ). @

The KL divergence is expected to be high if power leakage
probability distributions for two different keys are distinguish-
able, meaning an adversary can easily correlate the power
consumption between the keys. Hence, the maximum KL di-
vergence for allowable failure probability (Pr) can be obtained,
where failure probability is the adversary’s probability of an
incorrect inference based on PSC attacks. The higher the
failure probability is, the more secure the design is against
PSC attacks. For example, if we want the failure probability
of more than 0.9, the KL divergence should be less than 0.03
(133]). Table [V provides the required KL divergence threshold
for different failure probabilities (Pr).

Also, to assert with a high confidence level of 100(1 —
a)% that the two Gaussian distributions X and Y differ, it
is necessary to account for the number of traces N in the
KL divergence metric. The number of traces N contributes
significantly to quantifying a lower constraint on side-channel
attack complexity in terms of the required number of power
traces. The smallest number of traces to satisfy that Pr[|.X —

V= (ux —py)| < =(1-a)is

(ox +ov)* .,

N2> )gzl—a/Q’

T (ux — py
where the quantile 2;,_ /o of the standard normal distribution
has the property that Pr[Z < z;_, /5] =1 — /2.

One can correlate the KL divergence analysis with the prob-
ability of an attacker’s success in leaking the key. Assuming
for a given key K, the probability density function of the

3)
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switching activity 7" follows a Gaussian distribution, then SR
could be derived as follows:

1 _mnp)?

t) = ———e i 4

frix(t) Jnon “4)
where i and a,% are the mean and variance of 71, re-
spectively. The likelihood function is defined as L(k;t) =
L5 In frik(t;). Based on the maximum likelihood esti-
mation, an adversary typically selects a guess key & as follows:

. 1 <
k = arg max L(k;t) = arg max — Z In frx(t;)  (5)
keK kek T i

If the guess key (k) is equal to the correct key (k*), the side-
channel attack is successful. Thus, the attacker’s success rate
can be defined as follows:

SR = Prlky = k*] = Pr[L(k*;t) — L((F*):t) > 0]  (6)

where (k*) denotes all wrong keys, i.e., the correct key k*
is excluded from K = {ko, k1,...,kn,—1}, Where n; is the
number of all possible keys.

The mathematical expectation of L(k*;t) — L(k;;t) in
Equation (6)) is equal to KL divergence between T'|k* and T'|k;
[134]. It shows that both SR and KL divergence are closely
related and follow a similar trend. Therefore, leakage obtained
through KL analysis can be associated with an attacker’s
success in leaking the key.

2) Timing Fault-injection security metric: We define a
security metric, Vrpy, that quantifies the susceptibility of a
design against TFI attacks [[135]]. It is proportional to the prob-
ability of vulnerability to DFA attacks introduced by timing
faults, P, for all the security properties of a crypto-design
against DFA. It is also inversely proportional to the number
of security properties defined in the database, Npp,, since
the attacker has to deal with more options. Here P, depends
on the probability of finding feasible fault locations and the
probability of the dispersion of the security critical paths
within the timing margin. The following equation represents
the mathematical expression of the security metric.

1 p=NDBj,
V; = P, 7
TFI Nos., ; p @)

A larger value of Py, of Eq.[/|means a higher probability of
security property violations due to DFA attacks, and ultimately
a higher susceptibility to DFA attacks.

E. Possible Countermeasures for Side-channel Vulnerabilities

Based on the violation of the defined security rules (shown
in Table [V)), suitable countermeasures can be applied at the
physical design phases as follows:

e Minimizing IR drop: IR drop or power supply noise is
caused by the finite resistivity of each metal layer in the
PDN. Instantaneous power consumption of each share in
a masking scheme can be affected by adjacent shares

significantly if not considering the IR drop effect. The
IR drop should be minimized by inserting a sufficient
number of de-cap cells or reconstructing the PDN to
remove power dependency between logically independent
shares. Interconnect width optimization-based approaches
can also be implemented to minimize IR drop [136],
[L37]], [138].

o Separation of independent shares: Due to capacitive cou-
pling between two adjacent wires, when a wire switches
a value, another wire can be influenced by the inter-
wire capacitance, called crosstalk. Logically independent
shares should be placed with enough distance to remove
the capacitance coupling between them [97].

o Local low-level metal routing with a signature attenuating
hardware (SAH): Das et al. [139] proposed a signature
attenuation method with local low-level metal routing and
a signature attenuating hardware (SAH), called STEL-
LAR. The SAH significantly suppresses the EM/power
signature with low overhead before it reaches the top
metal layer of the chip that has the most contribution
to measurable EM side-channel leakage. This method
protects the AES-128 encryption against EM/power SCAs
and achieves Measurements to disclosure (MTD) >
1M with a low-overhead physical countermeasure (1.5x
power and 1.23x area overhead).

e Supply isolation: The critical power signature of cryp-
tographic modules can be isolated from the external
supplies, which eliminates power side-channel informa-
tion measured by adversaries. For example, a switched
capacitor current equalizer isolates critical activities by
equalizing currents into the cryptographic module [140].
The capacitor current equalizer consists of an array of
capacitor circuits, and each circuit has three different
switching states: S1-charge the capacitor from the supply,
S2-provide charge to the cryptographic module, and S3-
discharge the capacitor to a pre-programmed value. The
charged capacitor serves as a voltage source for the
cryptographic module. Since the capacitor is disconnected
from the external supply during cryptographic operations,
power signatures of the cryptographic module can not be
measured. Three independent capacitor modules do not
overlap switching states for uninterrupted operations of
the cryptographic module.

The first and second countermeasures require a masking
technique at the gate level, consisting of multiple logically in-
dependent shares. In contrast, the third and fourth approaches
do not require any approaches at the higher level of design
abstract. However, there is a need for a specific attenuating
circuit with a routing method and a current equalizer at the
physical level. Fig. [8] shows the possible countermeasures
against side-channel vulnerabilities at the physical design
phase.

F. Possible Countermeasures for Fault Injection Vulnerabili-
ties

For protecting against fault injection vulnerabilities, various
countermeasures could be applied based on logical or physical
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Fig. 8. SCA Countermeasures at the physical level: (a) Minimizing IR drop using de-cap cells; (b) Separation of independent shares; (c) Local low-level

metal routing with a SAH [[139]; (d) Supply isolation [140Q].

parameters. Some of these countermeasures or parameters are
discussed below.

e Spatial or temporal redundancy: Most prominent FI
countermeasures include creating redundancies in the
design to exploit the fact that it is difficult to precisely
inject faults in multiple redundant circuits at the same
location and time.

o FI standard cell library: Different cell parameters, such
as size, threshold, cell layout, etc., can play a significant
role in determining the design’s resiliency against FI vul-
nerabilities. For example, changing the gate size impacts
the path delays and the cell’s driving strength. A high
threshold of the cells may require higher laser energy to
flip the output. Similarly, the layout of a cell (sharing of
p/n-well regions, poly widths, etc.) can impact how a cell
behaves under different fault injection methods.

e Fl-aware layout design: Standard cells in addition to
different physical parameters can also impact the design’s
resiliency against fault injection methods. For example,
power distribution networks, clock tree synthesis, place-
ment, routing, and other factors can be customized to
account for fault injection security.

VI. AI/ML ROADMAP FOR SECURE PHYSICAL DESIGN
AND VERIFICATION SIGN-OFF

Recently, AI/ML has attracted the attention of chip design
community [[141]. Google has also claimed successful deploy-
ment of reinforcement learning (RL) for macro placement
[142] in its AI processor design. Although RL-based solu-
tion of Google has not provided good results for standard-
cell placement yet [143]. There are several other works on
machine learning (ML) in applications of CAD domain [[144],
[145], [146], [147], [148], [149]. We also believe ML can

be implemented in order to obtain a secure physical design.
Here, we present the AI/ML roadmap for obtaining secure
physical design. Initially, we describe AI/ML approach for
developing our SEPHYD tool. Later on, we discuss AI/ML
approach for developing our SPDV tool. Overall, the final
goal is to implement the proposed flow of Fig.[/|using AI/ML
automation.

A. AI/ML Roadmap for SEPHYD tool

Here, we describe AI/ML roadmap to implement the pro-
posed SEPHYD tool. When we say SEPHYD, it basically
means secure floorplanning, secure placement and secure rout-
ing. Here, our discussion is only limited to floorplannning and
placment. However, similar approach can be adapted for secure
routing. We have already observed one such vulnerability in
floorplanning and placement stage using the timing fault in-
jection parameters. The delay distributions of critical datapath
vary widely in the gate and physical layout levels. Adversaries
can utilize these vulnerabilities to inject fault and extract secret
information from the chip. Initially, we propose a gate sizing-
based solution to mitigate delay variation-based vulnerabilities
[135]. However, we observe that this vulnerability can be
mitigated using the AI/ML approach described below.

Suppose, we have n critical paths. Let the path delays of
critical paths in the gate-level be ¢, V i € {1,2,---,n}
and path delays of critical paths in physical design-level be
tpa, Vi € {1,2,--- ,n}. The absolute path delay difference
between gate-level and physical design level can be repre-
sented by

At =ty ~tpa| Vie (L2 0} ®

We have the values of t,, during the gate-level simulations,
which can’t be changed during the physical design stage.
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Fig. 9. Objective of AI/ML roadmap to generate secure physical layout from regular layout.

Therefore, the objective is to place the standard cells con-
necting critical paths in such a way during the physical design
stage that At; becomes zero or minimum. However, if consider
At; as the only objective, and perform minimization, then
the total wirelength and congestion may increase. Therefore,
along with At;, we can also consider the traditional placement
metrics, such as total wirelength and congestion in our cost
function. By considering all of these objectives, our cost
function for Timing Fault Injection-Aware secure placement
can be written as,

min (Y WL(e;,y)) + AD(x,y) + A, (9)
eel

where (> .. WL(e;x,y)) represents total wirelength,
D(z,y) represents density [142] and At; represents delay
differences between gate-level and physical design level Vi €
{1,2,---,n} critical paths. The challenge is to obtain the
locations of the standard cells, where At; becomes zero or
minimum, which is a NP-hard problem, as solution space
of this problem is of exponential order. That is where we
feel several AI/ML techniques can be implemented in order
to obtain a near-optimal solutions for our TFI-Aware secure
placement problem. Similarly, for other kinds of physical
design level vulnerabilities, the cost function becomes as,

min (Y WL(e;2,y)) + AD(z,y) + ®;,
ecE

(10)

where ®; represents the security metrics for the physical vul-
nerabilities in concern. Therefore, it is necessary to define the
security metrics to evaluate the vulnerabilities. Subsequently,
optimize the cost function that also includes the security
metrics. To find solutions of such cost functions, we can apply
two classes of AI/ML approaches. The first class is a heuristic-
based approach and the second class is a data-driven approach.
Since we have already mentioned about TFI vulnerability in

@), rest of our discussion is limited only for TFI vulnerability.
However, the same approaches can be extended to any other
kinds of physical vulnerabilities.

1) Heuristic-based Approach: In heuristic-based approach,
based on some predefined cost functions, agents perform
search in the solution space to find near-optimal solutions,
satisfying the cost functions and associated constraints. For our
problem, we change the floorplanning and placement of stan-
dard cells to reduce the vulnerability by employing heuristics.
We employ (9) as a cost function and subsequently apply well-
known heuristic approaches, (e.g., simulated annealing [150],
genetic algorithm [151]], or gradient-descent search [132]]).
These heuristics interact with each other to produce near-
optimal solutions. The heuristics start from random solutions
and gradually improve the quality of solutions to converge in a
desired level of tolerance for the cost function. These heuristics
are slow, as it takes a considerable time to converge. However,
we anticipate to obtain TFI-aware secure macro and standard
cell locations using these heuristics.

2) Data-Driven Approach: When we talk about data-driven
approaches it basically means traditional machine learning
approaches, recent deep learning approaches, and deep re-
inforcement learning approaches. Each of these techniques
employ datasets to find near-optimal solutions. One important
aspect of data-driven approaches is to have a proper dataset.
However, unlike the computer vision domain, there is no
public open-source dataset available as of now, for developing
machine learning models for electronic design automation
(EDA). This leads us to generate our own dataset and perform
proper feature engineering to find suitable features to develop
machine learning models. Currently, we are creating datasets
following the format mentioned in Table and Table
Basically, using the dataset of Table [VII] and Table [VIII] it is
possible to define a floorplan with connections among macros
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and standard cells. Therefore, we engineer these datasets to ob-
tain a suitable machine learning model. Now we will describe
various data-driven approaches, which can be viable options
for solving the problem of security-aware floorplanning and
placement.

Port P1
Stdcell(S1) =

Macro(M1)

]

Stdcell(S0)
Macro pin

Macro(Mo) P1-Mo \
PO_MO

q L
PO_M1 P1_M1

Port PO

Fig. 10. Example of a chip floorplanning with macros and standard cells.

TABLE VII
POSITION DATASET FORMAT FOR THE SAMPLE FIG. [[0]
Item name | Location Length | Height
PO (xP0,yP0) - -
SO (xS0,yS0) 1SO hSO
MO (xMO0,yMO) IMO hMO
S1 (xS1,yS1) 1S1 hS1
Ml (xM1,yM1) IM1 hM1
Pl (xP1,yP1) - -
PO_MO (xPO_MO, yPO_MO) | — —
P1_MO (xP1_MO, yP1_MO) | - —
PO_M1 (xPO_M1, yPO_MI) | — —
P1_M1 (xPI_MI1, yPI_MI) | - —

TABLE VIII
EMPTY TABLE ENTRIES REPRESENT THE MANHATTAN DISTANCES
BETWEEN ITEMS PRESENT IN THAT ROW AND COLUMN. FOR EXAMPLE,
md(i, j) REPRESENTS MANHATTAN DISTANCE BETWEEN SO AND P1. THE
DIAGONAL ENTRIES ARE ZEROES.

Item name | PO | SO | MO | ST | Ml | Pl
PO 0
SO 0
MO 0
ST 0
MI 0
PI 0
PO_MO 0
PI_MO 0
PO_M1 0
P1_MI1 0

PO_MO | PI_MO | PO_MI1 | PI_MI

md(i, j)

a) Supervised Learning: For supervised learning, rela-
tions between dependent and independent variables need to be
established. For the delay variance as a timing fault-injection
parameter, we can label the locations of macros and standard
cells to distances/datapath delays to create a dataset. After that,
we can train a neural network and generate a model to deal
with vulnerabilities. This is the supervised regression problem,
and the prediction accuracy needs to be measured using Mean-
Squared Error (MSE). However, from the understanding of
the TFI-aware secure placement, MSE can be very high, as
this approach may not produce the refined level of placement
desired.

b) Sequential Supervised Learning: The task of TFI-
aware secure placement is sequential in nature. Because the
position of second macro depends on the first macro’s posi-
tion, in order to reduce the vulnerability and optimize other
placement objectives. Therefore, we can employ several se-
quential machine learning techniques, such as Sliding Window,

Recurring Sliding Window, Hidden Markov Model, Maxi-
mum Entropy Markov Model, Input-Output Markov Model,
Conditional Random Field, and Graph Transformer Networks
[153]. Accordingly, we perform engineering using the datasets
mentioned in Table and Table

c) Unsupervised Learning: Unsupervised learning works
by finding patterns in an unlabelled dataset. This ML approach
may not be a good candidate for this particular task, as TFI-
aware secure macro or standard cell placement task doesn’t
rely on finding any pattern. However, more research and
development is required before giving any final verdict about
this approach.

d) Semi-supervised Learning: In this case, we must
have a mix of labelled and unlabelled data, with which
predictions are performed. Subsequently, this technique may
present viable options to predict secure placement or to solve
the cost function of concern. However, more research and
development is required before giving any final judgement
about this approach.

e) Reinforcement Learning Approach: The reinforce-
ment learning approach would be a suitable choice for the
practical implementation of the TFI-aware secure macro and
cell placement task, as this approach depends solely on the
reward of agents. The reward is high for more secure positions
and the reward is less for less secure positions. Already,
Google has received success in their macros placement task
[142]. However, Google’s work doesn’t consider the security
aspect while performing the placement. The cost function of
() needs to be addressed using deep reinforcement learning
with appropriate reward, state definition, and policy function to
have TFI-aware secure placement. Again, we need the datasets
mentioned in Table [VII] and Table if we want to develop
deep reinforcement learning-based solutions.

Overall, the goal is to develop a single security metric
(®) which can evaluate the security measures of all the
vulnerabilities using a single cost function, instead of having
separate cost functions for each vulnerability. Subsequently,
we can solve the cost functions using the AI/ML approaches
mentioned above. Likewise, we can also employ these AI/ML
approaches to generate secure routing in the physical design.
We discuss the AI/ML roadmap for side-channel assessment
as part of our SPDV tool in the next section.

B. AI/ML Roadmap for SPDV tool

Here, we describe a roadmap for developing SPDV tool
using AI/ML approach. Our description mostly focused on
adopting AI/ML approach for side-channel vulnerability as-
sessment and verification as a case study. Similarly, AI/ML
approach can be implemented for other types of physical
vulnerabilities.

Side-channel analysis has seen remarkable growth in the
last five years because of the inclusion of machine learning-
based approaches for side-channel vulnerability assessment.
The practice has been noticed only in post-silicon side-
channel analysis, though the pre-silicon analysis is essential,
especially at the physical design level. As a roadmap for
side-channel analysis at the physical layout level, we propose
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Fig. 11. Roadmap for Al-based side-channel assessment

two approaches: estimation and measurement. To elaborate,
we define the estimation approach as a quick way to assess
the side-channel vulnerability at the physical layout. The
estimation approach will completely avoid any simulation, i.e.,
no EDA tool will be used in this approach for calculation.
Tools can only give physical information. All these constraints
are applied to make the process fast for deciding whether a
physical design is vulnerable or not.

The measurement approach will be based on simulation.
However, the measurement approach will give a more robust
decision about side-channel vulnerability. No constraint is
imposed upon this method like estimation. Since EDA tools
will be used for power calculation, this approach will be time-
consuming. The measurement approach starts with collecting
power side-channel traces at the layout level of a full-blown
SoC design through dynamic power analysis using EDA
tools. A corresponding power trace is collected for a random
plaintext and random key in each simulation. The vulnerability
of the physical design can be assessed by performing a side-
channel attack on these collected traces. A portion of the
collected traces is used for training the neural network, and
the attack is performed on the rest. The quality of the attack is
evaluated through performance metrics like guessing entropy,
success rate, etc. If the required number of traces to recover
a key is less than a predefined threshold value, the design is
vulnerable.

In this work, we provide a roadmap for Al-based side-
channel assessment dor measurement approach. The roadmap
is shown in Figure [TT] At first, the collected power trace
is processed through the data pre-processing step. The most
common practice of data pre-processing is to apply the typ-
ical normalization or standardization technique. Additionally,
signal decomposition techniques such as empirical mode de-
composition (EMD) [154], Hilbert vibration decomposition
(HVD) [I155]], variational mode decomposition (VMD) [156]],
and other techniques can be applied. Such decomposition
techniques depict the intrinsic features unseen in raw signals.
Notably, EMD can be used as a denoising step to remove
unnecessary information from the power traces. In the case of
a hiding countermeasure, dynamic time warping (DTW) is an
effective way to bring alignment into the misaligned traces.
Data augmentation is another data processing technique that
can improve the quality of an attack by including newer obser-
vations of data in the training set and preventing overfitting.

The roadmap suggests several ways to perform appropriate
feature selection with the help of a feature checker. The
purpose of a feature checker is to ensure the choice of selected
feature set is correct. The feature checker can be formed in
different ways. One way is to calculate feature importance

using a Random Forest classifier. In this case, the relative
feature importance of each type of feature can be calculated
in terms of Gini impurity. The features also show that higher
feature importance can be kept, and other features can be
discarded. Correlation analysis can be also a viable way to find
out efficacy of a set of features. After selecting the appropriate
features, one must choose a neural network. Convolutional
neural networks (CNN) and multilayer perceptron networks
are the most widely used neural architectures for side-channel
analysis. Zaid et. al [[157] discovered efficient but shallow con-
volutional neural network (CNN) architectures through weight
visualization, gradient visualization, and heatmaps. However,
with such techniques, achieving appropriate hyperparameter
tuning can be challenging. Wu et. al [158] showed how
automated hyperparameter tuning using Bayesian optimiza-
tion assists in performing superior side-channel attacks. Perin
et. al [159] preferred ensemble models to the single best
performance for improving the generalization of the attack.
Integration of automated hyperparameter tuning and model
ensembling to the framework can boast the performance of
the neural network. Using proper evaluation metrics to assess
the performance of the neural network architecture is another
important step. Guessing entropy and ranking loss are the top
evaluation metrics for such task.

VII. OPEN CHALLENGES

In the previous sections, we have proposed several possible
countermeasures to mitigate physical design level vulnera-
bilities, including an AI/ML roadmap. However, many chal-
lenges exist and it may be difficult to create countermeasures
efficiently. These challenges are described in the following
sections.

A. Challenges in Developing Physical Design Security Met-
rics

At present, there are no properly defined metrics that can
evaluate the security of a physical design for any specific
kind of vulnerability. To progress in secure physical design
research, it is necessary to define secure physical design
metrics so that we can evaluate how secure a physical design
is. Once we have well-defined security metric, the objective
of the physical design steps would be to optimize the layout
in order to minimize the security metric and optimize other
physical design constraints at the same time.

B. Challenges in Vulnerability Realization

1) Challenges in Side-Channel Vulnerability Assessment
in Physical Level: For side-channel assessment, we have
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already proposed an AI/ML roadmap in section Al-
though AI/ML-based approaches have a high potential for
the successful assessment of side-channel vulnerability at the
physical layout level, there are multiple critical challenges for
performing AI/ML approaches, as explained below:

o Lack of data is one of the main challenges for the ML-

based solution for side-channel vulnerability assessment
at the physical level. The growth of deep learning-
based approaches for side-channel attacks at post-silicon
traces has been around since 2018 when the open-source
large dataset ASCAD [[160] was introduced. However, no
AI/ML-based approach is performed for the pre-silicon
side-channel analysis at layout because datasets of side-
channel traces are not collected at the physical design
level. The main reason for such unavailability of data at
the physical layout is the high simulation time required
for data collection. Trace collection at the layout level is
a time-consuming and tedious task, as shown in Table
Lin et. al [42] shows that for a chip with a node count of
3.465M, the traditional VCD-based analysis takes around
671 hours run time to generate 10000 power traces. ML-
based approaches are expected to require millions of
traces to train the neural network, which indicates that
it may take many months to collect adequate data for
an ML-based solution of side-channel assessment at the
layout level. The challenge remains to introduce a well
defined and complete dataset of power traces (collected
from the physical layout at the platform level) which may
pave the way to new research direction for side-channel
analysis at the physical design level (similar to what
happened with the ASCAD dataset at the post-silicon
stage).

As mentioned before, the profiled DL-based side-channel
attack requires the following steps: data pre-processing,
feature engineering, algorithm selection, and attack eval-
uation. There is still no proper guideline for a post-silicon
or pre-silicon side-channel attack for any of these steps.
It is unclear what type of pre-processing and feature
extraction approaches would work efficiently. For Al-
based side-channel assessment, security metrics used for
performance evaluation are different from typically used
ML metrics. Still, many recent studies suggest new secu-
rity metrics for side-channel attack evaluation mentioning
possible drawbacks of existing metrics.

Lack of explainability is another open challenge for the
ML-based approach to side-channel vulnerability assess-
ment. Neural networks have shown great success, even
in robust countermeasures. However, how these networks
deal with masking countermeasures is unclear. If an
unsuccessful attack, it is tough to say whether it happens
because of a weak countermeasure or an ineffective Al
approach. It is unclear why the attack did not succeed if
it was not successful. Similarly, in case of a successful
attack, no one has been able to point out the exact weak-
ness of the design. Such a lack of explainability makes
it challenging to propose effective countermeasures.

2) Challenges in Laser Fault Injection in Physical Level:
Pre-silicon assessment for LFI poses many challenges at the
physical level, as discussed below.

o Precise modeling of laser effects during pre-silicon con-
ditions is challenging. Various SPICE models have been
proposed to emulate the laser’s transient current effect,
yet fail to account for physical design parameters (power
distribution network, nearby elements, etc.).

o Most models are presented on small components (like an
inverter or a D-flip flop). Modeling the laser impact on a
large SoC is still a challenge.

o With the reduction in technology nodes, the smallest
laser spot size can impact multiple cells in the region,
causing multiple faults. Laser modeling for the multi-
faults scenario in a large SoC is also challenging.

3) Challenges in Clock-Glitch Fault Injection Assessment
in Physical Level:

o Timing margin analysis: Defining the exact time range
within which an attacker can inject a feasible and con-
trollable fault is challenging. The upper and lower margin
of this time range is also dependent of the input stimuli.
An exhaustive simulation is required with random inputs
to figure out the exact margin of feasible fault injection.

« Feasibility analysis: Timing fault feasibility analysis re-
quires several factors to be considered simultaneously. A
feasible fault location depends on input stimuli, RC-delay
corner of static timing analysis, pulse width of glitch
signal and delay distribution of the datapath delays of
critical registers. Finding a feasible location where an
attacker can inject a feasible fault through clock glitching
is a very difficult task.

4) Challenges in AI model realization for Secure Physical
Design: As discussed in the sections designing AI/ML-
based models for secure physical designs is challenging, which
are a must to ensure trust in every stage of the hardware flow.
Many challenges need to be addressed in order to move ahead.
A few of the challenges are listed below:

o Data Requirement: To create a model that trains and
produces accurate results, a model needs data. Acquiring
circuit and layout data and labeling them is a critical
stage. The most significant drawbacks of acquiring such
data are specialized equipment and the time required to
collect and label them. It will also be a challenge to
collect data that is scalable from one design to another.

o Feature Extraction: This would be another challenge
based on the data that is collected (1D and/or 2D) and
how each feature or set of features can be utilized to make
the physical design secure.

o Developing Models: Training supervised models has a
huge bottleneck since the data required for training such
models is very limited. Some research has shown progress
when utilizing heuristic-based approaches. However, such
approaches need to analyze the vulnerabilities. It also
depends on the formulation of cost functions based on
our observed vulnerability and how it scales.
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C. Challenges in Reaching Optimum Design Point

Suppose we have the physical design security metrics,
with which we can obtain the level of vulnerability of any
physical design. Now, when we optimize the physical design
to mitigate the physical vulnerabilities, what will be the Power-
Performance-Area (PPA) overhead of the physical design.
With the advancement of technology nodes, it is already very
challenging to obtain a PPA trade-off. With security as an
added objective, it will be more difficult for designers to obtain
an acceptable PPA trade-off.

D. Challenges in Achieving Competitive Time-to-Market

The authors believe that defining physical design security
metrics involves lots of dynamic data and statistical com-
putations at all levels of metal stacks and throughout the
design. For example, power side-channel assessment may
require dynamic power traces at all levels of metal stacks and
obtaining some kind of correlation from these dynamic power
traces, which is a time-consuming and costly affair. Thus,
several additional assessments need to be done. Subsequently,
mitigating those security metrics (or vulnerabilities) will in-
crease the time-to-market of such secure physical design-based
chips. The need is a smart way of assessing the vulnerability
which reduces time and resources needed in the process.

VIII. CONCLUDING REMARKS

To ensure trust at every level of the hardware design flow,
having a secure physical design is crucial. In this paper, we
have introduced the concept of obtaining a secure physical
design that is free from any physical vulnerability. We demon-
strated how vulnerabilities can occur in the physical layout and
utilize physical vulnerabilities despite having a secure synthe-
sized gate-level netlist. Also, we have listed a brief overview of
possible countermeasures to combat physical vulnerabilities.
Moreover, we described our proposed framework for secure
physical design and verification. We also presented an AI/ML
roadmap to obtain a secure physical layout. Several challenges
for obtaining a secure physical layout are also listed in the
paper. Overall, this paper presents various aspects of obtaining
a secure physical design.
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