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Abstract. This paper provides improved preimage analysis on round-
reduced Keccak-384/512. Unlike low-capacity versions, Keccak-384/512
outputs from two parts of its state: an entire 320-bit plane and a 64/192-
bit truncation of a second plane. Due to lack of degrees of freedom, most
existing preimage analysis can only control the first 320-bit plane and
achieve limited results. By thoroughly analyzing the algebraic structure
of Keccak, this paper proposes a technology named “extra linear depen-
dence”, which can construct linear relations between corresponding bits
from two planes. To apply the technology, this paper inherits pioneers’
attack thoughts that convert output bits to linear or quadratic equations
of input variables. When solving the final equation system, those linear
relations can lead to extra restricting equations of output, exceeding the
limit of matrix rank. As a result, the complexity of preimage attacks on
2-round and 3-round Keccak-384/512 can be decreased to 239/2204 and
2270/2424 Keccak calls respectively, which are all the best known results
so far. To support the theoretical analysis, this paper provides the first
preimage of all ‘0’ digest for 2-round Keccak-384, which can be obtained
in one day with single core on an ordinary PC.
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1 Introduction

The Keccak function, designed by Bertoni et al. [1,2], was selected as the winner
of SHA-3 competition in 2012 and finally standardized in 2015 by NIST. Since
Keccak was proposed in 2008, there have been kinds of security cryptanalysis
from the public research community, including preimage [3,4,5], collision [6,7,8],
distinguishing [9,10,11], keyed modes [12,13,14], and many other unmentioned
security settings. Those advanced attack methods work well even with practical
results in low-capacity Keccak: round-reduced Keccak-224/256. Yet for round-
reduced Keccak-384/512, due to lack of freedom in message block setting, most
methods cannot work as efficiently as they do in low-capacity versions.
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In this paper, we mainly focus on preimage attacks on round-reduced Keccak-
384/512 — more specifically, linear analysis. Our research is inspired by several
creative works as summarized below. In 2016, Guo et al. [15] pioneered a strategy
named linear structure in preimage attacks on round-reduced Keccak versions.
Their idea is to linearize the whole state after several rounds with freedom space
partially left. Yet for Keccak-384/512, their linear structures can pass through
only 1 round and thus they had to adopt other advanced technologies to achieve
good results, which are not required in this paper. Then in 2019, Li and Sun [16]
improved the linear structure through a technology named allocating model: the
first message block aims to generate a restricted middle state satisfying specific
conditions, so that the second message block (XORed with the restricted middle
state) can obtain extra freedom space in preimage searching. They applied this
model merely on round-reduced Keccak-224/256, while it can also be applied on
3-round Keccak-384 (we will give a simple design in Section 3.1). Rajasree [17]
made an improvement from another perspective. He noticed the number of de-
grees of freedom left is much less than the number of (linear) output equations.
Thus he allowed non-linear parts to exist in the structure and just constructed
output equations on linear parts. This idea would not enlarge the freedom space,
but enlarge the space of random constants, which is also a noticeable problem of
high-capacity versions. In 2021, He et al. [18] proposed a technology named zero
coefficient. It refers to some linear-dependent bit pairs in Keccak’s state. Using
this technology, they successfully satisfied 173 equations with only 162 degrees
of freedom, obtaining 11 linear-dependent bit pairs. This value is limited mainly
because their analysis object is Keccak-224/256. For Keccak-384/512 (with two
output planes), the number can be increased to lane-level.

The latest preimage analysis on round-reduced Keccak-384/512 is Liu et al.’s
research [19], mainly from which we inherit the attack frameworks. They also
allowed non-linear parts to exist in the structure — unlike [17], they can indeed
enlarge the freedom space, but must deal with an entirely-quadratic output state.
Fortunately, they found that benefiting from the algebraic structure of Keccak,
the relinearization technique can be applied to the final equation system. This
technique is only suitable for a special case of quadratic equation system, where
the number of equations is much larger than the number of different quadratic
terms. Using this technique, the freedom space can bring an equivalent gain in
preimage searching. In other words, n degrees of freedom can bring a gain of
2n in preimage searching, identical to the case of linear equation system. Those
preimage analysis results on round-reduced Keccak-384/512 mentioned above3

are summarized in Table 1.

Our contributions. This paper proposes a new technology named extra linear
dependence to improve preimage attacks on round-reduced Keccak-384/512. The
technology aims to construct linear relations between corresponding bits from
3 It is worth mentioning that the best preimage analysis result on 2-round Keccak-384

so far is Kumar et al.’s [20] time-memory trade-offs, with time complexity 289 and
memory cost 287. Yet their attack frame is completely different from linear analysis.
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two output planes, so that the final equation system can be solved even when
the number of equations is more than the number of variables. Under this case,
n degrees of freedom can bring a gain even larger than 2n in preimage searching.
To apply the technology, we inherit (and slightly modify) the latest quadratic
structures in [19]. As a result, we successfully construct 128 linear-dependent bit
pairs in 2-round Keccak-384/512 and 24 linear-dependent bit pairs in 3-round
Keccak-384, which can decrease the searching complexity (guessing times) by
264/212. As for 3-round Keccak-512, due to lack of controllable column sums,
extra linear dependence can hardly be applied. Yet we still make a progress by
rectifying an omission in applying the relinearization technique and improving
the quadratic structure. To support our analysis, we firstly provide an actual
preimage (matching the padding rule) of all ‘0’ digest for 2-round Keccak-384.
Comparisons between our results and previous results are displayed in Table 1.

Table 1. Summary of preimage analysis on round-reduced Keccak-384/512.

Variant Guessing Sizea Solving Final Reference
Times Time Complexity

2-round Keccak-384

2129 \ \ \ [15]b
2113 \ \ \ [17]b
293 384 211 2104 [19]c
228 320 211 239 Sect. 5.1

2-round Keccak-512

2384 \ \ \ [15]b
2321 \ \ \ [17]b
2258 448 212 2270 [19]c
2193 384 211 2204 Sect. 5.2

3-round Keccak-384

2322 \ \ \ [15]b
2321 \ \ \ [17]b
2271 460 212 2283 [19]c
2258 460 212 2270 Sect. 5.3

3-round Keccak-512

2482 \ \ \ [15]b
2475 \ \ \ [17]b
2440 494 212 2452 [19]c
2412 448 212 2424 Sect. 5.4

4-round Keccak-384 2371 \ \ \ [17]b
2366 175 29 2375 [19]c

a“Size” is the total number of variables in the equation system after applying
the relinearization technique. For better comparison, we will use the same way
to calculate “Size” and “Solving Time” is then estimated according to [19].
bThe cited results refer to guess times instead of Keccak calls, which do not
include the complexity of solving the final equation system.
cThe authors made a mistake in matching Keccak’s padding rule. Their results
in “Guessing Times” and “Final Complexity” should all be cut down by 21.
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Organization. This paper starts with some preliminaries and notations about
Keccak in Section 2. An overview about the attack thoughts of linear analysis on
round-reduced Keccak is given in Section 3. The core technology of extra linear
dependence is explained in Section 4. Improved preimage attacks on 2-round and
3-round Keccak-384/512 are provided in Section 5. Conclusions are summarized
in Section 6.

2 Preliminaries

This section gives the descriptions about sponge construction, Keccak-f permu-
tation, SHA-3 standard, properties of S-box inversion, and the meanings of the
notations used in this paper.

2.1 Sponge Construction

The Keccak function adopts a new iterative construction named sponge, which
involves three parameters r, c, d and a permutation Keccak-f [b] with b = r + c
(as depicted in Fig. 1). This construction processes a message in two phases —
absorbing phase and squeezing phase. In absorbing phase, the message M (after
padding) is split into r-bit blocks. Starting with a b-bit all ‘0’ IV, its first r bits
are XORed with the first message block, followed by an execution of Keccak-f .
After all message blocks are similarly processed, it comes to the squeezing phase.
In squeezing phase, the construction outputs an r-bit digest and mixes its state
by executing Keccak-f , repeating until the digest length reaches d. Finally, the
digest is truncated to the first d bits.
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Fig. 1. The sponge construction.

2.2 Keccak-f Permutation

The core of Keccak-f calculation is its b-bit state. In [2], the designers provided
seven Keccak-f permutations where b ∈ {25, 50, 100, 200, 400, 800, 1600}. NIST
finally chose b = 1600 as SHA-3 standard [21]. In this paper, we also consider
the case of b = 1600 only.
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In the case of b = 1600, the state of Keccak-f can be regarded as 5×5 64-bit
lanes (as depicted in Fig. 2). Each bit is denoted as Ax,y,z, where x varies from
0 to 4, y varies from 0 to 4, and z varies from 63 to 0 (counting from the most
significant bit) as directed by arrows in Fig. 2. The r-bit part of the state piles in
order of A0,0,0 ∼ A0,0,63, A1,0,0 ∼ A1,0,63, . . . , A4,0,0 ∼ A4,0,63, A0,1,0 ∼ A0,1,63 . . .
Furthermore, the designers defined some components of the state (also depicted
in Fig. 2). Among these components, a momentous one in this paper is “plane”,
which consists of 5 lanes or 64 rows.
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Fig. 2. The state and its components of Keccak-f .

As for the Keccak-f calculation, it consists of 24 rounds of function R, and
each R consists of five steps R = ι ◦ χ ◦ π ◦ ρ ◦ θ, where:

θ : Ax,y,z = Ax,y,z ⊕
⊕

j=0∼4
(Ax−1,j,z ⊕Ax+1,j,z−1)

ρ : Ax,y,z = Ax,y,z−rx,y

π : Ax,y,z = Ax+3y,x,z

χ : Ax,y,z = Ax,y,z ⊕ (Ax+1,y,z ⊕ 1) ·Ax+2,y,z

ι : A0,0,z = A0,0,z ⊕RCz

(1)

In the formulas above, “⊕” means bit-wise XOR and “·” means bit-wise AND.
Indices x and y are calculated modulo 5 and index z is calculated modulo 64.
Besides, rx,y refers to a lane-dependent rotation constant as shown in Table 2.
RC is a round-dependent constant. We omit the details of RC here since those
constants do not affect our attack methods.

Table 2. The offsets of ρ.

x = 0 x = 1 x = 2 x = 3 x = 4
y = 0 0 1 62 28 27
y = 1 36 44 6 55 20
y = 2 3 10 43 25 39
y = 3 41 45 15 21 8
y = 4 18 2 61 56 14
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2.3 SHA-3 Standard

Any Keccak variant can be denoted as Keccak[r, c, d] with bitrate r, capacity c
and digest length d. In [21], NIST standardized four SHA-3 versions that have
r = 1600− 2d and c = 2d, where d ∈ {224, 256, 384, 512}. Therefore, we can use
Keccak-d or SHA-3-d to denote a SHA-3 version for short.

The only difference between Keccak-d and SHA-3-d is padding rule: Keccak
pads the message by 10∗1 while SHA-3 pads the message by 0110∗1. This means
for both Keccak and SHA-3, the last bit of message block Mw must be ‘1’ and
for only SHA-3, the penultimate ‘1’ must follow “01”. Therefore, matching the
padding rule of Keccak4 or SHA-3 will further increase the searching complexity
by 21 or 23.

2.4 Properties of S-Box Inversion

According to Keccak-f calculation, the digest of Keccak is finally truncated from
the state after the last ι step, which is just a simple constant-XOR and can be
directly inversed. One step backwards, the state before the last χ step can also
be partially recovered from the digest. Inversing the last χ step can effectively
decrease the algebraic degree of output equations and make preimage attacks
much easier.

Since step χ processes on different rows, it can be regarded as a 5-bit S-box,
where input a0a1a2a3a4 and output b0b1b2b3b4 are calculated by (the subscript
is calculated modulo 5):{

bi = ai ⊕ (ai+1 ⊕ 1) · ai+2

ai = bi ⊕ (bi+1 ⊕ 1) · (bi+2 ⊕ (bi+3 ⊕ 1) · bi+4)
(2)

Most properties of S-box inversion have been thoroughly discussed in previous
works [15,16,17,18,19]. For simplicity, here we just state some properties related
to this paper without any proof.

I. Matching the first 320-bit plane with b0b1b2b3b4 all known.
In this case, each ai can be recovered according to equations (2). And any

restricting equation on recovered ai can bring a gain of 21 — before setting the
restricting equations, those involved ai must be linearized first.

II. Matching the 64-bit truncation of the second plane with b0 known.
In this case, there are two ways to set restricting equations. If attackers set

a0 = b0, although the matching probability is only 3/4, one restricting equation
can still bring a gain of 3/4÷1/2 ≈ 20.58. If attackers set a0 = b0 and meanwhile
ensure a1 = 1 or a2 = 0, b0 must be matched and two restricting equations can
bring a gain of 21.

III. Matching the 192-bit truncation of the second plane with b0b1b2 known.
This case is much more complicated. On one hand, through delicate substi-

tutions, it can be proved that:
4 In [19], the authors mistook the extra cost for 22 with the last two bits “11”, which

is actually unnecessary.
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{
a0 ⊕ (b1 ⊕ 1) · a2 = b0

a1 ⊕ (b2 ⊕ 1) · a3 = b1
(3)

Therefore, restricting equations on a0 or a0 ⊕ a2 (depending on b1) and a1
or a1 ⊕ a3 (depending on b2) can always bring a gain of 21 each.

On the other hand, our attacks may encounter a special situation that only
a0 and a4 can be restricted. In this case, attackers can set:{

a0 = b0 ⊕ (b1 ⊕ 1) · b2
a4 = 0

(4)

Then it can be proved that as long as b1 and b2 are randomly matched, b0
must be simultaneously matched. Therefore, two restricting equations on a0 and
a4 can always bring a gain of 21.

2.5 Notations

From this section on, we will no longer use A to denote the state of Keccak-f ,
since it cannot accurately show the execution process. Instead, we will use capital
Greek letters (in {Θ,P,Π,X, I}) with a superscript (from 1 to 3) to denote the
state exactly after the corresponding step is executed. For examples, Π2 denotes
the state after the second π step, and X3 denotes the state after the third χ step.
In particular, I0 denotes the initial state of a single Keccak-f (after XORing the
message block). The first r bits of I0 are named “input part” (XORed with r-bit
message), and the last c bits of I0 are named “restricted part” (uncontrollable
in coming Keccak-f).

To avoid ambiguity, we will always use three indices in subscript to denote a
component of the state. However, we may use “∗” to indicate all possible values.
For examples, I1∗,y,z is a 5-bit row, I1x,∗,z is a 5-bit column, I1x,y,∗ is a 64-bit lane,
I1∗,y,∗ is a 320-bit plane, and I1∗,∗,z is a 5× 5 slice. If the subscript is omitted, it
indicates the 1600-bit whole state (like notations above).

Column sum setting is the core issue of preimage analysis on round-reduced
Keccak. In this paper, we use SA with two parameters x, z to denote the sum of
a certain column from state A, which is:

SA(x, z) =
⊕

y=0∼4
Ax,y,z (5)

Similarly, x, z may be replaced by “∗” to indicate a set of column sums.

3 Overview

This section describes some existing attack thoughts of linear analysis on round-
reduced Keccak-384/512, which greatly inspire our research. Developments of the
attack framework can be divided into two parts: linear structure with allocating
model, and quadratic structure with the relinearization technique.
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3.1 Linear Structure with Allocating Model

In 2016, Guo et al. [15] applied linear analysis in round-reduced Keccak and
proposed the basic linear structure. Their idea is to linearize step χ, which is
the only non-linear step in function R, so that they can get an entirely-linear
state after several rounds. Take their 1-round linear structure for Keccak-384 as
an example (as shown in Fig. 3).

� !" #" �"

!$#$

% & ∘ ( ) ∘ *

%

& ∘ (

linear 0const restricted part

Fig. 3. The 1-round linear structure for Keccak-384 in [15].

Since the forward S-box calculation is bi = ai ⊕ (ai+1 ⊕ 1) · ai+2, to linearize
step χ, attackers must ensure no consecutive linear bits exist in any row before
step χ (in state Πn). However, due to the first θ step, initial variable bits will
diffuse messily in Π1. To control the diffusion, attackers must fix related column
sums by setting (linear) equations. For Fig. 3, the equations should be5:{

I00,0,z ⊕ I00,1,z ⊕ I00,2,z ⊕ I00,3,z ⊕ I00,4,z = SI0(0, z)

I02,0,z ⊕ I02,1,z ⊕ I02,2,z ⊕ I02,3,z ⊕ I02,4,z = SI0(2, z)
(6)

Then through column sum setting, the number of linear lanes remains 6 in
Π1, and the first χ step is successfully linearized. Yet according to the forward
S-box calculation, variables in Π1

x,y,∗ may still diffuse to I1x−1,y,∗ or I1x−2,y,∗, and
finally cover the whole Π2. Therefore, Guo et al.’s basic linear structure can only
pass through 1-round for Keccak-384.

In summary, by setting 384 initial variable bits and fixing 128 column sums,
Guo et al. designed a 1-round linear structure for Keccak-384 with 256 degrees
of freedom left. Those degrees of freedom were further used to restrict equivalent
bits of Π2

∗,0,∗, which can be recovered from the digest (cf. Section 2.4). Count-
ing the padding rule, their searching complexity of preimage attack on 2-round
Keccak-384 is 2384−256+1 = 2129.
5 Among any equation system in this paper, z varies from 0 to 63, red indicates linear

variables, purple indicates controllable constants (attackers can arbitrarily set) and
grey indicates uncontrollable constants (have been determined).
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To promote the basic linear structure, a natural idea is to further control the
diffusion in the first χ step, which requires extra conditions in the restricted part
of I0. In 2019, Li and Sun [16] constructed an allocating model and solved this
problem. By applying such a model, they merely improved preimage attacks on
round-reduced Keccak-224/256. For better comparison, here we simply design a
2-round linear structure for Keccak-384 in accordance with their idea (as shown
in Fig. 4).
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linear 0const 1conditional restricted part

Fig. 4. A 2-round linear structure for Keccak-384 by applying allocating model.

Compared to Fig. 3, this structure starts with identical initial variable bits
(and identical column sum equations) in I0. However, this structure maintains
several lanes of ‘0’ and ‘1’ in Π1, so that the diffusion in the first χ step can be
effectively controlled. Similarly, after setting 192 column sum equations in the
second θ step (as enclosed below), this structure can linearize the second χ step
with 384− 128− 192 = 64 degrees of freedom left.

I10,0,z ⊕ I10,1,z ⊕ I10,2,z ⊕ I10,3,z ⊕ I10,4,z = SI1(0, z)

I11,0,z ⊕ I11,1,z ⊕ I11,2,z ⊕ I11,3,z ⊕ I11,4,z = SI1(1, z)

I12,0,z ⊕ I12,1,z ⊕ I12,2,z ⊕ I12,3,z ⊕ I12,4,z = SI1(2, z)

(7)

Those lanes of ‘0’ and ‘1’ are originally generated in the first θ step. Then
according to the calculation of step θ, extra conditions are required in advance:

I01,0,z = I01,1,z ⊕ 1 = I01,3,z ⊕ 1 = I01,4,z

I03,1,z = I03,2,z = I03,3,z

I04,0,z = I04,1,z = I04,4,z

(8)

Among above conditions, I01,3,z ⊕ 1 = I01,4,z and I03,2,z = I03,3,z belong to the
restricted part, which attackers cannot control. We name this kind of conditions
“restricted conditions”. Those restricted conditions can only be satisfied by the
output of previous Keccak-f , and thus require an allocating model. In general
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cases, even if attackers satisfy all restricted conditions by an exhaustive search,
the complexity is still far away from that of preimage searching (neglecting the
solving time, temporarily) — for Fig. 4, the former is 2128, while the latter is
2384−64+1 = 2321. Therefore, the total searching complexity only depends on the
freedom space left in the linear structure.

Another noticeable problem in allocating model is the size of random space,
which is the total number of different equation systems the linear structure can
generate. Let d1 denote the searching complexity of satisfying all restricted condi-
tions (d1 can be constant-level), d2 denote the searching complexity of preimage
attack, and dr denote the size of random space. Usually dr < d2, under this case
attackers are expected to restart the linear structure (generating another quali-
fied I0) [d2/dr] times to find a preimage. Then the total searching complexity of
satisfying all restricted conditions is d1 × [d2/dr] — if dr < d1, the total search-
ing complexity becomes [d1/dr] × d2 rather than d2. Therefore, when applying
allocating model, the size of random space should satisfy dr ≥ d1.

As for the calculation of dr, it depends on the number of controllable column
sums. For Fig. 4, SI1(0, ∗), SI1(1, ∗) and SI1(2, ∗) are all controllable, while SI0

must satisfy following relations6 to generate those lanes of ‘0’ and ‘1’ in Θ1.
Counting controllable SI0(1, ∗), the size of random space is dr = 264+192 = 2256.

SI0(0, z)⊕ SI0(2, z − 1)⊕ I01,3,z = Θ1
1,3,z = 0

SI0(2, z)⊕ SI0(4, z − 1)⊕ I03,3,z = Θ1
3,3,z = 0

SI0(3, z)⊕ SI0(0, z − 1)⊕ I04,4,z = Θ1
4,4,z = 1

(9)

In summary, by applying allocating model, the basic linear structure can be
promoted to 2-round for Keccak-384. Under this structure, the total searching
complexity of preimage attack on 3-round Keccak-384 is 2384−64+1 = 2321. The
model parameters are d1 = 2128, d2 = 2321 and dr = 2256, satisfying d1 ≤ dr.

3.2 Quadratic Structure with the Relinearization Technique

In the previous section, the designs of linear structure all aim to get an entirely-
linear state, which is unnecessary in some cases. Like the example in Fig. 4, the
entirely-linear Π3 contains 320 restricting equations on Π3

∗,0,∗ that can bring a
gain of 21 each, while the number of degrees of freedom left is only 64. In 2019,
Rajasree [17] designed a 2-round partially-linear structure for Keccak-384 (as
shown in Fig. 5) that achieved a balance between the two values.

In the partially-linear structure, quadratic lanes are allowed to exist, so that
the number of linear restricting equations on Π3

∗,0,∗ and the number of degrees
of freedom left can be matched (both are 64). Calculations of model parameters
are very similar to the contents in Section 3.1 — for simplicity, here we directly
conclude that the model parameters are d1 = 264, d2 = 2321 and dr = 2320.

Compared to the entirely-linear structure (Fig. 4), Rajasree’s partially-linear
structure can merely enlarge the size of random space dr, remaining the searching
6 Please notice that SI0(4, ∗) has actually been determined by conditional constants.
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complexity d2 unchanged. Yet this idea still gives us great inspirations because
a larger random space will greatly contribute in the application of extra linear
dependence.
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Fig. 5. The 2-round partially-linear structure for Keccak-384 in [17].

However, Rajasree’s attack framework has not fully balanced the number of
linear restricting equations and the number of degrees of freedom left, because
all those 256 quadratic bits in Π3

∗,0,∗ are generated by the diffusion of only 128
quadratic terms in I2. This is exactly the suitable case to apply the relineariza-
tion technique. The relinearization technique is a solving algorithm for special
quadratic (or higher-degree) equation systems, where the number of equations is
much larger than the number of different quadratic (or non-linear) terms. Take
the equation system in Fig. 6 as an example.
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relinearize

solve

examine

Fig. 6. An example of applying the relinearization technique.



12 He et al.

The equation system in Fig. 6 contains 3 variables and 6 equations — if it
is a linear equation system, solvers can simply satisfy 3 out of 6 equations and
match the others randomly with a probability of 2−3. Although the example is
a quadratic equation system, it can be equivalently solved by introducing 3 new
variables to replace each different quadratic term. Then the equation system will
become entirely-linear and can be simply solved by Gaussian Elimination on a
6× 6 matrix. Finally solvers only need to examine whether 3 new variables are
correctly matched, and the solving probability is equivalently7 2−3.

Generally speaking, for a quadratic equation system that contains v variables
and e equations, the relinearization technique is suitable only when the number
of different quadratic terms q satisfies q ≤ e − v, and the solving probability is
2e−(v+q)+q = 2e−v. This means in special scenes, the freedom space can bring
an equivalent gain even though the restricting equations are quadratic.

Reviewing Rajasree’s attack framework (Fig. 5), if we apply the relineariza-
tion technique, the system parameters will be v = 64, e = 320 and q = 128,
which apparently have room for improvements (still far away from q = e − v).
In 2021, Liu et al. [19] designed a 2-round quadratic structure8 for Keccak-384
(as shown in Fig. 7). Unlike Fig. 5, their attack framework can indeed enlarge
the freedom space.
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Fig. 7. The 2-round quadratic structure for Keccak-384 in [19].

The core idea of their attack framework is to reduce some column sum equa-
tions in SI1(1, ∗), fixing only t out of 64 instead:
7 They are not strictly equivalent because the probability of a random n × n matrix

being singular depends on n.
8 Without relinearization, the final state Π3 will be (almost) entirely-quadratic.
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
I10,0,z ⊕ I10,1,z ⊕ I10,2,z ⊕ I10,3,z ⊕ I10,4,z = SI1(0, z)

I11,0,z ⊕ I11,1,z ⊕ I11,2,z ⊕ I11,3,z ⊕ I11,4,z = SI1(1, z), z = z1, z2, . . . , zt

I12,0,z ⊕ I12,1,z ⊕ I12,2,z ⊕ I12,3,z ⊕ I12,4,z = SI1(2, z)

(10)

Then this quadratic structure can leave 64− t more degrees of freedom, yet
generating 256−4t quadratic bits in I2. Fortunately, by applying the relineariza-
tion technique, as long as 128− t+ 256− 4t ≤ 320 holds, the freedom space can
still bring an equivalent gain without loss. It is derived that t ≥ 13.

In summary, by reducing 51 column sum equations in SI1(1, ∗) (269 in total),
Liu et al. designed a 2-round quadratic structure for Keccak-384 with 115 degrees
of freedom left. Although they finally obtained a quadratic equation system, the
remaining freedom space can still bring an equivalent gain of 2115 by applying
the relinearization technique. The model parameters of their attack framework
are d1 = 2128, d2 = 2270 and dr = 2141 (with SI0 all determined and 141 control-
lable column sums in SI1). The system parameters of their attack framework
are v = 256, e = 320 + 141 = 461 and q = 4× (64− 13) = 204.

Calculation of “Size”. In [19], the authors used a unique way to calculate the
total number of variables in the final quadratic equation system. They regarded
the number of initial variable bits as reduced by the column sum equations in
SI0 (e.g. 384−128 = 256 in Fig. 7). As a result, “Size” of their attack framework
for 3-round Keccak-384 is thus 256 + 204 = 460. In this paper, we will use the
same way to calculate “Size” for better comparison.

4 Extra Linear Dependence

This section discusses extra linear dependence, which is the core technology of
our improved preimage attacks on round-reduced Keccak-384/512.

4.1 Basic Principle of Extra Linear Dependence
The technology of extra linear dependence aims to construct linear-dependent
bit pairs in Πn, so that some pairs of restricting equations can be simultaneously
satisfied by only 1 degree of freedom, and the number of equations in the final
equation system can exceed the limit of matrix rank. For example, if attackers
construct p linear-dependent bit pairs, then p extra restricting equations can be
added into the final equation system (the matrix rank is still unchanged), and
the complexity reduce of preimage searching is just corresponding to the total
gain of p extra restricted bits in Πn.

Before discussing the construction of multiple linear-dependent bit pairs, we
should first explain the basic principle of one bit pair being linear-dependent9.
The basic principle is revealed in Fig. 8.
9 Actually this basic principle is just identical to the technology of zero coefficient [18],

which also inspires our research.
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Fig. 8. The basic principle of extra linear dependence.

Suppose there are two restricting equations in Πn. Each equation consists of
11 bits from Θn. Then if two restricted bits are permuted from the same column
Θn

x,∗,z, 10 out of 11 bits are duplicate in the equation pair. Therefore, as long as
2 unique bits are both constants, linear dependence of the equation pair can be
ensured. This relation can be written as:

Θn
x,y1,z ⊕Θn

x,y2,z = In−1
x,y1,z ⊕ In−1

x,y2,z = const (11)

One step backwards, since In−1
x,y,z = Πn−1

x,y,z⊕ (Πn−1
x+1,y,z⊕1) ·Πn−1

x+2,y,z, whether
In−1
x,y,z is a constant depends on related bits in Πn−1. If Πn−1

x+1,y,z or Πn−1
x+2,y,z is a

variable, attackers can prevent the diffusion of variable by ensuring Πn−1
x+2,y,z = 0

or Πn−1
x+1,y,z = 1. However, if Πn−1

x,y,z has been a variable, In−1
x,y,z is impossible to

be a constant. The value control further depends on column sums in SIn−2 . For
example, when constructing the linear-dependent bit pair In−1

3,0,z ⊕ In−1
3,3,z = c(z)

in Fig. 8, suppose the distribution of variables (indicated by red) is:{
In−1
3,0,z = Πn−1

3,0,z ⊕ (Πn−1
4,0,z ⊕ 1) ·Πn−1

0,0,z = Πn−1
3,0,z

In−1
3,3,z = Πn−1

3,3,z ⊕ (Πn−1
4,3,z ⊕ 1) ·Πn−1

0,3,z = Πn−1
3,3,z

(12)

Then column sums in SIn−2 are required to satisfy10:
Πn−1

0,0,z = Θn−1
0,0,z = SIn−2(4, z)⊕ SIn−2(1, z − 1)⊕ In−2

0,0,z = 0

Πn−1
4,3,z = Θn−1

3,4,z−56 = SIn−2(2, z − 56)⊕ SIn−2(4, z − 57)⊕ In−2
3,4,z−56 = 1

Πn−1
3,0,z ⊕Πn−1

3,3,z = Θn−1
3,3,z−21 ⊕Θn−1

2,3,z−15 = In−2
3,3,z−21 ⊕ SIn−2(2, z − 21) \\

⊕ SIn−2(4, z − 22)⊕ SIn−2(1, z − 15)⊕ SIn−2(3, z − 16)⊕ In−2
2,3,z−15 = c(z)

(13)
10 Here c(z) is a certain value that can be calculated from two known restricting equa-

tions (cf. Section 2.4) on Πn
3,0,z1 and Πn

0,1,z2 . Therefore, it requires an extra condition
to match Πn−1

3,0,z ⊕Πn−1
3,3,z = c(z).
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In this paper, these equations are named “column sum conditions” (distin-
guished from “column sum equations”). Satisfying column sum conditions does
not require any degree of freedom, but requires controllable column sums in the
attack framework. Therefore, when applying the technology of extra linear de-
pendence, the random space will be greatly compressed, and the calculation of
dr will become a momentous problem.

4.2 Construction of Multiple Linear-Dependent Bit Pairs
The basic principle of extra linear dependence has been explained in the previous
section. Actually in [18], the authors have proposed a similar technology named
zero coefficient. Such a technology aimed to find some linear-dependent pairs in
a certain equation system to save degrees of freedom. As a result, the authors
found 11 linear-dependent pair in 173 equations. This value is limited mainly
because their analysis object is Keccak-224/25611. Yet for Keccak-384/512, the
first two planes in Πn contains as many as 320 (possibly) linear-dependent bit
pairs as summarized below(“→” means the permutation through π ◦ ρ):

(Θn
3,0,z → Πn

0,1,z+28)⊕ (Θn
3,3,z → Πn

3,0,z+21) = const

(Θn
4,1,z → Πn

1,1,z+20)⊕ (Θn
4,4,z → Πn

4,0,z+14) = const

(Θn
0,2,z → Πn

2,1,z+3)⊕ (Θn
0,0,z → Πn

0,0,z) = const

(Θn
1,3,z → Πn

3,1,z+45)⊕ (Θn
1,1,z → Πn

1,0,z+44) = const

(Θn
2,4,z → Πn

4,1,z+61)⊕ (Θn
2,2,z → Πn

2,0,z+43) = const

(14)
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Fig. 9. 320 (possibly) linear-dependent bit pairs.

Therefore, the technology of extra linear dependence tends to “construct”
rather than “find” linear-dependent bit pairs. When applying extra linear de-
pendence, attackers had better:
11 Due to the algebraic structure of Keccak, any linear-dependent bit pair can never

be located in the same plane of Πn — this leads to the main difference between
zero coefficient and extra linear dependence. Since the output of Keccak-224/256 is
generated from merely the first plane of Πn, zero coefficient can only be applied to
the linearization process and its improvement is quite limited. However, extra linear
dependence can directly be applied to the output matching of Keccak-384/512. Then
the improvement can be much larger and the construction of linear-dependent bit
pairs becomes a worth-thinking problem.



16 He et al.

I. Maximize the number of constructed linear-dependent bit pairs to obtain
the largest gain.

II. Minimize the number of required column sum conditions to ensure the
random space (dr ≥ d1).

From the example in the previous section (equations (13)), it’s shown that
the construction of a single linear-dependent bit pair requires three column sum
conditions. However, by designing specific attack frameworks (depending on the
distribution of variables), attackers can construct multiple linear-dependent bit
pairs with less than three column sum conditions in average. Take the same bit
pair In−1

3,0,z ⊕ In−1
3,3,z = c(z) as an example. Suppose the distribution of variables

changes to: {
In−1
3,0,z = Πn−1

3,0,z ⊕ (Πn−1
4,0,z ⊕ 1) ·Πn−1

0,0,z = Πn−1
3,0,z

In−1
3,3,z = Πn−1

3,3,z ⊕ (Πn−1
4,3,z ⊕ 1) ·Πn−1

0,3,z

(15)

In this case, although variables cannot diffuse to In−1
3,3,z, attackers still need

to fix Πn−1
4,3,z or Πn−1

0,3,z — otherwise, In−1
3,0,z ⊕ In−1

3,3,z = c(z) will become a quadratic
equation from the perspective of SIn−2 . Then since Πn−1

4,0,z = 1 has been required,
attackers can choose to fix Πn−1

0,3,z = 1, which involves the same column sums as
the former. Finally, attackers can construct 64 linear-dependent bit pairs with
only two column sum conditions12 in average (In−2

4,0,z = In−2
4,4,z is required in the

attack framework):

Πn−1
4,0,z = Θn−1

4,4,z−14 = SIn−2(3, z − 14)⊕ SIn−2(0, z − 15)⊕ In−2
4,4,z−14 = 1

Πn−1
0,3,z = Θn−1

4,3,z−27 = SIn−2(3, z − 27)⊕ SIn−2(0, z − 28)⊕ In−2
4,0,z−27 = 1

Πn−1
3,0,z ⊕Πn−1

3,3,z ⊕Πn−1
4,3,z ⊕ 1 = Θn−1

3,3,z−21 ⊕Θn−1
2,3,z−15 ⊕Θn−1

3,4,z−56 ⊕ 1 \\

= SIn−2(2, z − 21)⊕ SIn−2(4, z − 22)⊕ SIn−2(1, z − 15)⊕ SIn−2(3, z − 16) \\

⊕ SIn−2(2, z − 56)⊕ SIn−2(4, z − 57)⊕ In−2
3,3,z−21 ⊕ In−2

2,3,z−15 ⊕ In−2
3,4,z−56 = c(z)

(16)
Generally speaking, when constructing multiple linear-dependent bit pairs,

the effect of extra linear dependence highly depends on the attack framework.
And after massive attempts on different designs, it is concluded that combining
extra linear dependence and quadratic structures can exactly reach the lowest
final complexity.

4.3 Gain Analysis of Extra Linear Dependence

Since Πn
∗,0,∗ can be fully recovered from the digest. as long as the final equation

system contains a restricting equation on Πn
x1,0,z1 , linear dependence between

Πn
x1,0,z1 and Πn

x2,0,z2 is equivalent to an extra restricting equation on Πn
x2,0,z2

(corresponding to ax2
). As for the gain of restricting equations on different ai,

please refer to Section 2.4.
12 Please notice that as long as In−2

4,0,z = In−2
4,4,z holds (z varies from 0 to 63), the first

line and the second line will correspond to an identical set.
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For simplicity, here we generally summarize that:
I. Gains of multiple restricting equations in different rows can be summed

up independently.
II. In most cases, one restricting equation can bring a gain of 20.58, and two

restricting equations in the same row can bring a gain of 21.

5 Preimage Attacks on Round-Reduced Keccak-384/512

This section provides improved preimage attacks on 2-round and 3-round Keccak-
384/512. For 2-round Keccak-384/512 and 3-round Keccak-384, we modify the
quadratic structures designed in [19] to apply extra linear dependence and con-
struct lane-level linear-dependent bit pairs. As for 3-round Keccak-512, although
extra linear dependence can hardly be applied due to lack of controllable column
sums, we still make a progress by rectifying an omission in applying the relin-
earization technique and designing an improved quadratic structure.

5.1 Improved Preimage Attack on 2-Round Keccak-384

Our attack framework of improved preimage attack on 2-round Keccak-384 is
given in Fig. 10.
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Fig. 10. A modified 1-round quadratic structure for Keccak-384.

Modification of the quadratic structure. Inspired by the design in [19], we
set identical 512 variable bits and 192 column sum equations in I0. 8 linear lanes
are then permuted to different locations in Π1, among which 2 consecutive ones
will generate 1 quadratic lane I14,4,∗ through the first χ step. In [19], the authors
relinearized I14,4,∗ by introducing new variables, while in this paper, we regard
I14,4,z = Π1

4,4,z ⊕ (Π1
0,4,z ⊕ 1) ·Π1

1,4,z = Π1
4,4,z with a holding probability of 3/4.
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Parameters about the relinearization technique. Since I14,4,z is regarded as
a constant, the relinearization technique is unnecessary in our attack framework.

In conclusion, this quadratic structure can leave 512− 192 = 320 degrees of
freedom but hold with a probability of only (3/4)64 ≈ 2−27. Entire column sum
equations are given below. Under this structure, the basic searching complexity
(before applying extra linear dependence) is 2384−320+1 × 227 = 292.

I00,0,z ⊕ I00,1,z ⊕ I00,2,z ⊕ I00,3,z ⊕ I00,4,z = SI0(0, z)

I02,0,z ⊕ I02,1,z ⊕ I02,2,z ⊕ I02,3,z ⊕ I02,4,z = SI0(2, z)

I03,0,z ⊕ I03,1,z ⊕ I03,2,z ⊕ I03,3,z ⊕ I03,4,z = SI0(3, z)

(17)

As for the application of extra linear dependence, the target linear-dependent
bit pairs are (as marked by red numbers in Fig. 10):{

(Θ2
3,0,z → Π2

0,1,z+28)⊕ (Θ2
3,3,z → Π2

3,0,z+21) = I13,0,z ⊕ I13,3,z = c1(z)

(Θ2
4,1,z → Π2

1,1,z+20)⊕ (Θ2
4,4,z → Π2

4,0,z+14) = I14,1,z ⊕ I14,4,z = c2(z)
(18)

And the distribution of variables in Π1 is:
I13,0,z = Π1

3,0,z ⊕ (Π1
4,0,z ⊕ 1) ·Π1

0,0,z = Π1
3,0,z

I13,3,z = Π1
3,3,z ⊕ (Π1

4,3,z ⊕ 1) ·Π1
0,3,z

I14,1,z = Π1
4,1,z ⊕ (Π1

0,1,z ⊕ 1) ·Π1
1,1,z = Π1

4,1,z

I14,4,z = Π1
4,4,z ⊕ (Π1

0,4,z ⊕ 1) ·Π1
1,4,z = Π1

4,4,z (prob. : 3/4)

(19)

It’s found that Π1
4,0,∗ = 1, Π1

0,3,∗ = 0 and Π1
1,1,∗ = 0 involve common column

sums. Thus the entire column sum conditions are (I04,0,z = I04,1,z = I04,4,z ⊕ 1 is
required in the quadratic structure):

SI0(3, z)⊕ SI0(0, z − 1) = I04,4,z ⊕ 1

Π1
3,0,z ⊕Π1

3,3,z = Θ1
3,3,z−21 ⊕Θ1

2,3,z−15 = SI0(2, z − 21)⊕ SI0(4, z − 22) \\

⊕ I03,3,z−21 ⊕ SI0(1, z − 15)⊕ SI0(3, z − 16)⊕ I02,3,z−15 = c1(z)

Π1
4,1,z ⊕Π1

4,4,z = Θ1
2,4,z−61 ⊕Θ1

1,4,z−2 = SI0(1, z − 61)⊕ SI0(3, z − 62) \\

⊕ I02,4,z−61 ⊕ SI0(0, z − 2)⊕ SI0(2, z − 3)⊕ I01,4,z−2 = c2(z)
(20)

The examination shows that the rank of 192 column sum conditions is also
192. Therefore, for any values of c1(z) and c2(z) (determined by corresponding
restricting equations), 128 linear-dependent bit pairs can be constructed under
above column sum settings. Those linear-dependent bit pairs are equivalent to
128 extra restricting equations on Π2

0,1,∗ and Π2
1,1,∗ — according to Section 2.4,

the total gain is 264.
In summary, by modifying the quadratic structure and applying extra linear

dependence, we decrease the searching complexity of preimage attack on 2-round
Keccak-384 from 292 to 228 (corresponding to 239 2-round Keccak calls). Since
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the modified structure does not contain any restricted condition in I0, allocating
model is unnecessary for the attack. To support our analysis, Table 3 presents
an actual preimage of all ‘0’ digest (matching the padding rule). Source codes
are publicly available at https://github.com/lxe21/2round-Keccak384.

Table 3. An actual preimage for 2-round Keccak-384 (in big-endian order).

Initial State I0 (one message block)
65fbd7e20b5fe6b4 0000000000000000 b7fb5afa8f3f1ffb dd2d29a4b4194993 ffffffffffffffff

9bec84cf16dc95f5 fffffffffd9c96b1 09e053aed207f2d7 dd2d292436194993 ffffffffffffffff

01e8ac92a37c8cbe fffffffffd9c96b1 be1b097079a8ed2c 0000000000000000 0000000000000000

0000000000000000 0000000000000000 0000000000000000 0000000000000000 0000000000000000

0000000000000000 0000000000000000 0000000000000000 0000000000000000 0000000000000000

State Π2 (the first two planes)
0000000000008082 0000000000008082 0000000000000000 0000000000008082 0000000000000000

0000000000000000 ffffffffffffffff d9216fe9e51c940e 5adf53be68c76a5e 0909240404100000

Digest State I2 (the first two planes)
0000000000000000 0000000000000000 0000000000000000 0000000000000000 0000000000000000

0000000000000000 fd21efe9f73c95af d8214be9e10c940e 5adf53be68c76a5e f6f6dbfbfbefffff

5.2 Improved Preimage Attack on 2-Round Keccak-512
Our attack framework of improved preimage attack on 2-round Keccak-512 is
given in Fig. 11.
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Fig. 11. A modified 1-round quadratic structure for Keccak-512.

Modification of the quadratic structure. Inspired by the design in [19], we
set identical 512 variable bits and 256 column sum equations in I0. 8 linear lanes

https://github.com/lxe21/2round-Keccak384
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are then permuted to different locations in Π1, among which 6 consecutive ones
will generate 3 quadratic lanes I14,0,∗, I14,2,∗ and I14,4,∗ through the first χ step.
Thus the relinearization technique is applied to solve the final equation system.
In [19], the authors relinearized I14,0,∗, I14,2,∗ and I14,4,∗ by introducing 192 new
variables. However, there was an omission that the relinearization of I14,0,∗ and
I14,2,∗ need not require as many as 128 new variables. Actually by introducing 64
new variables on I14,0,∗ ⊕ I14,2,∗, the diffusion of quadratic bits can be prevented
in the second θ step, leaving only 2 quadratic lanes13 that would not affect the
digest — both quadratic lanes are not located in the first two planes.

Parameters about the relinearization technique. Using the calculating
way in [19], the number of variables is v = 512−256 = 256. Since each row Π2

∗,1,z
contains two restricting equations that can bring a gain of 21 (cf. equations (3)),
counting 320 restricting equations on recovered Π2

∗,0,∗, the number of equations
is e = 320 + 128 = 448. And the number of different quadratic terms has been
revealed to be q = 128, satisfying q ≤ e− v.

In conclusion, this quadratic structure can leave 512− 256 = 256 degrees of
freedom. Entire column sum equations are given below. Under this structure,
the basic searching complexity is 2512−256+1 = 2257.

I00,0,z ⊕ I00,1,z ⊕ I00,2,z ⊕ I00,3,z ⊕ I00,4,z = SI0(0, z)

I01,0,z ⊕ I01,1,z ⊕ I01,2,z ⊕ I01,3,z ⊕ I01,4,z = SI0(1, z)

I02,0,z ⊕ I02,1,z ⊕ I02,2,z ⊕ I02,3,z ⊕ I02,4,z = SI0(2, z)

I03,0,z ⊕ I03,1,z ⊕ I03,2,z ⊕ I03,3,z ⊕ I03,4,z = SI0(3, z)

(21)

As for the application of extra linear dependence, the target linear-dependent
bit pairs are (as marked by red numbers in Fig. 11):{

(Θ2
3,0,z → Π2

0,1,z+28)⊕ (Θ2
3,3,z → Π2

3,0,z+21) = I13,0,z ⊕ I13,3,z = c1(z)

(Θ2
2,4,z → Π2

4,1,z+61)⊕ (Θ2
2,2,z → Π2

2,0,z+43) = I12,2,z ⊕ I12,4,z = c2(z)
(22)

And the distribution of variables in Π1 is:
I13,0,z = Π1

3,0,z ⊕ (Π1
4,0,z ⊕ 1) ·Π1

0,0,z = Π1
3,0,z

I13,3,z = Π1
3,3,z ⊕ (Π1

4,3,z ⊕ 1) ·Π1
0,3,z

I12,2,z = Π1
2,2,z ⊕ (Π1

3,2,z ⊕ 1) ·Π1
4,2,z

I12,4,z = Π1
2,4,z ⊕ (Π1

3,4,z ⊕ 1) ·Π1
4,4,z

(23)

Similarly, Π1
4,0,∗ = 1 and Π1

0,3,∗ = 0 can be ensured by 64 common column
sum conditions of SI0(3, z)⊕SI0(0, z−1) = I04,4,z⊕1. For the linear dependence
on I12,4,∗, attackers can choose to fix Π1

3,4,∗ = 1, which requires 64 column sum

13 This idea is quite similar to Rajasree’s [17] that allows quadratic parts to exist.
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conditions of SI0(4, z)⊕SI0(1, z− 1) = I00,3,z ⊕ 1. Above column sum conditions
have also ensured that:

Π1
3,2,z = Θ1

4,3,z−8 = SI0(3, z − 8)⊕ SI0(0, z − 9)⊕ I04,3,z−8

= I04,4,z−8 ⊕ 1⊕ I04,3,z−8

Π1
4,2,z = Θ1

0,4,z−18 = SI0(4, z − 18)⊕ SI0(1, z − 19)⊕ I00,4,z−18

= I00,3,z−18 ⊕ 1⊕ I00,4,z−18

Π1
2,4,z = Θ1

4,2,z−39 = SI0(3, z − 39)⊕ SI0(0, z − 40)⊕ I04,2,z−39

= I04,4,z−39 ⊕ 1⊕ I04,2,z−39

(24)

In other words, 128 common column sum conditions can totally fix 6 lanes
that would affect the construction of 128 linear-dependent bit pairs. Thus the
entire column sum conditions are (I04,0,z = I04,4,z ⊕ 1 is required in the quadratic
structure)14:

SI0(3, z)⊕ SI0(0, z − 1) = I04,4,z ⊕ 1

SI0(4, z)⊕ SI0(1, z − 1) = I00,3,z ⊕ 1

Π1
3,0,z ⊕Π1

3,3,z = Θ1
3,3,z−21 ⊕Θ1

2,3,z−15 = SI0(2, z − 21)⊕ SI0(4, z − 22) \\

⊕ I03,3,z−21 ⊕ SI0(1, z − 15)⊕ SI0(3, z − 16)⊕ I02,3,z−15 = c1(z)

Π1
2,2,z ⊕ (Π1

3,2,z ⊕ 1) ·Π1
4,2,z ⊕Π1

2,4,z = Θ1
3,2,z−25 ⊕ (Π1

3,2,z ⊕ 1) ·Π1
4,2,z \\

⊕Π1
2,4,z = SI0(2, z − 25)⊕ SI0(4, z − 26)⊕ I13,2,z−25 ⊕ (I04,3,z−8 ⊕ I04,4,z−8) \\

· (I00,3,z−18 ⊕ I00,4,z−18 ⊕ 1)⊕ I04,2,z−39 ⊕ I04,4,z−39 ⊕ 1 = c2(z)
(25)

The examination shows that the rank of 256 column sum conditions is also
256. Therefore, for any values of c1(z) and c2(z) (determined by corresponding
restricting equations), 128 linear-dependent bit pairs can be constructed under
above column sum settings. Those linear-dependent bit pairs are equivalent to
128 extra restricting equations on Π2

0,1,∗ and Π2
4,1,∗ — according to equations (4),

the total gain is 264. To avoid contradictions, attackers can construct the final
equation system by 320 restricting equations on Π2

∗,0,∗, 64 restricting equations
on Π2

1,1,∗ or Π2
1,1,∗⊕Π2

3,1,∗ (the number of equations becomes e = 384) and 128
extra restricting equations on Π2

0,1,∗ and Π2
4,1,∗.

In summary, by modifying the quadratic structure and applying extra linear
dependence, we decrease the searching complexity of preimage attack on 2-round
Keccak-512 from 2257 to 2193 (corresponding to 2204 2-round Keccak calls). Al-
though the modified structure does not contain any restricted condition in I0,
allocating model is still necessary for the attack because the quadratic structure
cannot support a random space over 2193. The model parameters are d1 = 20,
d2 = 2193 and dr = 20 (with SI0 all determined). Under this model, each turn
of preimage searching will start with a randomized middle state.

14 Please notice that SI0(4, ∗) has actually been determined by conditional constants.
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5.3 Improved Preimage Attack on 3-Round Keccak-384

Our attack framework of improved preimage attack on 3-round Keccak-384 is
given in Fig. 12.
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Fig. 12. A modified 2-round quadratic structure for Keccak-384.

Modification of the quadratic structure. We have introduced the design
in [19] in Section 3.2. Their idea is to partially set t = 13 out of 64 column sum
equations in SI1(1.∗) and solve the final equation system by the relinearization
technique, so that the quadratic structure can leave 51 more degrees of freedom.
The main body (as well as the relinearization part) of our modified structure is
just the same as the previous one. However, we release those extra conditions in
I01,2,∗. This change will influence the linear lane Π2

3,4,∗(← Θ2
0,3,∗), which would

not generate any quadratic term in I2 through the second χ step. Therefore,
our modified structure can support a larger random space (enlarged by 264) for
preimage searching, which means more controllable column sums can be fixed
in the application of extra linear dependence.

Parameters about the relinearization technique. Using the calculating
way in [19], the number of variables is v = 384 − 128 = 256, the number of
equations is e = 320+ 141 = 461 (the column sum equations in SI1 are counted
into this part), and the number of different quadratic terms is q = 4×(64−13) =
204, satisfying q ≤ e− v.

In conclusion, this quadratic structure can leave 384− 128− 192 + 51 = 115
degrees of freedom. Entire column sum equations are given below. Under this
structure, the basic searching complexity is 2384−115+1 = 2270.
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

I00,0,z ⊕ I00,1,z ⊕ I00,2,z ⊕ I00,3,z ⊕ I00,4,z = SI0(0, z)

I02,0,z ⊕ I02,1,z ⊕ I02,2,z ⊕ I02,3,z ⊕ I02,4,z = SI0(2, z)

I10,0,z ⊕ I10,1,z ⊕ I10,2,z ⊕ I10,3,z ⊕ I10,4,z = SI1(0, z)

I11,0,z ⊕ I11,1,z ⊕ I11,2,z ⊕ I11,3,z ⊕ I11,4,z = SI1(1, z), z = z1, z2, . . . , zt

I12,0,z ⊕ I12,1,z ⊕ I12,2,z ⊕ I12,3,z ⊕ I12,4,z = SI1(2, z)

(26)

Since the modified structure contains several restricted conditions in I0, be-
fore applying extra linear dependence, attackers should calculate the number of
controllable column sums they can fix (limited by dr ≥ d1). To generate those
lanes of ‘0’ and ‘1’ in Θ1, I0 must satisfy15:

I01,0,z = I01,1,z ⊕ 1 = I01,3,z ⊕ 1 = I01,4,z

I03,1,z = I03,2,z = I03,3,z

I04,0,z = I04,1,z = I04,4,z

SI0(0, z)⊕ SI0(2, z − 1) = I01,3,z

SI0(2, z)⊕ SI0(4, z − 1) = I03,3,z

SI0(3, z)⊕ SI0(0, z − 1) = I04,4,z ⊕ 1

(27)

Counting controllable SI0(1, ∗), the number of controllable column sums is
64 + 141 = 205. And since there are 128 restricted conditions in I0 (d1 = 2128),
attackers can at most fix 205− 128 = 77 of all controllable column sums.

As for the application of extra linear dependence, the target linear-dependent
bit pairs are (as marked by red numbers in Fig. 12):{

(Θ3
3,0,z → Π3

0,1,z+28)⊕ (Θ3
3,3,z → Π3

3,0,z+21) = I23,0,z ⊕ I23,3,z = c1(z)

(Θ3
4,1,z → Π3

1,1,z+20)⊕ (Θ3
4,4,z → Π3

4,0,z+14) = I24,1,z ⊕ I24,4,z = c2(z)
(28)

And the distribution of variables in Π2 is:
I23,0,z = Π2

3,0,z ⊕ (Π2
4,0,z ⊕ 1) ·Π2

0,0,z = Π2
3,0,z

I23,3,z = Π2
3,3,z ⊕ (Π2

4,3,z ⊕ 1) ·Π2
0,3,z

I24,1,z = Π2
4,1,z ⊕ (Π2

0,1,z ⊕ 1) ·Π2
1,1,z

I24,4,z = Π2
4,4,z ⊕ (Π2

0,4,z ⊕ 1) ·Π2
1,4,z = Π2

4,4,z

(29)

Unlike the constructions in previous sections, here Π2
3,3,∗ and Π2

4,1,∗ may be
variables because those column sum equations in SI1(1, ∗) are partially set.{

Π2
3,3,z = Θ2

2,3,z−15 = SI1(1, z − 15)⊕ SI1(3, z − 16)⊕ I12,3,z−15

Π2
4,1,z = Θ2

2,4,z−61 = SI1(1, z − 61)⊕ SI1(3, z − 62)⊕ I12,4,z−61

(30)

15 Please notice that SI0(4, ∗) has actually been determined by conditional constants.
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Therefore, to construct linear dependence on I23,3,z (or I24,1,z), the column
sum SI1(1, z− 15) (or SI1(1, z− 61)) must be fixed in the final equation system.
It is summarized that one column sum equation on SI1(1, z) can correspond to
two extra restricting equations on Π3

0,1,z+43 and Π3
1,1,z+17.

Other involved bits can be similarly fixed by related column sums. Here we
fix Π2

0,3,z = 1 and Π2
0,1,z = 0. Thus the entire column sum conditions are:

Π2
4,0,z = Θ2

4,4,z−14 = SI1(3, z − 14)⊕ SI1(0, z − 15)⊕ I14,4,z−14 = 1

Π2
0,3,z = Θ2

4,0,z−27 = SI1(3, z − 27)⊕ SI1(0, z − 28)⊕ I14,0,z−27 = 1

Π2
3,0,z ⊕Π2

3,3,z ⊕Π2
4,3,z ⊕ 1 = Θ2

3,3,z−21 ⊕Θ2
2,3,z−15 ⊕Θ2

3,4,z−56 ⊕ 1 \\

= SI1(2, z − 21)⊕ SI1(4, z − 22)⊕ SI1(1, z − 15)⊕ SI1(3, z − 16) \\

⊕ SI1(2, z − 56)⊕ SI1(4, z − 57)⊕ I13,3,z−21 ⊕ I12,3,z−15 ⊕ I13,4,z−56 = c1(z)

Π2
0,1,z = Θ2

3,0,z−28 = SI1(2, z − 28)⊕ SI1(4, z − 29)⊕ I13,0,z−28 = 0

Π2
1,4,z = Θ2

3,1,z−55 = SI1(2, z − 55)⊕ SI1(4, z − 56)⊕ I13,1,z−55 = 0

Π2
4,1,z ⊕Π2

1,1,z ⊕Π2
4,4,z = Θ2

2,4,z−61 ⊕Θ2
4,1,z−20 ⊕Θ2

1,4,z−2 \\

= SI1(1, z − 61)⊕ SI1(3, z − 62)⊕ SI1(3, z − 20)⊕ SI1(0, z − 21) \\

⊕ SI1(0, z − 2)⊕ SI1(2, z − 3)⊕ I12,4,z−61 ⊕ I14,1,z−20 ⊕ I11,4,z−2 = c2(z)
(31)

Since there are only t = 13 column sum equations in SI1(1, ∗), attackers can
construct at most 26 linear-dependent bit pairs by above colunm sum settings.
For the largest gain, attackers can apply a wise strategy to assemble 24 among
26 (and abandon the rest two) extra restricting equations in 12 rows. The details
are given in Table 4.

Table 4. The choice of 13 column sum equations in SI1(1, ∗).

Fixed Column Sum Corresponding Linear-Dependent Bit Pairs
SI1(1, 21) Π3

0,1,0 ⊕Π3
3,0,57 = const \

SI1(1, 47) Π3
0,1,26 ⊕Π3

3,0,19 = const Π3
1,1,0 ⊕Π3

4,0,58 = const

SI1(1, 9) Π3
0,1,52 ⊕Π3

3,0,45 = const Π3
1,1,26 ⊕Π3

4,0,20 = const

SI1(1, 35) Π3
0,1,14 ⊕Π3

3,0,7 = const Π3
1,1,52 ⊕Π3

4,0,46 = const

SI1(1, 61) Π3
0,1,40 ⊕Π3

3,0,33 = const Π3
1,1,14 ⊕Π3

4,0,8 = const

SI1(1, 23) Π3
0,1,2 ⊕Π3

3,0,59 = const Π3
1,1,40 ⊕Π3

4,0,34 = const

SI1(1, 49) Π3
0,1,28 ⊕Π3

3,0,21 = const Π3
1,1,2 ⊕Π3

4,0,60 = const

SI1(1, 11) Π3
0,1,54 ⊕Π3

3,0,47 = const Π3
1,1,28 ⊕Π3

4,0,22 = const

SI1(1, 37) Π3
0,1,16 ⊕Π3

3,0,9 = const Π3
1,1,54 ⊕Π3

4,0,48 = const

SI1(1, 63) Π3
0,1,42 ⊕Π3

3,0,35 = const Π3
1,1,16 ⊕Π3

4,0,10 = const

SI1(1, 25) Π3
0,1,4 ⊕Π3

3,0,61 = const Π3
1,1,42 ⊕Π3

4,0,36 = const

SI1(1, 51) Π3
0,1,30 ⊕Π3

3,0,23 = const Π3
1,1,4 ⊕Π3

4,0,62 = const

SI1(1, 13) \ Π3
1,1,30 ⊕Π3

4,0,24 = const
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The examination shows that the construction of above 24 linear-dependent
bit pairs requires 72 column sum conditions without duplication, and the rank
of all column sum conditions is also 72. Therefore, for any values of c1(z) and
c2(z) (determined by corresponding restricting equations), 24 linear-dependent
bit pairs can be constructed. Those linear-dependent bit pairs are equivalent to
24 extra restricting equations on Π2

0,1,∗ and Π2
1,1,∗ (assembled in 12 rows) —

according to Section 2.4, the total gain is 212.
In summary, by modifying the quadratic structure and applying extra linear

dependence, we decrease the searching complexity of preimage attack on 3-round
Keccak-384 from 2270 to 2258 (corresponding to 2270 3-round Keccak calls). Since
the modified structure contains restricted conditions in I0, allocating model is
necessary for the attack. The model parameters are d1 = 2128, d2 = 2258 and
dr = 2205−72 = 2133.

5.4 Improved Preimage Attack on 3-Round Keccak-512

Our attack framework of improved preimage attack on 3-round Keccak-512 is
given in Fig. 13.

� !"

#

$"

% ∘ '

�"

( ∘ )$*

#% ∘ '

!*
( ∘ )

�*

#

relinearize

� ∘ !

"# $#

linear

0

const

1

conditional

restricted part

quadratic

relinearized

2 !"

Fig. 13. An improved 2-round quadratic structure for Keccak-512.

Improvement of the quadratic structure. The design in [19] was similar to
Fig. 7, which partially set t = 54 out of 128 column sum equations in SI1(0.∗)
and SI1(1.∗). However, we have revealed in Section 5.2 that they left an omission
in relinearization and thus their design can apparently be improved. By rectifying
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the omission, we design an improved quadratic structure that passes through an
entirely different route.

Our quadratic structure starts with 384 variable bits and 192 column sum
equations in I0. 6 linear lanes are then permuted to different locations in Π1,
among which 2 consecutive ones will generate 1 quadratic lane I14,0,∗ through the
first χ step. Similarly, we regard I14,0,z = Π1

4,0,z ⊕ (Π1
0,0,z ⊕ 1) · Π1

1,0,z = Π1
4,0,z

with a holding probability of 3/4. In the second θ step, we abandon all column
sum equations in SI1(1, ∗), which generates 384 quadratic bits (6 entire lanes) in
I2. Fortunately, the relinearization of 384 quadratic bits only requires 256 new
variables on I21,1,∗, I22,1,∗ ⊕ I22,4,∗, I23,2,∗ ⊕ I23,4,∗ and I24,2,∗. By introducing those
256 new variables, the diffusion of quadratic bits can be prevented in the third θ
step, leaving only 4 quadratic lanes that would not affect the digest — although
there is a quadratic lane Π3

4,1,∗ located in the first two planes, it doesn’t matter
because those 128 restricting equations for matching the 192-bit truncation only
involve a0, a1, a2 and a3 (cf. equations (3)).

Parameters about the relinearization technique. Using the calculating
way in [19], the number of variables is v = 384 − 192 = 192, the number of
equations is e = 320 + 128 + 64 = 512 (the column sum equations in SI1 are
counted into this part), and the number of different quadratic terms has been
revealed to be q = 256, satisfying q ≤ e− v.

In conclusion, our quadratic structure can leave 384 − 256 = 128 degrees of
freedom but hold with a probability of only (3/4)64 ≈ 2−27. Entire column sum
equations are given below. Due to lack of controllable column sums, extra linear
dependence can hardly be applied. Thus under this structure, the final searching
complexity is 2512−128+1 × 227 = 2412.

I00,0,z ⊕ I00,1,z ⊕ I00,2,z ⊕ I00,3,z ⊕ I00,4,z = SI0(0, z)

I01,0,z ⊕ I01,1,z ⊕ I01,2,z ⊕ I01,3,z ⊕ I01,4,z = SI0(1, z)

I03,0,z ⊕ I03,1,z ⊕ I03,2,z ⊕ I03,3,z ⊕ I03,4,z = SI0(3, z)

I10,0,z ⊕ I10,1,z ⊕ I10,2,z ⊕ I10,3,z ⊕ I10,4,z = SI1(0, z)

(32)

Moreover, to generate those lanes of ‘0’ and ‘1’ in Θ1, I0 must satisfy16:

I02,0,z = I02,1,z ⊕ 1 = I02,4,z

I04,0,z = I04,1,z ⊕ 1 = I04,4,z

SI0(1, z)⊕ SI0(3, z − 1) = I02,4,z ⊕ 1

SI0(3, z)⊕ SI0(0, z − 1) = I04,4,z ⊕ 1

SI0(4, z)⊕ SI0(1, z − 1) = I00,4,z ⊕ 1

(33)

Therefore, the column sums in SI0 are all determined and the total number
of controllable column sums is 64 (from SI1(0, ∗)).
16 Please notice that SI0(2, ∗) and SI0(4, ∗) have actually been determined by condi-

tional constants.



Improved Preimage Attacks on Round-Reduced Keccak-384/512 27

In summary, by rectifying the omission in relinearization and improving the
quadratic structure, we decrease the searching complexity of preimage attack on
3-round Keccak-512 to 2412 (corresponding to 2424 3-round Keccak calls). Since
our quadratic structure contains restricted conditions in I0, allocating model is
necessary for the attack. The model parameters are d1 = 264, d2 = 2412 and
dr = 264.

6 Conclusion

In this paper, we provide improved preimage analysis on round-reduced Keccak-
384/512. The core of our preimage attacks is linear analysis. We inherit existing
attack frameworks from previous researches and improve the preimage analysis
results in two aspects:

I. By applying a new technology named extra linear dependence, we construct
lane-level linear-dependent bit pairs between two output planes without spending
degrees of freedom (by compressing the random space instead).

II. By changing the form of relinearization, we design an improved quadratic
structure and reduce the number of variables in the final equation system.

As a result, the complexity of preimage attacks on 2-round Keccak-384/512
and 3-round Keccak-384/512 is decreased to 239/2204 and 2270/2424 Keccak calls
respectively, which are all the best known results so far. Remarkably, our work
firstly performs practical preimage attacks on 2-round Keccak-384.

It is noted that our attack algorithm is still far from threatening the security
of full-round Keccak. However, the idea of constructing extra linear dependence
may be applicable to linear analysis on other cryptographic functions.
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