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Abstract. Kyber is a key-encapsulation mechanism (KEM) that was re-
cently selected by NIST in its PQC standardization process; it is also the
only scheme to be selected in the context of public-key encryption (PKE)
and key establishment. The main security target for KEMs, and their as-
sociated PKE schemes, in the NIST PQC context has been IND-CCA se-
curity. However, some important modern applications also require their
underlying KEMs/PKE schemes to provide anonymity (Bellare et al.,
ASIACRYPT 2001). Examples of such applications include anonymous
credential systems, cryptocurrencies, broadcast encryption schemes, au-
thenticated key exchange, and auction protocols. It is hence important to
analyze the compatibility of NIST’s new PQC standard in such “beyond
IND-CCA” applications.
Some starting steps were taken by Grubbs et al. (EUROCRYPT 2022)
and Xagawa (EUROCRYPT 2022) wherein they studied the anonymity
properties of most NIST PQC third round candidate KEMs. Unfortu-
nately, they were unable to show the anonymity of Kyber because of
certain technical barriers.
In this paper, we overcome said barriers and resolve the open prob-
lems posed by Grubbs et al. (EUROCRYPT 2022) and Xagawa (EURO-
CRYPT 2022) by establishing the anonymity of Kyber, and the (hybrid)
PKE schemes derived from it, in a post-quantum setting. Along the way,
we also provide an approach to obtain tight IND-CCA security proofs for
Kyber with concrete bounds; this resolves another issue identified by the
aforementioned works related to the post-quantum IND-CCA security
claims of Kyber from a provable security point-of-view. Our results also
extend to Saber, a NIST PQC third round finalist, in a similar fashion.

Keywords: anonymity, post-quantum cryptography, NIST PQC standardiza-
tion, KEM, hybrid PKE, quantum random oracle model

1 Introduction

Roughly six years after kicking-off its post-quantum cryptography (PQC) stan-
dardization process, the US National Institute of Standards and Technology
(NIST) has finally announced the first set of cryptographic algorithms that will
be standardized (along with a set of alternate algorithms that will be considered



for future standardization) [2]. Among this first set of algorithms, CRYSTALS-
Kyber [41] (or Kyber, for short) is the only key-encapsulation mechanism (KEM)
selected by NIST for standardization, in the context of public-key encryption
(PKE) and key-establishment. One of NIST’s main criteria for evaluating and
selecting PQC standards in the PKE/KEM category was on the algorithms’ abil-
ity to offer semantic security with respect to adaptive chosen ciphertext attacks
(a.k.a. IND-CCA security). IND-CCA security is widely accepted as a standard
notion of security for PKE schemes and KEMs since the property suffices for
many important use cases. However, as a NIST PQC standard, since Kyber is
intended to be widely used for decades to come, it is also important to study the
scheme’s compatibility with emerging modern applications that require security
properties beyond IND-CCA.

One such important security property is anonymity (or key privacy). Roughly
speaking, a PKE scheme is said to be anonymous [6] if a ciphertext hides the
receiver’s information by not leaking anything about the public key used for
encryption; anonymous KEMs are defined analogously [28,46]. Such anonymous
cryptographic primitives are fundamental in several deployed privacy-enhancing
systems, such as anonymous cryptocurrencies like Zcash [8], anonymous broad-
cast encryption schemes [5,37], anonymous credential systems [14], anonymous
authenticated key exchange [12,24,25,42], auction protocols [40], and so on. The
recent works of [28,46] have hence looked into anonymity properties of the NIST
PQC third round candidate KEMs, and the hybrid PKE schemes derived from
them via the “KEM-DEM” paradigm [16]. Collectively, both those works have
established the post-quantum anonymity of all nine candidate KEMs except for
three, which unfortunately includes the current standard Kyber (the other two
KEMs being Saber [19] and Streamlined NTRU Prime [9]).

To see why the works of [28,46] could not establish the anonymity of Kyber,
it helps to first look at how the NIST PQC candidate KEMs are constructed.
The KEM candidates first specify a weakly secure (e.g., IND-CPA secure) “base”
PKE scheme and then apply some variant of the Fujisaki-Okamoto (FO) trans-
form [26,27,20,29] to obtain their respective KEMs. The “original” FO trans-
forms of [26,27,20,29] were heavily analyzed in the idealized Random Oracle
Model (ROM) [7], and later, in the Quantum ROM (QROM) [11] which is rel-
evant for studying post-quantum security; it was shown in a long sequence of
works (e.g., [39,32,10,35,22,31]) that such original transforms boost an IND-CPA
secure PKE scheme to an IND-CCA secure KEM in the QROM. In the context of
anonymity, it was shown in [28,46] that the FO transforms also elevate a weakly
anonymous (i.e., ANO-CPA secure) base PKE scheme to a strongly anonymous
(i.e., ANO-CCA secure) KEM in the QROM.

However, the specific variant of FO transform used in Kyber deviates quite
significantly from the original transforms above. At a high-level, Kyber hashes
more “intermediate” values in its internal computations than is the case in FO
transforms in the literature. At the same time, this additional hashing is done
in a way which creates barriers in applying the proof strategies used in [28,46]
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to show the anonymity boosting properties of the original FO transforms in the
QROM. Hence, this raises the following question:

Is Kyber (provably) ANO-CCA secure in the QROM?

At the same time, as observed in [28,46], the additional hashing in Kyber
also acts as a barrier in proving even the scheme’s IND-CCA security in the
QROM with the concrete bounds claimed in its specification document [4]. Given
the importance placed on IND-CCA security in the NIST PQC standardization
process, this raises another question:

Can we obtain a (tight) proof of IND-CCA security for Kyber in the
QROM with concrete bounds?

1.1 Our Contributions

We answer the above questions in the affirmative by presenting the following
results, thereby resolving the corresponding open problems posed in [28,46]:

– We show that Kyber and the hybrid PKE schemes derived from it are ANO-
CCA secure in the QROM, under the standard hardness assumption of solv-
ing the module learning-with-error (MLWE) problem [13,36].

– We describe an approach to obtain tight IND-CCA security with concrete
bounds for Kyber in the QROM, under the MLWE hardness assumption.

It is worth mentioning that the NIST PQC third round finalist Saber [19]
implements the same variant of FO transform as Kyber in its KEM construction.
Hence, our above results on anonymity and tight IND-CCA security also apply to
Saber in a similar fashion, where we would instead need to rely on the hardness
of solving the module learning-with-rounding (MLWR) problem [18].

We hope that our above results provide further confidence to cryptographic
scheme designers in using the new PQC standard Kyber not only in general-
purpose applications that need IND-CCA security but also in emerging modern
applications that require anonymity.

1.2 Technical Overview

Here we give a high-level description of our approach to obtain proofs of anonymity
(i.e., ANO-CCA security) and (tight) IND-CCA security for Kyber in the QROM.
We first focus on the familiar setting of IND-CCA security and later consider
ANO-CCA security.

IND-CCA Security of Kyber. We begin by first describing an alternative –
and “simpler” – approach to prove IND-CCA security of Kyber in the QROM,
and then contrasting it with our approach. As noted above, virtually all NIST
PQC candidate KEMs, including Kyber, use variants of the FO transformation
in their respective KEM constructions. Before discussing the specific variant
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KGen′

1 : (pk, sk)← KGen

2 : s← ⊥
3 : s←$M
4 : sk′ ← (sk, s)

5 : return (pk, sk′)

Encap(pk)

1 : m←$M
2 : r ← Gr(m)

3 : c← Enc(pk,m; r)

4 : k ← Gk(m)

5 : return (c, k)

Decap(sk′, c)

1 : Parse sk′ = (sk, s)

2 : m′ ← Dec(sk, c)

3 : r′ ← Gr(m
′)

4 : c′ ← Enc(pk,m′; r′)

5 : if c′ = c then

6 : return Gk(m′)

7 : else return Gk(s, c)

8 : else return ⊥

Fig. 1. The KEMs FO⊥m[PKE, Gr, Gk] and FO 6⊥m[PKE, Gr, Gk] . Here M is the mes-

sage space of PKE = (KGen,Enc,Dec) and Gr, Gk are hash functions with appropriate
domain and co-domain. For notational simplicity, we set s← ⊥ for FO⊥m.

used by Kyber, let us first consider the standard FO transforms introduced by
Dent [20] and Hofheinz et al. [29], namely the explicitly-rejecting FO⊥m and the
implicitly-rejecting FO 6⊥m, described in Figure 1.

For ease of exposition, we consider a simplified version of Kyber’s FO variant
where the only main difference compared to FO⊥m is that, instead of stopping
at “k ← Gk(m)” (Line 4 in Encap(pk), Fig. 1) during encapsulation, there is
an extra layer of hashing to compute the final encapsulated key. Namely, Kyber
outputs keys of the form “k ← H ′(k,H(c))” where H,H ′ are two additional
hash functions; decapsulation proceeds analogously where instead of returning a
⊥ when rejecting a ciphertext, Kyber implicitly rejects by returning H ′(s,H(c)).
Hence, (this simplified version of) Kyber can be seen as a “wrapper” scheme
w.r.t. the FO⊥m KEM with appropriate modifications to the encapsulation and
decapsulation steps. As a result, the IND-CCA security of Kyber can be easily
shown by relying on the IND-CCA security of the underlying FO⊥m KEM.

To sketch out the proof, we start with the IND-CCA security game w.r.t. (the
simplified) Kyber where the adversary gets a challenge ciphertext c∗ and the real

encapsulated key “H ′(k
∗
, H(c∗))” (refer to Subsection 2.2 for a precise descrip-

tion of the IND-CCA security games for KEMs). We then modify the game via
the following “hybrids”:

1. In the first hybrid, we provide the adversary with a new encapsulated key

“H ′(k
′
, H(c∗))”, where k

′
is an independent and uniformly random value.

This modification is justified by relying on IND-CCA security of the underly-
ing FO⊥m KEM. Because note that k

∗
can be seen as the “real” encapsulated

key of the FO⊥m KEM and k
′
a “random” key, and IND-CCA security of FO⊥m

implies (computational) indistinguishability of both these keys. One impor-
tant thing worth noting here is that in the reduction to IND-CCA security
of FO⊥m, we can simulate the decapsulation oracle of Kyber as follows. We
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first sample the secret s←$M. Then to simulate the “Kyber-decapsulation”
of a ciphertext c, we first perform the “FO⊥m-decapsulation” of c: if the result
is a key k, we return the “Kyber-key” as H ′(k,H(c)); if the result is ⊥, we
return the “Kyber-key” as H ′(s,H(c)). Note that for this reduction to work,
it is crucial that the underlying FO transform, FO⊥m, is explicitly rejecting, in
order to perfectly simulate the rejection of ciphertexts during decapsulation.

2. In the second and final hybrid, we again switch back to the IND-CCA security
game w.r.t. Kyber where the adversary gets a uniformly random encapsu-
lated key “k̂” which is independent of c∗. This modification is again justified
by relying on the pseudorandomness provided by the quantum random ora-

cle H ′(k
′
, ·): i.e., since the “PRF key” k

′
is independent of c∗, one can argue

the (statistical) indistinguishability of the keys “H ′(k
′
, H(c∗))” and “k̂”.

The IND-CCA security of (the simplified) Kyber in the QROM hence follows
since the adversary cannot efficiently distinguish between the real and random
encapsulated keys “H ′(k

∗
, H(c∗))” and “k̂” respectively in the above hybrids.

However, a major issue with the above approach to prove concrete (and tight)
IND-CCA security of Kyber is related to our dependence on the IND-CCA secu-
rity of FO⊥m in the QROM in the first place. IND-CCA security of the FO⊥m trans-
form, with concrete bounds, has been notoriously hard to prove in the QROM.
To put things in context, let us first consider FO 6⊥m, the implicitly-rejecting vari-
ant of FO⊥m. A long sequence of prior works [39,32,10,30,35] provided concrete
IND-CCA security proofs for FO 6⊥m in the QROM, with each follow-up improving
the tightness of the corresponding reduction. For example, Kuchta et al. [35] were
the first to provide a security proof that avoided a square-root advantage loss
w.r.t. the weak (IND-CPA/OW-CPA) security of the underlying PKE scheme;
this loss seemed inherent with previous reductions for the FO transforms in
the QROM. To also showcase the relative simplicity of analyzing the IND-CCA
security of FO 6⊥m in the QROM, Unruh [45] showed a framework for formally ver-
ifying the corresponding post-quantum security proof of the implicitly-rejecting
transform provided in [30].

When it comes to the explicitly-rejecting FO⊥m transform, the story is arguably
more complicated. Looking at prior work, some starting steps were taken in
[43,29,33,3] in this regard wherein concrete IND-CCA security proofs for modified
versions of the FO⊥m transform – which include an additional “key confirmation”
hash in the ciphertext – were provided (however, security proofs in [43,3] were
later found to have bugs in them [3]). The unmodified FO⊥m transform was later
analyzed in [48,34] in the QROM; however, the provided security proofs had some
subtle gaps [22]. Quite recently, these gaps were resolved in [22,31] resulting in
the first IND-CCA security proofs for the original FO⊥m transform in the QROM
with concrete bounds. However, there are a couple of issues:

– The IND-CCA security analyses of FO⊥m by Don et al. [22] and Hövelmanns
et al. [31] assume certain computational and statistical properties of the
underlying PKE scheme which are not well-studied w.r.t. the NIST PQC
candidates – especially Kyber. These properties include γ-spreadness, so-
called Find Failing Plaintext (FFP) security (as introduced in [31]), etc.
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– Even if the above properties are properly analyzed, the resulting IND-CCA
security bounds for the final FO⊥m-based KEM are non-tight when compared
to the corresponding state-of-the-art bounds for the implicitly-rejecting FO 6⊥m.
E.g., all known IND-CCA security proofs for FO⊥m transform in the QROM
incur a square-root advantage loss w.r.t. passive security of the underlying
PKE scheme. This is in contrast to the tight proof of IND-CCA security
for FO 6⊥m shown in [35]. In other words, we would also incur these non-tight
bounds in our “wrapper-based” IND-CCA security analysis of Kyber in the
QROM, when relying on the corresponding post-quantum security of FO⊥m.

This brings us to one of the main technical contributions of this paper. In
essence, we provide a way to obtain tight proofs of IND-CCA security for Kyber
in the QROM by salvaging the above “wrapper-based” approach – even when
the underlying FO transform is implicitly-rejecting. As noted in the above re-
duction, we crucially relied on the explicit-rejection of FO⊥m in order to perfectly
simulate decapsulation oracles. But if we start with the FO 6⊥m transform, it is not
so straightforward how to simulate the “Kyber-decapsulation” oracle using the
“FO 6⊥m-decapsulation” oracle especially when the latter oracle rejects ciphertexts;
as described in Figure 1 (Line 9), the rejection output Gk(s, c) still “looks” like
a valid key.

To resolve the above simulation issue, we start with the FO 6⊥m transform and
modify its decapsulation algorithm in a way such that the overall IND-CCA
security of the transform in the QROM is affected negligibly (in a statistical
sense). Similarly, we also modify the decapsulation procedure used in the actual
Kyber scheme such that (i) the IND-CCA security of the original and modi-
fied schemes are statistically equivalent, and (ii) the IND-CCA security of the
modified scheme can be reduced to the IND-CCA security of the modified FO 6⊥m
transform wherein we can now simulate the “modified-Kyber-decapsulation” or-
acle using the “modified-FO 6⊥m-decapsulation” oracle perfectly in the correspond-
ing reduction. It is then not hard to see that this indirectly allows us to base
IND-CCA security of the actual Kyber scheme on that of the unmodified FO 6⊥m
transform, with a negligible loss in tightness; full details of our security proof
can be found in Section 4.

But one thing we would like to stress is that our current IND-CCA secu-
rity proof for Kyber in Section 4 is non-tight in the sense that we still incur a
square-root advantage loss w.r.t. passive security of the underlying PKE scheme
mentioned above. This is because we are currently basing the IND-CCA security
of Kyber on the (non-tight) IND-CCA security of FO 6⊥m proven in [32,39] in the
QROM, which incurs a similar square-root loss. The reason we are not relying
on the tighter proof of IND-CCA security for FO 6⊥m shown in [35] – which avoids
such a loss – is that their tight proof makes an additional assumption on the
underlying PKE scheme: namely, that the scheme satisfies a property called in-
jectivity (as defined in [10]). However a detailed analysis of Kyber’s injectivity
is lacking, particularly in the context of NIST’s PQC standardization process,
and we also consider it out of the scope of our work. At the same time, this
showcases an advantage of our “wrapper-based” approach w.r.t. the implicitly-
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rejecting FO 6⊥m in that, if the injectivity of Kyber is well established in the future,
then one can simply “plug in” [35]’s tight IND-CCA security result for FO 6⊥m in
our analysis in Section 4 as a drop-in replacement to essentially obtain a tight
proof of IND-CCA security for Kyber in the QROM.

ANO-CCA Security of Kyber. Now when it comes to the main focus of
this paper, i.e., the anonymity of Kyber in the QROM, we follow the framework
of [46]. Namely, we instead show that Kyber satisfies a stronger security notion
called strong pseudorandomness (or, SPR-CCA security). A KEM is said to be
SPR-CCA secure if, roughly speaking, an adversary cannot distinguish a real
ciphertext/encapsulated-key pair (c∗, k∗) from a random pair (c′, k′) where c′ is
a random ciphertext and k′ is a random key (see Subsection 2.2 for a formal
definition of SPR-CCA security where we also need to consider a simulator to
specify what we mean by a “random” ciphertext c′).

It was shown in [46] that SPR-CCA security straightforwardly implies ANO-
CCA security. The key insight used in [46] is that since SPR-CCA security is
a “single key-pair notion” like IND-CCA security (i.e., the corresponding secu-
rity game involves a single KEM key-pair), it is easier to extend the IND-CCA
security analysis of a KEM to also show its SPR-CCA security than trying to
directly prove its ANO-CCA security; note that ANO-CCA security is a “double
key-pair notion” and hence would involve simulating two different decapsulation
oracles in the security analysis.

Following our above discussion on IND-CCA security of Kyber in the QROM,
it is straightforward to show its SPR-CCA security by relying on the same strong
pseudorandomness of FO⊥m-based KEMs by adopting the “wrapper-based” ap-
proach. But as noted above, since proving IND-CCA security of FO⊥m has been a
complicated affair, one can expect the same when it comes to proving “beyond
IND-CCA” security properties (e.g., SPR-CCA) of the explicitly-rejecting trans-
form. In fact, we consider extending the IND-CCA security analysis of FO⊥m in
[22,31] to other important properties, such as SPR-CCA security, in the QROM
beyond the scope of this paper, and leave it as an open problem.

In contrast, SPR-CCA security of the implicitly-rejecting FO 6⊥m in the QROM
was already shown in [46], further indicating the simplicity of analyzing FO 6⊥m
in the QROM – when compared to its explicitly-rejecting counterpart – even
w.r.t. security properties beyond IND-CCA. Hence, our above “wrapper-based”
approach w.r.t. the underlying FO 6⊥m transform can be used to also show SPR-
CCA security – and hence, ANO-CCA security – of Kyber in the QROM; in such
an approach (which is presented in detail in Section 5), we need to introduce
additional hybrids to replace the real ciphertext c∗ with a random ciphertext c′.
This showcases yet another advantage of using our approach: quantitatively, not
only does Kyber inherit existing tight (IND-CCA) security bounds for FO 6⊥m in the
QROM as seen above, but also qualitatively, Kyber inherits “beyond IND-CCA”
security properties (such as SPR-CCA) of FO 6⊥m in the post-quantum setting.
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1.3 Related Work

In concurrent work, Ding et al. [21] established the injectivity of Kyber by pro-
viding both theoretical and numerical bounds. As mentioned above, this means
that we can obtain tight IND-CCA security bounds for Kyber in the QROM
(tighter than our current bounds in Section 4) by using our aforementioned
“wrapper-based” approach in conjunction with [35]’s tight security analysis of
FO 6⊥m-based KEMs in the QROM.

Recently, Chen et al. [15] analyzed the concrete IND-CCA security of Kyber
in the QROM using an alternative approach; more specifically, it involves using
a well-known indistinguishability result between random functions and random
permutations in the quantum setting [47]. However, since their reduction algo-
rithm needs to efficiently simulate a random permutation in the QROM, their re-
sulting IND-CCA security bounds include an additive term O(

√
q3/2128) which

significantly restricts the number of quantum random oracle queries q an adver-
sary can make – this is in contrast to the “collision-resistance” term O(q3/2256)
in our obtained bounds in Section 4 (also see Remark 1 for some more related
discussion).

2 Preliminaries

Notations. We denote λ ∈ N to be the security parameter. We sometimes omit
writing λ when describing cryptosystems if it is clear from the context. PPT
and QPT stand for probabilistic polynomial time and quantum polynomial time
respectively. We use the standard O-notations. A function f(λ) is said to be
negligible if f(λ) = λ−ω(1). For a finite set S, we write “x←$S” to denote
that x is sampled uniformly at random from S. The value [x = y] is defined to
be 1 if x = y and 0 otherwise. For probabilistic algorithms we use y ← A(x)
to denote a (randomized) output of A on input x; we also sometimes specify
the randomness r used in A as y ← A(x; r). We use “AO” to denote that the
algorithm A has access to the oracle O; we’ll also make it clear whether A has
classical or quantum access to O in the description of our setting.

2.1 Quantum Random Oracle Model

Roughly speaking, the quantum random oracle model (QROM) is an idealized
model where a hash function is modeled as a publicly and quantumly accessible
random oracle. In this paper, we model a quantum oracle O : {0, 1}n → {0, 1}m
as a mapping |x〉 |y〉 7→ |x〉 |y ⊕O(x)〉, where x ∈ {0, 1}n and y ∈ {0, 1}m. Refer
to [11] for a more detailed description of the model.

We now review some useful lemmas in the QROM. The first lemma describes
the collision resistance of quantum random oracles.

Lemma 1 ([47, Theorem 3.1]). There is a universal constant C (< 648) such
that the following holds: Let X and Y be finite sets. Let H : X → Y be a random
oracle. If an unbounded-time quantum adversary A makes a query to H at most
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q times, then we have Pr[H(x0) = H(x1)∧ x0 6= x1 : (x0, x1)← AH ] ≤ C(q+1)3

|Y| ,

where all oracle accesses of A can be quantum.

The second lemma intuitively states that a quantum random oracle can be
used as a quantum-accessible pseudorandom function, even if the distinguisher
is given full access to the quantum random oracle in addition to the PRF oracle.

Lemma 2 ([32, Lemma 4]). Let H : K × X → Y and R : X → Y be two
independent quantum random oracles. Define the oracles F0 = H(k, ·), where
we have the “PRF key” k←$K, and F1 = R(·). Consider an oracle algo-
rithm/distinguisher AH,Fi (i ∈ {0, 1}) that makes at most q queries to H. Then
we have |Pr[1← AH,F0 ]− Pr[1← AH,F1 ]| ≤ 2q√

|K|
.

The lemmas below provide a generic reduction from a hiding-style property
(indistinguishability) to a one-wayness-style property (unpredictability) in the
QROM. It is also popularly known as the One-Way To Hiding (OW2H) lemma
in the literature, originally appearing in [44]. We first state the original OW2H
lemma of [44] and later state a generalized version of the OW2H lemma from [3].
As will be seen in Section 4, different parts of our security analysis of Kyber use
different versions of the OW2H lemma for the sake of convenience.

Lemma 3 (Original OW2H [44]). Let H : X → Y be a quantum random ora-
cle. Consider an oracle algorithm AH that makes at most q queries to H. Let BH

be an oracle algorithm that on input x does the following: picks i←$ {1, . . . , q}
and y←$Y, runs AH(x, y) until (just before) the i-th query, measures the ar-
gument of the query in the computational basis and outputs the measurement
outcome (if A makes less than i queries, B outputs ⊥/∈ X ). Let

P 1
A = Pr[1← AH(x,H(x)) : x←$X ]

P 2
A = Pr[1← AH(x, y) : x←$X , y←$Y]

PB = Pr[x← BH(x) : x←$X ].

Then, we have |P 1
A − P 2

A| ≤ 2q
√
PB.

Lemma 4 (Generalized OW2H [3, Theorem 3]). Let S ⊆ X be random.
Let G,H : X → Y be random functions satisfying G(x) = H(x) for every x /∈ S.
Let z be a random bit string. (S, G,H, z may have arbitrary joint distribution.)
Let A be a quantum oracle algorithm making q queries to its corresponding or-
acle (either G or H).3 Let BH be an oracle algorithm that on input z does the
following: picks i←$ {1, . . . , q}, runs AH(z) until (just before) the i-th query,

3 Strictly speaking, the generalized OW2H lemma of [3] takes into account the parallel
oracle queries made by A by having q to be the so-called query depth of A. In this
paper, we won’t consider parallel queries of A for the sake of simplicity and denote q
to be the query number of A. But our subsequent analysis of Kyber can be modified
to also consider parallel oracle queries in a straightforward way.
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measures all query input registers in the computational basis, and outputs the
set T = {t1, . . . , t|T |} of measurement outcomes. Let

Pleft = Pr[1← AH(z)]

Pright = Pr[1← AG(z)]

Pguess = Pr[S ∩ T 6= ∅ : T ← BH(x)].

Then, |Pleft − Pright| ≤ 2q
√
Pguess. The same result also holds with BG instead

of BH in the definition of PB.

2.2 Cryptographic Primitives

Public Key Encryption (PKE): The model for PKE schemes is summarized
as follows:

Definition 1. A PKE scheme PKE consists of the following triple of PPT al-
gorithms (KGen,Enc,Dec):

– KGen(1λ; rg)→ (pk, sk): a key-generation algorithm that on input 1λ, where
λ is the security parameter, and randomness rg ∈ RKGen, outputs a pair
of keys (pk, sk). pk and sk are called the public/encryption key and pri-
vate/decryption key, respectively.

– Enc(pk,m; re) → c: an encryption algorithm that takes as input encryption
key pk, message m ∈M, and randomness re ∈ REnc, and outputs ciphertext
c ∈ C.

– Dec(sk, c) → m/⊥: a decryption algorithm that takes as input decryption
key sk and ciphertext c and outputs message m ∈ M or a rejection symbol
⊥ 6∈ M.

Definition 2 (PKE Correctness [29]). We say that PKE = (KGen,Enc,Dec)
is δ-correct if

Exp
(pk,sk)←KGen(1λ)

[ max
m∈M

Pr[Dec(sk, c) 6= m : c← Enc(pk,m)]] ≤ δ.

If δ = 0, then we just say that PKE is perfectly correct.

Definition 3 (PKE Security). Let PKE = (KGen,Enc,Dec) be a PKE scheme.
For any adversary A and GOAL ∈ {IND,SPR,ANO}, we define A’s GOAL-CCA
advantage against PKE (w.r.t. a simulator S when GOAL = SPR) as follows:

AdvGOAL-CCA
PKE[,S] (A) :=

∣∣∣∣Pr[ExptGOAL-CCA
PKE[,S],A (λ) = 1]− 1

2

∣∣∣∣ ,
where ExptGOAL-CCA

PKE[,S],A (λ) is an experiment described in Figure 2. For GOAL ∈
{IND,SPR,ANO}, we say that PKE is GOAL-CCA-secure if (there exists a
QPT simulator S when GOAL = SPR such that) AdvGOAL-CCA

PKE[,S] (A) is negligible
(in λ) for any QPT adversary A. We say that PKE is GOAL-CPA-secure if it
is GOAL-CCA-secure without giving A access to decryption oracle.
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ExptIND-CCA
PKE,A (λ)

(pk, sk)← KGen(1λ)

(m0,m1, state)← ADec⊥(·)(pk)

b←$ {0, 1}
c∗ ← Enc(pk,mb)

b′ ← ADecc∗ (·)(c∗, state)

return [b′ = b]

ExptSPR-CCA
PKE,S,A (λ)

(pk, sk)← KGen(1λ)

(m, state)← ADec⊥(·)(pk)

b←$ {0, 1}
c∗0 ← Enc(pk,m)

c∗1 ← S(1λ)

b′ ← ADecc∗
b
(·)

(c∗b , state)

return [b′ = b]

ExptSDS-IND
PKE,S,A (λ)

(pk, sk)← KGen(1λ)

b←$ {0, 1}
m←$M; c∗0 ← Enc(pk,m)

c∗1 ← S(1λ)

b′ ← A(pk, c∗b)

return [b′ = b]

Deca(c)

if c = a then return ⊥
m← Dec(sk, c)

return m

Deca(β, c)

if c = a then return ⊥
m← Dec(skβ , c)

return m

ExptANO-CCA
PKE,A (λ)

(pk0, sk0)← KGen(1λ)

(pk1, sk1)← KGen(1λ)

(m, state)← ADec⊥(·,·)(pk0, pk1)

b←$ {0, 1}
c∗ ← Enc(pkb,m)

b′ ← ADecc∗ (·,·)(c∗, state)

return [b′ = b]

Fig. 2. Games for PKE schemes

Definition 4 (Strong Disjoint Simulatablity [39,38,46]). Let PKE = (KGen,
Enc,Dec) be a PKE scheme and S be a QPT algorithm/simulator. For any ad-
versary A, we define A’s SDS-IND advantage against PKE, w.r.t. S, as follows:

AdvSDS-IND
PKE,S (A) :=

∣∣∣∣Pr[ExptSDS-IND
PKE,S,A (λ) = 1]− 1

2

∣∣∣∣ ,
where ExptSDS-IND

PKE,S,A (λ) is an experiment described in Figure 2. In addition, we
define disjointness as

DisjPKE,S = Pr[c ∈ Enc(pk,M) : (pk, sk)← KGen, c← S(1λ)].

We say that PKE is strongly disjoint-simulatable if there exists a QPT simulator
S such that AdvSDS-IND

PKE,S (A) is negligible for any QPT adversary A and DisjPKE,S
is negligible in λ.

Key Encapsulation Mechanism (KEM): The model for KEM schemes is
summarized as follows:

Definition 5. A KEM scheme KEM consists of the following triple of polynomial-
time algorithms (KGen,Encap,Decap):

11



– KGen(1λ; rg)→ (pk, sk): a key-generation algorithm that on input 1λ, where
λ is the security parameter, and randomness rg ∈ RKGen, outputs a pair
of keys (pk, sk). pk and sk are called the public/encapsulation key and pri-
vate/decapsulation key, respectively.

– Encap(pk; re)→ (c, k): an encapsulation algorithm that takes as input encap-
sulation key pk, and randomness re ∈ REncap, and outputs ciphertext c ∈ C
and encapsulated key k ∈ K.

– Decap(sk, c) → k/⊥: a decapsulation algorithm that takes as input decapsu-
lation key sk and ciphertext c and outputs key k ∈ K or a rejection symbol
⊥ 6∈ K.

Definition 6 (KEM Correctness). We say that KEM = (KGen,Encap,Decap)
is δ-correct if

Pr[Decap(sk, c) 6= k : (pk, sk)← KGen(1λ), (c, k)← Encap(pk)] ≤ δ.

In particular, we say that KEM is perfectly correct if δ = 0.

Definition 7 (KEM Security). Let KEM = (KGen,Encap,Decap) be a KEM
scheme. For any adversary A and GOAL ∈ {IND,SPR,ANO,SSMT}, we define
A’s GOAL-CCA advantage against KEM (w.r.t. a simulator S when GOAL ∈
{SPR,SSMT}) as follows:

AdvGOAL-CCA
KEM[,S] (A) :=

∣∣∣∣Pr[ExptGOAL-CCA
KEM[,S],A (λ) = 1]− 1

2

∣∣∣∣ ,
where ExptGOAL-CCA

KEM[,S],A (λ) is an experiment described in Fig. 3. For GOAL ∈
{IND,SPR,ANO,SSMT}, we say KEM is GOAL-CCA-secure if (there exists a
QPT simulator S when GOAL ∈ {SPR,SSMT} such that) AdvGOAL-CCA

KEM[,S] (A)
is negligible for any QPT adversary A.

We also define the above security properties for PKE schemes (in Definition 3)
and KEMs (in Definition 7) in the QROM where the corresponding schemes have
classical access and the adversary A has quantum access to a random oracle O.
Following [29,32], we make the convention that the number qO of queries made
by A to O counts the total number of times O is executed in the corresponding
security game/experiment; i.e., the number of A’s explicit queries to O plus the
number of implicit queries to O made by the experiment.

Data Encapsulation Mechanism (DEM): The model for DEM schemes is
summarized as follows:

Definition 8. A DEM scheme DEM consists of the following pair of polynomial-
time algorithms (E,D):

– E(k,m) → c: an encapsulation algorithm that takes as input key k ∈ K and
data m ∈M, and outputs ciphertext c ∈ C.

12



ExptIND-CCA
KEM,A (λ)

(pk, sk)← KGen(1λ)

b←$ {0, 1}
(c∗, k∗0)← Encap(pk)

k∗1 ←$K
b′ ← ADecapsc∗ (·)(pk, c∗, k∗b )

return [b′ = b]

ExptSPR-CCA
KEM,S,A (λ)

(pk, sk)← KGen(1λ)

b←$ {0, 1}
(c∗0, k

∗
0)← Encap(pk)

(c∗1, k
∗
1)←$S(1λ)×K

b′ ← ADecapsc∗
b
(·)

(pk, c∗b , k
∗
b )

return [b′ = b]

ExptSSMT-CCA
KEM,S,A (λ)

(pk, sk)← KGen(1λ)

b←$ {0, 1}
(c∗, k∗0)← S(1λ)×K
k∗1 ← Decap(sk, c∗)

b′ ← ADecapsc∗ (·)(pk, c∗, k∗b )

return [b′ = b]

Decapsa(c)

if c = a then return ⊥
k ← Decap(sk, c)

return k

Decapsa(β, c)

if c = a then return ⊥
k ← Decap(skβ , c)

return k

ExptANO-CCA
KEM,A (λ)

(pk0, sk0)← KGen(1λ)

(pk1, sk1)← KGen(1λ)

b←$ {0, 1}
(c∗, k∗)← Encap(pkb)

b′ ← ADecapsc∗ (·,·)(pk0, pk1, c
∗, k∗)

return [b′ = b]

Fig. 3. Games for KEM schemes

– D(k, c) → m/⊥: a decapsulation algorithm that takes as input key k and
ciphertext c, and outputs data m ∈M or a rejection symbol ⊥ 6∈ M.

Definition 9 (DEM Correctness). We say DEM = (E,D) has perfect cor-
rectness if for any k ∈ K and any m ∈M, we have

Pr[D(k, c) = m : c← E(k,m)] = 1.

Definition 10 (One-time Strong Pseudorandomness of DEM). Let the
scheme DEM = (E,D) be a DEM. For m ∈ M, let C|m|(⊆ C) be the cipher-
text space defined by the length of data m. For any adversary A, we define A’s
SPR-otCCA advantage against DEM as follows:

AdvSPR-otCCA
DEM (A) :=

∣∣∣∣Pr[ExptSPR-otCCA
DEM,A (λ) = 1]− 1

2

∣∣∣∣ ,
where ExptSPR-otCCA

DEM,A (λ) is an experiment described in Fig. 4. We say that
DEM is strongly pseudorandom under one-time chosen-ciphertext attack ( SPR-
otCCA secure) if AdvSPR-otCCA

DEM (A) is negligible for any QPT adversary A.

3 Specification of Kyber

As described in [4], Kyber is a KEM whose claimed IND-CCA security relies
on hardness of the module learning-with-error problem (MLWE problem [36]).
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ExptSPR-otCCA
DEM,A (λ)

k←$K
b←$ {0, 1}
(m, state)← A(1λ)

c∗0 ← E(k,m)

c∗1 ←$ C|m|

b′ ← ADecc∗
b
(·)

(c∗b , state)

return [b′ = b]

Deca(c)

if c = a then return ⊥
m← D(k, c)

return m

Fig. 4. SPR-otCCA game for DEM schemes.

Kyber–or more formally, Kyber.KEM–is constructed by first starting with a base
PKE scheme Kyber.PKE and then applying a tweaked Fujisaki-Okamoto (FO)
transform to it in order to obtain the final KEM. The tweaked FO transform is
described in detail in Figure 5; we also refer the reader to [4, Section 1.2] for a
detailed specification of Kyber.PKE.

KGen′

1 : (pk, sk)← KGen

2 : s←$ {0, 1}256

3 : pk′ ← (pk, H(pk))

4 : sk′ ← (sk, pk′, s)

5 : return (pk, sk′)

Encap(pk)

1 : m←$ {0, 1}256

2 : m← H(m)

3 : h← H(pk)

4 : (k, r)← G(m,h)

5 : c← Enc(pk,m; r)

6 : k ← H ′(k,H(c))

7 : return (c, k)

Decap(sk′, c)

1 : Parse sk′ = (sk, pk, h, s)

2 : m′ ← Dec(sk, c)

3 : (k
′
, r′)← G(m′, h)

4 : c′ ← Enc(pk,m′; r′)

5 : if c′ = c then

6 : return H ′(k
′
, H(c))

7 : else return H ′(s,H(c))

Fig. 5. The tweaked FO transform, namely FO 6⊥
′

(as described in [28,46]), used in
Kyber. Here (KGen,Enc,Dec) is the base PKE scheme and (KGen′,Encap,Decap) is the
final KEM. Also H,H ′ : {0, 1}∗ → {0, 1}256 and G : {0, 1}∗ → {0, 1}512 are hash func-
tions. Technically, Kyber instantiates H ′ with the extendable-output function SHAKE-
256 which can return outputs of arbitrary length. In this paper, we have H ′ to only
return outputs of bit-length 256 for the sake of simplicity. But our subsequent analysis
of Kyber can be modified in a straightforward manner to account for encapsulated keys
(derived from H ′) with arbitrary length.

3.1 Security properties of Kyber.PKE

In our IND-CCA security analysis of Kyber.KEM in Section 4, we rely on the
IND-CPA security of Kyber.PKE. Similarly, in our ANO-CCA security analysis
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(cf. Section 5) of Kyber.KEM and the hybrid PKE schemes derived from it, we
rely on the strong disjoint simulatability (i.e., SDS-IND security plus statistical
disjointness) [39,38,46] of the base Kyber.PKE scheme.

It was argued in [4, Theorem 1] that (in the (quantum) random oracle model)
Kyber.PKE is tightly IND-CPA secure under the MLWE hardness assumption,
since under the MLWE assumption, the public-key and ciphertexts of Kyber.PKE
are pseudorandom. Hence, we have:

Lemma 5 (informal). Kyber.PKE is tightly IND-CPA secure under the MLWE
hardness assumption, in the QROM.

Regarding the strong disjoint simulatability of Kyber.PKE, we have:

Lemma 6 (informal). Kyber.PKE = (KGen,Enc,Dec) is tightly strong disjoint
simulatable under the MLWE hardness assumption, in the QROM.

Proof (Sketch). Let S be a QPT simulator algorithm which simply outputs a
uniformly random value from the ciphertext space C of Kyber.PKE. (Note that C
is a set of bit strings with a fixed pre-specified length [4, Section 1.2], and hence,
is efficiently samplable.) The above observation of Kyber.PKE’s public-keys and
ciphertexts being pseudorandom under the MLWE assumption can be used in
a straightforward manner to show that Kyber.PKE is tightly SDS-IND secure
w.r.t. S (cf. Definition 4) under the MLWE hardness assumption – as also noted
in [4, Section 4.3.2].

Coming to the statistical disjointness of Kyber.PKE w.r.t. S (cf. Definition 4),

we have DisjKyber.PKE,S ≤
|Enc(pk,M)|

|C| ≤ ≤|M||REnc|
|C| . Note that across all parameter

sets of Kyber [4, Section 1], we have |C| ≥ 26144 and |M×REnc| = 2512. Hence,
for all intents and purposes, DisjKyber.PKE,S can be considered to be negligible.

Finally, our IND-CCA and ANO-CCA security analyses of Kyber.KEM ac-
counts for the δ-correctness of Kyber.PKE (cf. Definition 2). This particular cor-
rectness property of the base Kyber.PKE scheme has been rigorously analyzed
in [4, Section 1.4].

4 IND-CCA Security of Kyber in the QROM

In this section, we prove the IND-CCA security of Kyber in the QROM with
concrete bounds, before proceeding to show the scheme’s anonymity (i.e., ANO-
CCA security) later in Section 5.

Theorem 1 (IND-CCA security of Kyber.KEM). Given the base PKE scheme
Kyber.PKE = (KGen,Enc,Dec) is δ-correct, for any IND-CCA adversary A
against Kyber.KEM = (KGen′,Encap,Decap) issuing at most qD classical queries
to the decapsulation oracles, and at most qG, qH and qH′ queries to the quantum
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random oracles G, H, and H ′, respectively, there exists an IND-CPA adversary
B against Kyber.PKE such that

AdvIND-CCA
Kyber.KEM(A) ≤ 2(qG + qH′)

√
AdvIND-CPA

Kyber.PKE(B) +
1

2256
+

9qH′ + 2qH
2128

+ 4qG
√
δ +

C(qH + 1)3

2256
,

where C (< 648) is the constant from Lemma 1, and the running time of B is
about the same as that of A.

The proof essentially follows the “wrapper-based” approach described in Sub-
section 1.2 above but with respect to the implicitly-rejecting FO 6⊥m transform.
Formal details follow.

Proof. Towards proving the concrete IND-CCA security of Kyber in the QROM,

we first consider an intermediate PKE → KEM transform FO 6⊥
′

pre, described in

Figure 6. Let Kyber.KEM be the KEM obtained by applying the FO 6⊥
′

pre transform

on Kyber.PKE, i.e., Kyber.KEM = FO 6⊥
′

pre[Kyber.PKE, G,H,H
′]. We now consider

the IND-CCA security of Kyber.KEM in the QROM.

KGen′

1 : (pk, sk)← KGen

2 : s←$ {0, 1}256

3 : pk′ ← (pk, H(pk))

4 : sk′ ← (sk, pk′, s)

5 : return (pk, sk′)

Encap(pk)

1 : m←$ {0, 1}256

2 : h← H(pk)

3 : (k, r)← G(m,h)

4 : c← Enc(pk,m; r)

5 : return (c, k)

Decap(sk′, c)

1 : Parse sk′ = (sk, pk, h, s)

2 : m′ ← Dec(sk, c)

3 : (k
′
, r′)← G(m′, h)

4 : c′ ← Enc(pk,m′; r′)

5 : if c′ = c then

6 : return k
′

7 : else return H ′(s, c)

Fig. 6. The PKE→ KEM transform FO6⊥
′

pre.

Let A be an IND-CCA adversary against Kyber.KEM issuing at most q′D
classical queries to the decapsulation oracles, and q′H and q′H′ queries to the
quantum random oracles H and H ′ respectively. Consider the sequence of games
G0 – G2 described in Figure 7 which only differ in the way their corresponding
decapsulation oracles Decap(sk′, ·) reject invalid ciphertexts.

Game G0: This game is exactly the IND-CCA game for Kyber.KEM. Hence,∣∣∣Pr[G0 = 1]− 1

2

∣∣∣ = AdvIND-CCA
Kyber.KEM

(A). (1)
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Games G0 − G2

1 : (pk, sk)← KGen′

2 : (c∗, k
∗
0)← Encap(pk)

3 : k
∗
1 ←$ {0, 1}256

4 : b←$ {0, 1}

5 : b′ ← AG,H,H
′,Decap(sk′,·)

(pk, c∗, k
∗
b)

6 : return [b′ = b]

Decap(sk′, c)

1 : Parse sk′ = (sk, pk, h, s)

2 : m′ ← Dec(sk, c)

3 : (k
′
, r′)← G(m′, h)

4 : c′ ← Enc(pk,m′; r′)

5 : if c′ = c then

6 : return k
′

7 : else return H ′(s, c)// G0

8 : else return H ′′(c)// G1

9 : else return H(H(c))// G2

Fig. 7. Games G0 – G2. Here H ′′ : {0, 1}∗ → {0, 1}256 and H : {0, 1}256 → {0, 1}256 are
fresh internal random oracles, i.e., not directly accessible to A.

Game G1: In this game, the Decap(sk′, ·) oracle is modified such that H ′′(c)
is returned instead of H ′(s, c) for an invalid ciphertext c, where H ′′ is a fresh
internal random oracle not directly accessible to A. Using Lemma 2 w.r.t. the
pseudorandomness of H ′(s, ·) during decapsulation, where we have the “PRF
key” s←$ {0, 1}256, it is not hard to obtain the following via a straightforward
reduction: ∣∣Pr[G1 = 1]− Pr[G0 = 1]

∣∣ ≤ 2q′H′

2128
. (2)

Game G2: In this game, we again modify the Decap(sk′, ·) oracle such that
H(H(c)) is returned instead of H ′′(c) for an invalid ciphertext c, where H is
another fresh internal random oracle not directly accessible to A. Note that the
oracles H ′′ and H are only accessible to A indirectly via the Decap(sk′, ·) oracle.
Now in the view of adversary A, the output distributions of the Decap(sk′, ·)
oracle in games G1 and G2 with regards to invalid ciphertexts c are identical
unless A queries the decapsulations of two invalid ciphertexts c1 and c2 such
that H(c1) = H(c2) (and c1 6= c2). Since decapsulation queries are considered
to be classical in the QROM, we can bound the probability of such an event
by collision-resistance of the QRO H – as described in Lemma 1 – again via a
straightforward reduction. Hence, we have4,∣∣Pr[G2 = 1]− Pr[G1 = 1]

∣∣ ≤ C(q′H + q′D + 1)3

2256
, (3)

where C (< 648) is the constant from Lemma 1.

4 Recall from our convention (described in Subsection 2.2) that q′H counts the total
number of times H is invoked in the game G0. However in G2, H is additionally
invoked when A queries the decapsulation of an invalid ciphertext. Hence, H is
queried at most (q′H + q′D) many times in G2 in the context of applying Lemma 1.
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Hence by collecting the above bounds (1) – (3), we obtain∣∣∣Pr[G2 = 1]− 1

2

∣∣∣ ≤ AdvIND-CCA
Kyber.KEM

(A) +
2q′H′

2128
+
C(q′H + q′D + 1)3

2256
, (4)

which will be useful shortly when we now focus on proving concrete IND-CCA
security of the actual scheme of Kyber.

Let A be an IND-CCA adversary against Kyber.KEM issuing at most qD
classical queries to the decapsulation oracles, and at most qG, qH and qH′ queries
to the quantum random oracles G, H and H ′ respectively. Consider the sequence
of games G0 – G8 described in Figure 8.

Games G0 − G8

1 : (pk, sk)← KGen′

2 : m∗ ←$ {0, 1}256

3 : m∗ ← H(m∗)// G0,G8

4 : (k
∗
0, r
∗)←$G(m∗, H(pk))

5 : k
∗
1 ←$ {0, 1}256

6 : c∗ ← Enc(pk,m∗; r∗)

7 : k∗ ← H ′(k
∗
0, H(c∗))// G0 – G3

8 : k∗ ← H ′(k
∗
1, H(c∗))// G4

9 : k∗ ←$ {0, 1}256// G5 – G8

10 : b′ ← AG,H,H
′,Decap(sk′,·)(pk, c∗, k∗)

11 : return b′

Decap(sk′, c)

1 : Parse sk′ = (sk, pk, h, s)

2 : m′ ← Dec(sk, c)

3 : (k
′
, r′)← G(m′, h)

4 : c′ ← Enc(pk,m′; r′)

5 : if c′ = c then

6 : return H ′(k
′
, H(c))

7 : else

8 : return H ′(s,H(c))// G0–G1, G7–G8

9 : return H ′′(H(c))// G2,G6

10 : return H ′(H(H(c)), H(c))// G3–G5

Fig. 8. Games G0 – G8. Here H ′′ : {0, 1}∗ → {0, 1}256 and H : {0, 1}256 → {0, 1}256 are
fresh internal random oracles, i.e., not directly accessible to A.

Game G0: This game is basically the IND-CCA game for Kyber.KEM where
the adversary A gets the “real” encapsulated key k∗, i.e., (c∗, k∗)← Encap(pk).

Game G1: Here we essentially do not execute the “m← H(m)” step during
encapsulation (Line 2 in “Encap(pk)”, Fig. 5) in this game’s setup. We now use
the original OW2H lemma (Lemma 3) to bound the difference in A’s “behavior”
in games G0 and G1. In the context of applying Lemma 3, let x := m∗0←$ {0, 1}256
and y := m∗1←$ {0, 1}256, and consider an oracle algorithm AH making at-most
qH queries to H such that AH(m∗0, H(m∗0)) simulates the game G0 towards A
and AH(m∗0,m

∗
1) simulates G1 towards A. To be more specific, AH sets “m∗” in

Line 4, Fig. 8, to be its second input (either H(m∗0) or m∗1) when simulating the
appropriate game (G0 or G1, respectively) towards A.

Again in the context of Lemma 3, it is not hard to see that Pr[G0 = 1] =
P 1
A and Pr[G1 = 1] = P 2

A. Regarding the probability PB , note that during
AH(m∗0,m

∗
1)’s simulation of game G1 towards A, the view of A is completely
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independent of the value m∗0 (= x)←$ {0, 1}256. Hence, we have PB = 1
2256

which leads to

|Pr[G1 = 1]− Pr[G0 = 1]| ≤ 2qH
2128

(= 2qH
√
PB). (5)

Game G2: In this game, the Decap(sk′, ·) oracle is modified such thatH ′′(H(c))
is returned instead of H ′(s,H(c)) for an invalid ciphertext c, where H ′′ is a fresh
internal random oracle not directly accessible to A. Similar to the G0 → G1

“hop” above, by using Lemma 2 w.r.t. the pseudorandomness of H ′(s, ·)–this
time on inputs of the form “H(c)”–during decapsulation, it is not hard to ob-
tain:

|Pr[G2 = 1]− Pr[G1 = 1]| ≤ 2qH′

2128
. (6)

Game G3: In this game, we again modify the Decap(sk′, ·) oracle such that
H ′(H(H(c)), H(c)) is returned instead of H ′′(H(c)) for an invalid ciphertext c,
where H is another fresh internal random oracle not directly accessible to A.
Here we use the generalized OW2H lemma (Lemma 4) to bound the difference
in A’s behavior in games G2 and G3.

In the context of Lemma 4, note that the oracle algorithm needs to distinguish
the pair of random functions (H ′′(·), H ′) in G2 from the pair (H ′(H(·), ·), H ′) in
G3. But it is not hard to see that this is the same as distinguishing (H ′′, H ′) in
G2 from (H ′′, G′) in G3, where the oracle G′ is obtained by reprogramming H ′

on inputs of the form “(H(x), x)” with x ∈ {0, 1}256; namely, we have

G′(y) =

{
H ′′(x) if y is of the form (H(x), x) with x ∈ {0, 1}256

H ′(y) otherwise.

So again in the context of applying Lemma 4, consider an oracle algorithm
A which has quantum access to either (H ′′, H ′) or (H ′′, G′) such that AH

′′,H′

and AH
′′,G′ simulate G2 and G3 respectively towards A, while making qH′ ora-

cle queries.5 Note that the set of differences between the H ′ and G′ oracles is
S = {(H(x), x) | x ∈ {0, 1}256}. If we then set Pr[G2 = 1] = Pleft and Pr[G3 =
1] = Pright, from Lemma 4 we have |Pr[G3 = 1] − Pr[G2 = 1]| ≤ 2qH′

√
Pguess.

Regarding Pguess, note that during AH
′′,H′ ’s simulation of G2 towards the ad-

versary A, the view of A is completely independent of the (internal) random
oracle H. Hence the probability that measurement of a random H ′-oracle query
in G2 will be of the form (H(x), x) (with x ∈ {0, 1}256) is at-most 1

2256 , i.e.,

Pguess ≤ 1
2256 , since H(x) will be a fresh uniformly random value in {0, 1}256.

Therefore,

|Pr[G3 = 1]− Pr[G2 = 1]| ≤ 2qH′

2128
. (7)

5 For example, A uses the first oracle H ′′ to simulate Decap(sk′, ·) in Figure 8 w.r.t. in-
valid ciphertexts c; given such a decapsulation query c from A, the algorithm A
returns H ′′(H(c)), where the oracle H is sampled independently by A at the games’
setup.
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Game G4: In this game, we generate the encapsulated key k∗ in the setup
as “k∗ ← H ′(k

∗
1, H(c∗))” instead of “k∗ ← H ′(k

∗
0, H(c∗))” where we have

(k
∗
0, r
∗)←$G(m∗, H(pk)) and k

∗
1←$ {0, 1}256. Here we make use of our analysis

of the FO 6⊥
′

pre transform above.

Consider the game G2 “played” by adversary A in Fig. 7 w.r.t. Kyber.KEM.
Depending on whether A gets the “real pre-key” k

∗
0 or the “random pre-key” k

∗
1

from its challenger, it can simulate the game G3 or G4 respectively towards A.

Namely, AH,H
′

(c∗, k
∗
b) computes the encapsulated key k∗ as k∗ ← H ′(k

∗
b , H(c∗))

(where b is the bit sampled by A’s challenger in Fig. 7) and sends it to A during

the games’ setup. AH,H
′,Decap(sk′,·)

also simulates the decapsulation oracle in
games G3 and G4 (cf. Fig. 8) as follows: given a decapsulation query c from A, A
queries its own Decap(sk′, ·) oracle in G2 on c to obtain a key k

′
–which can also

be the value “H(H(c))” if c is invalid (cf. Line 9 in “Decap(sk′, c)”, Fig. 7)–and

returns H ′(k
′
, H(c)) to A. Hence, it is not hard to see from this reduction that

|Pr[G4 = 1]− Pr[G3 = 1]| =
∣∣Pr[1← A | b = 1]− Pr[1← A | b = 0]

∣∣
= 2 ·

∣∣∣Pr[G2 = 1]− 1

2

∣∣∣.
By using Inequality (4) above w.r.t. our analysis of Kyber.KEM, we obtain6

|Pr[G4 = 1]− Pr[G3 = 1]| ≤ 2AdvIND-CCA
Kyber.KEM

(A) +
4qH′

2128
+

2C(qH + 1)3

2256
. (8)

Game G5: Here we have the encapsulated key k∗ in the setup to be an
independent and uniformly random value, i.e., “k∗←$ {0, 1}256”, instead of de-

riving it from H ′ as “k∗ ← H ′(k
∗
1, H(c∗))”. Similar to the G0 → G1 hop above,

by using Lemma 2 w.r.t. the pseudorandomness of H ′(k
∗
1, ·)–with “PRF key”

k
∗
1←$ {0, 1}256–during setup, it is not hard to obtain:

|Pr[G5 = 1]− Pr[G4 = 1]| ≤ 2qH′

2128
. (9)

Game G6: In this game, we modify the Decap(sk′, ·) oracle such thatH ′′(H(c))
is returned instead of H ′(H(H(c)), H(c)) for an invalid ciphertext c. In essence,
we are reverting the changes introduced in the “G2 → G3” hop. Hence, by ap-
plying a similar reasoning as that hop, we get

|Pr[G6 = 1]− Pr[G5 = 1]| ≤ 2qH′

2128
. (10)

6 Here we replace the term “q′H+q′D” in Inequality (4) with “qH”. Recall from Footnote
3 that (q′H + q′D) is the maximum number of times oracle H is queried in G2. But
since the decapsulation algorithm of Kyber.KEM involves a single invocation of H(·)
for each input ciphertext c (see “Decap(sk′, c)”, Fig. 5), the quantity “qH” includes
the number of times H is queried by A to answer decapsulation queries from A
– following our convention w.r.t. counting the number of random oracle queries in
security games (cf. Subsection 2.2).
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Game G7: In this game, Decap(sk′, ·) oracle is modified such that H ′(s,H(c))
is returned instead of H ′′(H(c)) for an invalid ciphertext c. Again in essence, we
are reverting the changes introduced in the “G1 → G2” hop. Hence, by using a
similar reasoning as that hop–namely, pseudorandomness of the oracle H ′(s, ·)
on inputs of the form “H(c)”–we obtain

|Pr[G7 = 1]− Pr[G6 = 1]| ≤ 2qH′

2128
. (11)

Game G8: Here we re-introduce the “m← H(m)” step during encapsulation
(Line 2 in “Encap(pk)”, Fig. 5) in this game’s setup, thereby reverting the changes
introduced in the “G0 → G1” hop. By applying Lemma 3 in a similar way as
that hop, we get

|Pr[G8 = 1]− Pr[G7 = 1]| ≤ 2qH
2128

. (12)

Now note that G8 is the IND-CCA game for Kyber.KEM where the adversary
A gets a “random” encapsulated key k∗, i.e., k∗←$ {0, 1}256 (in contrast to
getting the “real” encapsulated key in G0). Hence, we have

2 ·AdvIND-CCA
Kyber.KEM(A) = |Pr[G8 = 1]− Pr[G0 = 1]| .

By collecting the above bounds (5) - (12), we obtain

AdvIND-CCA
Kyber.KEM(A) ≤ AdvIND-CCA

Kyber.KEM
(A) +

7qH′ + 2qH
2128

+
C(qH + 1)3

2256
. (13)

Coming to the term “AdvIND-CCA
Kyber.KEM

(A)”, note that the FO 6⊥
′

pre transform is

essentially identical to the FO 6⊥m transform of [29] (also described in Fig. 1) in
the context of proving IND-CCA security of the obtained KEM. That is, the
existing IND-CCA security theorems w.r.t. FO 6⊥m in the QROM derived in the

literature (e.g., in [32,39,10,35]) apply to FO 6⊥
′

pre as-it-is because of the following
reasons:

– Note that FO 6⊥
′

pre uses a single hash function G to compute both the encap-

sulated key k and the random coins r for the deterministic encryption of
m during encapsulation, whereas FO 6⊥m uses two separate hash functions for
the same. However, these two computations are equivalent when the corre-
sponding hash functions are modeled as independent random oracles with
appropriate output lengths.

– Similarly, FO 6⊥
′

pre uses the hash H(pk) to compute k and r during encapsula-

tion (and H(pk) is also included in the KEM’s secret key sk′), in contrast to
FO 6⊥m. But this change preserves the relevant IND-CCA theorems from FO 6⊥m
to FO 6⊥

′

pre with trivial changes to the corresponding proofs, to accommodate
the inclusion of H(pk), because the IND-CCA security notion only involves
a single user’s public-key pk (as opposed to multi-user security notions, such
as ANO-CCA which involves two public-keys).
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Hence, by applying [32, Theorem 2]7 regarding the IND-CCA security of
“FO 6⊥m-derived” KEMs in the QROM to Kyber.KEM, we have that there exists
an IND-CPA adversary B against Kyber.PKE, with its running time about the
same as that of A (and hence, that of A as well), such that8

AdvIND-CCA
Kyber.KEM

(A) ≤ 2(qG + qH′)

√
AdvIND-CPA

Kyber.PKE(B) +
1

2256
+

2qH′

2128
+ 4qG

√
δ.

(14)

Combining the inequalities (13) and (14) finishes the proof.

Remark 1. An alternative approach to prove IND-CCA security of Kyber in
the QROM was suggested in [17], involving the compressed oracle technique
introduced in [48]. More specifically, given two random oracles H1 : {0, 1}m →
{0, 1}n,H2 : {0, 1}n×{0, 1}` → {0, 1}n, and a polynomial-sized stateless classical
circuit C which has quantum access toH1, H2, it was shown in [48, Section 5] that
the “domain extender” CH1,H2(x, y) = H2(H1(x), y) is indifferentiable from a
quantum random oracle H : {0, 1}m+` → {0, 1}n. Informally, indifferentiability
guarantees that any efficient adversary cannot distinguish 〈(H1, H2), CH1,H2〉
from 〈SH , H〉 where the simulator S queries H and simulates the oracles H1, H2.

Now note that in Kyber (Fig. 5, Line. 6 of “Encap(pk)”), the encapsu-
lated keys are generated as “k ← H ′(k,H(c))” by hashing the “pre-key” k
and a “nested hash” of the ciphertext, i.e., H(c). And as noted in [28,46], this
nested hash H(c) creates problems when extending prior QROM security anal-
ysis of (implicitly-rejecting) FO transforms in the literature to Kyber. However,
since [48, Section 5] essentially shows that H ′(k,H(c)) is indifferentiable from
H ′′(k, c), for a fresh random oracle H ′′, we can “ignore” the nested hash H(c) in
our analysis of Kyber; in fact, [28, Appendix E] already proved the IND-CCA se-
curity of a variant of the FO transform where keys are derived as “k ← H ′′(k, c)”.
However, we make a couple of remarks regarding this matter:

– At a conceptual level, our IND-CCA security analysis of Kyber above (Theo-
rem 1) relies on arguably simpler proof techniques than the ones introduced
in [48]. Specifically, our analysis of Kyber in the QROM is based on that
of the FO 6⊥m transform in the literature, which in turn is based on the well-
known “One-Way To Hiding (OW2H) lemma” [44,3] proof technique. And

7 As mentioned in Subsection 1.2, the reason we are not applying the tighter QROM
IND-CCA security theorems of [10,35] w.r.t. FO6⊥m-derived KEMs is that they make
an additional assumption on the base PKE scheme being injective [10]. However, we
leave a detailed analysis of Kyber.PKE’s injectivity as an open question.

8 Technically, [32, Theorem 2] reduces the IND-CCA security of the KEM to the
OW-CPA security of the underlying PKE scheme. But it is well-known that IND-
CPA security of a PKE scheme with a sufficiently large message space also im-
plies its OW-CPA security; namely, for any OW-CPA adversary Bow against a PKE
scheme PKE with message spaceM, there exists an IND-CPA adversary Bind against
PKE with the same running time as that of Bow such that AdvOW-CPA

PKE (Bow) ≤
AdvIND-CPA

PKE (Bind) + 1
|M| .
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as mentioned in Section 1, [45] provided a framework for formally verifying
security proofs that involve applications of the OW2H lemma in the QROM.
Hence, this should make our security proofs for Kyber amenable to formal
verification, thereby providing further confidence in our analysis of the new
NIST PQC standard.

– Quantitatively, if we rely on the above indifferentiability argument to analyze
Kyber instead, then when switching from “H ′(k,H(c))” to “H ′′(k, c)” we
would incur an additive “indifferentiability” term O(q2/2n/2) (as specified
in [48, Section 5]) in our IND-CCA security bounds, where q is the number of
adversarial quantum random oracle queries made to H, H ′, and n = 256 for
Kyber. In contrast, our concrete bounds in Theorem 1 includes an additive
“collision-resistance (of H)” term O(q3/2n). Hence, our concrete IND-CCA
security theorem for Kyber allows for strictly more number of random oracle
queries q when compared to the indifferentiability-based argument, especially
w.r.t. higher security level parameter sets for Kyber when the “correctness”
term O(q

√
δ) is no longer a limiting factor on q (e.g., δ = 2−164, 2−174).

At the same time, there does not seem to be a straightforward matching at-
tack on the IND-CCA security of Kyber that exploits finding collisions in H.
Hence, we leave it as an open question to provide a concrete proof of IND-
CCA security for Kyber in the QROM which does not rely on the collision-
resistance of quantum random oracles, while ensuring tightness w.r.t. the
passive IND-CPA security of the base PKE scheme as in the case with
implicitly-rejecting FO transforms.

5 ANO-CCA Security of Kyber in the QROM

In this section, we prove the concrete ANO-CCA security of Kyber, and the hy-
brid PKE schemes derived from it, in the QROM. As mentioned in Subsection 1.2
above, we first prove that the aforementioned schemes are strongly pseudoran-
dom (or, SPR-CCA secure; cf. Definitions 3, 7) in the QROM, which in turn
implies their ANO-CCA security [46, Thm. 2.5 of ePrint version].

5.1 SPR-CCA Security of Kyber.KEM

Here we prove the concrete SPR-CCA security of Kyber.KEM in the QROM
while relying on the strong disjoint simulatability (i.e., SDS-IND security and
statistical disjointness; cf. Lemma 6) of the base Kyber.PKE scheme.

Theorem 2 (SPR-CCA security of Kyber.KEM). Let the base PKE scheme
Kyber.PKE = (KGen,Enc,Dec) be δ-correct, and S be a QPT simulator algo-
rithm which simply outputs a uniformly random value from the ciphertext space
of Kyber.PKE. Then for any SPR-CCA adversary A against Kyber.KEM =
(KGen′,Encap,Decap) w.r.t. S issuing at most qD classical queries to the de-
capsulation oracles, and at most qG, qH and qH′ queries to the quantum random
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oracles G, H and H ′ respectively, there exists an IND-CPA adversary B and a
SDS-IND adversary D against Kyber.PKE w.r.t. S such that

AdvSPR-CCA
Kyber.KEM,S(A) ≤ qG

√
AdvIND-CPA

Kyber.PKE(B) +
1

2256
+

1

2
DisjKyber.PKE,S(λ)

+ AdvSDS-IND
Kyber.PKE,S(D) + (2 + 8(qG + qD + 2)2 + 8(2qG + 2)2)δ

+
2(qH′ + qD)

2128
+
C(qH + 1)3

2256
+
qH + 7qH′

2128
,

where C (< 648) is the constant from Lemma 1, and the running time of B and
D is about the same as that of A.

The proof follows quite closely to that of IND-CCA security of Kyber.KEM
in the QROM above (Theorem 1). We will be focusing on the main differences
in our SPR-CCA security analysis below.

Proof. Same as in our proof of IND-CCA security for Kyber.KEM (Theorem 1),
we first consider SPR-CCA security of the “intermediate” scheme Kyber.KEM =

FO 6⊥
′

pre[Kyber.PKE, G,H,H
′] (see Fig. 6) in the QROM.

Games G0 – G2

1 : (pk, sk)← KGen′

2 : (c∗0, k
∗
0)← Encap(pk)

3 : c∗1 ← S()

4 : k
∗
1 ←$ {0, 1}256

5 : b←$ {0, 1}

6 : b′ ← AG,H,H
′,Decap(sk′,·)

(pk, c∗b , k
∗
b)

7 : return [b′ = b]

Decap(sk′, c)

1 : Parse sk′ = (sk, pk, h, s)

2 : m′ ← Dec(sk, c)

3 : (k
′
, r′)← G(m′, h)

4 : c′ ← Enc(pk,m′; r′)

5 : if c′ = c then

6 : return k
′

7 : else return H ′(s, c)// G0

8 : else return H ′′(c)// G1

9 : else return H(H(c))// G2

Fig. 9. Games G0 – G2. Here H ′′ : {0, 1}∗ → {0, 1}256 and H : {0, 1}256 → {0, 1}256 are
fresh internal random oracles, i.e., not directly accessible to A. Also, S is the simulator
described above which simply outputs a uniformly random Kyber.PKE ciphertext.

Let A be an SPR-CCA adversary against Kyber.KEM w.r.t. simulator S (de-
scribed above) issuing at most q′D classical queries to the decapsulation oracles,
and q′H and q′H′ queries to the quantum random oracles H and H ′ respectively.
Consider the sequence of games G0 – G2 described in Figure 9. It is straight-
forward to obtain the following based on our IND-CCA security analysis of
Kyber.KEM (Inequality (4)) in the proof of Theorem 1 above.∣∣∣Pr[G2 = 1]− 1

2

∣∣∣ ≤ AdvSPR-CCA
Kyber.KEM,S(A) +

2q′H′

2128
+
C(q′H + q′D + 1)3

2256
, (15)
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Now, we return to proving SPR-CCA security of the actual Kyber.KEM. Let
A be an SPR-CCA adversary against Kyber.KEM w.r.t. S issuing at most qD
classical queries to the decapsulation oracles, and at most qG, qH and qH′ queries
to the quantum random oracles G, H and H ′ respectively. Consider the sequence
of games G0 – G7 described in Figure 10. These games are quite similar to the
ones described in Figure 8 in our IND-CCA security proof.

Games G0 – G7

1 : (pk, sk)← KGen′

2 : m∗ ←$ {0, 1}256

3 : m∗ ← H(m∗)// G0

4 : (k
∗
0, r
∗)←$G(m∗, H(pk))

5 : k
∗
1 ←$ {0, 1}256

6 : c∗ ← Enc(pk,m∗; r∗)// G0 – G3

7 : c∗ ← S()// G4 – G7

8 : k∗ ← H ′(k
∗
0, H(c∗))// G0 – G3

9 : k∗ ← H ′(k
∗
1, H(c∗))// G4

10 : k∗ ←$ {0, 1}256// G5 – G7

11 : b′ ← AG,H,H
′,Decap(sk′,·)(pk, c∗, k∗)

12 : return b′

Decap(sk′, c)

1 : Parse sk′ = (sk, pk, h, s)

2 : m′ ← Dec(sk, c)

3 : (k
′
, r′)← G(m′, h)

4 : c′ ← Enc(pk,m′; r′)

5 : if c′ = c then

6 : return H ′(k
′
, H(c))

7 : else

8 : return H ′(s,H(c))// G0 – G1, G7

9 : return H ′′(H(c))// G2,G6

10 : return H ′(H(H(c)), H(c))// G3–G5

Fig. 10. Games G0 – G7. Here H ′′ : {0, 1}∗ → {0, 1}256 and H : {0, 1}256 → {0, 1}256
are fresh internal random oracles, i.e., not directly accessible to A.

Game G0: This game is the SPR-CCA game for Kyber.KEM with the “real”
ciphertext c∗ and “real” encapsulated key k∗ where (c∗, k∗)← Encap(pk).

Now note that the games G0 – G3 in Figure 10 are essentially identical to the
games “G0 – G3” defined in Figure 8. Hence, from our analysis of these game
hops (i.e., Inequalities (5)− (7)) in the above IND-CCA security proof, it is not
hard to obtain:

|Pr[G0 = 1]− Pr[G3 = 1]| ≤ 2qH
2128

+
4qH′

2128
. (16)

Game G4: Relative to G3 (and G0), we modify how the challenge cipher-
text c∗ and corresponding encapsulated key k∗ are generated. In this game,
we generate (c∗, k∗) as c∗ ← S() and k∗ ← H ′(k

∗
1, H(c∗)) instead, where S is

the simulator described above and k
∗
1←$ {0, 1}256. Here we use our SPR-CCA

security analysis of the intermediate Kyber.KEM.
To be specific, recall that in the corresponding “G3 → G4” hop (Inequality

(8)) in our above IND-CCA security proof of Kyber.KEM, we showed a reduc-
tion to IND-CCA security of the underlying Kyber.KEM. In a similar way, it
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is straightforward to construct an SPR-CCA adversary A against Kyber.KEM
w.r.t. the same S above such that

|Pr[G3 = 1]− Pr[G4 = 1]| = 2 · |Pr[G2 = 1]− 1/2|

≤ 2AdvSPR-CCA
Kyber.KEM,S(A) +

4qH′

2128
+

2C(qH + 1)3

2256
, (17)

where we used Inequality (15) w.r.t. our analysis of Kyber.KEM.
Game G5: We further modify how k∗ is generated. In this game, k∗ is chosen

from {0, 1}256 uniformly at random. Similar to our analysis of the “G4 → G5” hop
(Inequality(9)) in the proof of Theorem 1, we obtain the following by applying
Lemma 2.

|Pr[G4 = 1]− Pr[G5 = 1]| ≤ 2qH′

2128
. (18)

Game G6: We modify the decapsulation oracle such that the oracle rejects
an invalid ciphertext c by returning H ′′(H(c)). In a sense, we are reverting the
changes introduced in the “G2 → G3” hop above (cf. Inequality (7) in the proof
of Theorem 1). Hence, it is not hard to obtain

|Pr[G5 = 1]− Pr[G6 = 1]| ≤ 2qH′

2128
. (19)

Game G7: We again modify the decapsulation oracle such that the oracle
returns H ′(s,H(c)) for an invalid ciphertext c. From our analysis of the “G1 →
G2” hop above (cf. Inequality (6) in the proof of Theorem 1), we have

|Pr[G6 = 1]− Pr[G7 = 1]| ≤ 2qH′

2128
. (20)

Note that G7 is the SPR-CCA game for Kyber.KEM where A gets a “random”
ciphertext c∗ ← S() and “random” encapsulated key k∗←$ {0, 1}256. Hence, by
summing up the bounds (16) - (20), we obtain

2AdvSPR-CCA
Kyber.KEM,S(A) = |Pr[G0 = 1]− Pr[G7 = 1]|

≤ 2AdvSPR-CCA
Kyber.KEM,S(A) +

2C(qH + 1)3

2256
+

2qH + 14qH′

2128
. (21)

Finally, we replace the term “AdvSPR-CCA
Kyber.KEM,S(A)” with the existing SPR-

CCA security bounds on the FO 6⊥m transform in the QROM derived in [46].
Because as previously noted in our proof of Theorem 1 above, the intermediate

FO 6⊥
′

pre transform is essentially identical to FO 6⊥m in the context of “single key-
pair notions” such as IND-CCA security and SPR-CCA security. Hence, by
applying [46, Thms. D.1 and 4.1 of ePrint]9 w.r.t. the SPR-CCA security of

9 FO6⊥m is composed of two modular FO transforms: namely, the “T” and “U6⊥m” trans-
forms defined in [29]; [46, Thm. D.1 of ePrint] considers the T transform and [46,
Thm. 4.1 of ePrint] considers the U6⊥m transform respectively.
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“FO 6⊥m-derived” KEMs in the QROM to Kyber.KEM, we have that there exists an
IND-CPA adversary B and a SDS-IND adversary D w.r.t. S against Kyber.PKE,
running in about the same time as that of A (and A), such that10

AdvSPR-CCA
Kyber.KEM,S(A) ≤ qG

√
AdvIND-CPA

Kyber.PKE(B) +
1

2256
+

1

2
DisjKyber.PKE,S(λ)

+ AdvSDS-IND
Kyber.PKE,S(D) +

2(qH′ + qD)

2128
+ (2 + 8(qG + qD + 2)2 + 8(2qG + 2)2)δ.

(22)

Combining inequalities (21) and (22) finishes the proof.

Corollary 1 (ANO-CCA security of Kyber.KEM). Given Kyber.PKE is IND-
CPA secure and strongly disjoint-simulatable, then Kyber.KEM is ANO-CCA
secure in the QROM.

This follows from [46, Thm. 2.5 of ePrint] which states that the SPR-CCA
security of a KEM implies its ANO-CCA security.

5.2 SPR-CCA Security of Hybrid PKE Derived from Kyber.KEM

We now focus on anonymity, or more specifically, SPR-CCA security of hy-
brid PKE schemes obtained from Kyber.KEM via the well-known “KEM-DEM”
framework of [16]. It was shown in [46, Thm. 3.2 of ePrint] that composing a
one-time strongly pseudorandom (or, SPR-otCCA secure; cf. Definition 10) DEM
with an implicitly-rejecting KEM which is both SPR-CCA secure and strongly
smooth (or, SSMT-CCA secure; cf. Definition 7) results in an SPR-CCA se-
cure hybrid PKE scheme. Hence, we establish concrete SSMT-CCA security of
Kyber.KEM in the QROM below while relying on statistical disjointness of the
base Kyber.PKE scheme.

Theorem 3 (SSMT-CCA security of Kyber.KEM). Let S be a QPT sim-
ulator which outputs a uniformly random value from the ciphertext space of
Kyber.PKE = (KGen,Enc,Dec). For any SSMT-CCA adversary A against the
scheme Kyber.KEM = (KGen′,Encap,Decap) w.r.t. S issuing at most qD classi-
cal queries to the decapsulation oracles, and at most qG, qH and qH′ queries to
the quantum random oracles G, H and H ′ respectively, we have

AdvSSMT-CCA
Kyber.KEM,S(A) ≤ DisjKyber.PKE,S(λ) +

2qH′ + 1

2128
+
C(qH + 1)3

2 · 2256
,

where C (< 648) is the constant from Lemma 1.

10 Technically, [46, Thm. 4.1 of ePrint] includes statistical disjointness (cf. Definition 4)
of a derandomized version of the base PKE scheme in its SPR-CCA security bounds
on the final KEM. Roughly speaking, in such a derandomized PKE, the random coins
used to encrypt a messagem is obtained by first hashingm. But from our proof sketch
of Lemma 6, it is not hard to see that statistical disjointness of the derandomized
Kyber.PKE is trivially upper-bounded by disjointness of the original Kyber.PKE,
i.e., DisjKyber.PKE,S . This is because our simulator S just outputs a uniformly random
Kyber.PKE ciphertext.
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Games G0 – G6

1 : (pk, sk)← KGen′

2 : c∗ ← S()// G0, G6

3 : c∗ ← S() \ Enc(pk,M)// G1 – G5

4 : k∗ ←$ {0, 1}256// G0 – G2

5 : k∗ ← H ′′(H(c∗))// G3

6 : k∗ ← H ′(s,H(c∗))// G4

7 : k∗ ← Decap(sk′, c∗)// G5 – G6

8 : b′ ← AG,H,H
′,Decap(sk′,·)(pk, c∗, k∗)

9 : return b′

Decap(sk′, c)

1 : Parse sk′ = (sk, pk, h, s)

2 : if c = c∗ then return ⊥
3 : m′ ← Dec(sk, c)

4 : (k
′
, r′)← G(m′, h)

5 : c′ ← Enc(pk,m′; r′)

6 : if c′ = c then

7 : return H ′(k
′
, H(c))

8 : else

9 : return H ′(s,H(c))// G0–G1, G4–G6

10 : return H ′′(H(c))// G2 – G3

Fig. 11. Games G0 – G6. Here H ′′ : {0, 1}∗ → {0, 1}256 is a fresh internal random
oracle not directly accessible to A. Also, S is the simulator described above which
simply outputs a uniformly random Kyber.PKE ciphertext.

Proof. Game G0: This game is the SSMT-CCA game for Kyber.KEM with the
random encapsulated key k∗←$ {0, 1}256 and simulated ciphertext c∗ ← S().

Game G1: We then modify how c∗ is generated. In this game, c∗ is generated
by S() conditioned on that c∗ is outside of Enc(pk,M). More specifically, the
game does a (potentially inefficient) check on whether c∗ ∈ Enc(pk,M) and
aborts if it is the case. Note that this potential inefficiency does not really matter
in our analysis since we will be bounding the difference between subsequent
games using statistical bounds anyway.

Coming to the difference between games G0 and G1, it is bounded by the
value DisjKyber.PKE,S(λ), and we have

|Pr[G0 = 1]− Pr[G1 = 1]| ≤ DisjKyber.PKE,S(λ). (23)

Game G2: We next modify the “implicit rejection” of the decapsulation ora-
cle. In this game, the oracle rejects by outputtingH ′′(H(c)) instead ofH ′(s,H(c)),
where H ′′ is an independent random oracle. From the “G1 → G2” hop (Inequality
(6)) in the proof of Theorem 1 above, we obtain the following via Lemma 2:

|Pr[G1 = 1]− Pr[G2 = 1]| ≤ 2qH′

2128
. (24)

Game G3: We next modify how k∗ is generated. In this game, k∗ is computed
as H ′′(H(c∗)) instead of being chosen uniformly at random.

Notice that the adversary can only access H ′′ via the decapsulation oracle.
Thus, if the adversary cannot query c 6= c∗ such that H(c) = H(c∗), then the
adversary cannot obtain any information on H ′′(H(c∗)) and this value looks
completely random. Similar to the “G1 → G2” hop (Inequality (3)) above in our
IND-CCA security proof of Kyber.KEM, we can bound the difference between G2
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and G3 via a straightforward reduction to the collision resistance of H. Hence,
we have from Lemma 1

|Pr[G2 = 1]− Pr[G3 = 1]| ≤ C(qH + 1)3

2256
. (25)

Game G4: We next replace all invocations of H ′′(H(·)) in this game –
particularly, during generation of k∗ and decapsulation of ciphertexts – with
H ′(s,H(·)). Again from the “G1 → G2” hop above (Inequality 24), we can use
the pseudorandomness of H ′ (Lemma 2) to obtain

|Pr[G3 = 1]− Pr[G4 = 1]| ≤ 2(qH′ + 1)

2128
. (26)

Game G5: In this game, we compute k∗ as k∗ ← Decap(sk′, c∗) instead of
k∗ ← H ′(s,H(c∗)). Anyways the result of Decap(sk′, c∗) in G5 will be equal to
H ′(s,H(c∗)) as in G4. Because note that c∗ is an invalid ciphertext since it is
outside of Enc(pk,M). Thus, even if the decryption of c∗ yields some plaintext
m′, the re-encrypted ciphertext c′ = Enc(pk,m′; r′) cannot be equivalent to c∗.
Hence, we have Pr[G4 = 1] = Pr[G5 = 1].

Game G6: We finally modify how c∗ is generated. In this game, c∗ is gener-
ated by S() (and there is no check by the game on whether c∗ ∈ Enc(pk,M)).
We note that this game is the SSMT-CCA game for Kyber.KEM with simulated
ciphertext c∗ ← S() and decapsulated key k∗ ← Decap(sk, c∗).

The difference is again bounded by DisjKyber.PKE,S(λ), and we have

|Pr[G5 = 1]− Pr[G6 = 1]| ≤ DisjKyber.PKE,S(λ). (27)

Summing up the above differences (23) - (27), we have

2AdvSSMT-CCA
Kyber.KEM (A) = |Pr[G0 = 1]− Pr[G6 = 1]|

≤ 2DisjKyber.PKE,S(λ) +
4qH′ + 2

2128
+
C(qH + 1)3

2256
.

Corollary 2 (ANO-CCA security of hybrid PKE from Kyber.KEM). Given
Kyber.KEM is SPR-CCA secure, SSMT-CCA secure, and δ-correct, and a DEM
that is SPR-otCCA secure, then the hybrid PKE scheme obtained by composing
Kyber.KEM and DEM is SPR-CCA secure, and hence, ANO-CCA secure.

This follows from [46, Thm. 3.2 of ePrint].

Robustness of Kyber. The notion of “robustness” for PKE was defined in [1],
and there it was argued that robustness is an essential conjunct of anonymous
encryption. Roughly speaking, robustness guarantees that it is hard to produce a
ciphertext which decrypts validly under two different private keys. Fortunately,
it was shown in [28] that composing Kyber.KEM with an appropriately “robust”
DEM (as defined in [23]) will result in a robust hybrid PKE scheme. In other
words, composing Kyber with a one-time strongly pseudorandom and robust
DEM will result in a post-quantum strongly anonymous and robust PKE scheme.
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