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Abstract. From the minimal assumption of post-quantum semi-honest oblivious transfers, we build
the first e-simulatable two-party computation (2PC) against quantum polynomial-time (QPT) adver-
saries that is both constant-round and black-box (for both the construction and security reduction).
A recent work by Chia, Chung, Liu, and Yamakawa (FOCS’21) shows that post-quantum 2PC with
standard simulation-based security is impossible in constant rounds, unless either NP C BQP or
relying on non-black-box simulation. The e-simulatability we target is a relaxation of the standard
simulation-based security that allows for an arbitrarily small noticeable simulation error €. Moreover,
when quantum communication is allowed, we can further weaken the assumption to post-quantum se-
cure one-way functions (PQ-OWFs), while maintaining the constant-round and black-box property.

Our techniques also yield the following set of constant-round and black-box two-party protocols secure

against QPT adversaries, only assuming black-box access to PQ-OWFs:

— extractable commitments for which the extractor is also an e-simulator;

— e-zero-knowledge commit-and-prove whose commit stage is extractable with e-simulation;

— e-simulatable coin-flipping;

— e-zero-knowledge arguments of knowledge for NP for which the knowledge extractor is also an e-
simulator;

— e-zero-knowledge arguments for QMA..

At the heart of the above results is a black-box extraction lemma showing how to efficiently extract
secrets from QPT adversaries while disturbing their quantum state in a controllable manner, i.e.,
achieving e-simulatability of the post-extraction state of the adversary.
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1 Introduction

Extractability is an important concept in cryptography. A typical example is extractable commit-
ments, which enable an extractor to extract a committed message from a malicious committer.
Extractable commitments have played a central role in several major cryptographic tasks, includ-
ing (but not limited to) secure two-party and multi-party computation (e.g., [CDMWO09, PW09,
Goyll, GLP*15]), zero-knowledge (ZK) protocols (e.g., [Ros04, Lin13]), concurrent zero-knowledge
protocols (e.g., [PRS02, MOSVO06]), non-malleable commitments (e.g., [GLOV12, Kiy14]) etc. Re-
cently, two concurrent works by Grilo, Lin, Song, and Vaikuntanathan [GLSV21] and Bartusek, Co-
ladangelo, Khurana, and Ma [BCKM21] (based on earlier works [CK90, BBCS92, DFL"09, BF10])
demonstrate new applications of extractable commitments in quantum cryptography. They show
that quantumly secure extractable commitments are sufficient for constructing maliciously se-
cure quantum oblivious transfers (OTs), which can be compiled into general-purpose quantum
MPC [IPS08, DGJ*20].

As noted in [GLSV21], it is surprisingly non-trivial to construct quantumly secure extractable
commitments. The reason is that quantum extractability requires an extractor to extract the com-
mitted message while simulating the committer’s post-execution state. However, known rewinding-
based classical extraction techniques are not directly applicable as it is unclear if they could provide
any simulation guarantee when used against quantum adversaries. To address this issue, recent
works [GLSV21, BCKM21] propose new polynomial-round quantum constructions of quantumly
secure extractable commitments from post-quantum one-way functions (PQ-OWFs), which are
functions efficiently computable in the classical sense but one-way against quantum polynomial-
time (QPT) adversaries. Relying on assumptions stronger than PQ-OWFs, classical constructions
of quantumly secure extractable commitments (which we call post-quantum extractable commit-
ments) are known [BS20, AL20, BLS21, HSS11, LN11]. However, those constructions require (at
least) the existence of OTs.

Moreover, all existing post-quantum extractable commitments make non-black-box use of their
building-block primitives. This is not ideal as black-box constructions are often preferred over non-
black-box ones. A black-box construction only depends on the input/output behavior of its building-
block cryptographic primitive(s). In particular, such a construction is independent of the specific
implementation or code of the building-block primitive. Black-box constructions enjoy certain ad-
vantages. For example, they remain valid even if the building-block primitive/oracle is based on a
physical object such as a noisy channel or tamper-proof hardware [Wyn75, CK88, GLM*04]. Also,
since the efficiency of black-box constructions does not depend on the implementation details of
the primitive, their efficiency can be theoretically independent of the code of lower-level primitives.
Indeed, it has been an important theme to obtain black-box constructions for major cryptographic
objects, e.g., [Kil88, DI05, IKLP06, IKOS07, Hai08, IPS08, PW09, Goyll, GLOV12, LP12, Kiy14,
GOSV14, GGMP16, HV16, GKP18, KOS18, CLP20, GLPV20, GKLW21, LP21, CCY21].

In the classical setting, it is well-known that constant-round extractable commitments can be
obtained assuming only black-box access to OWFs [PW09, DDN00, PRS02, Ros04].% Therefore, it
is natural to ask the following analog question in the quantum setting: Is it possible to construct
constant-round post-quantum extractable commitments assuming only black-box access to PQ-
OWFs? We remark that this question is open even if we do not require the scheme to be constant-
round or black-box.

5 They actually rely on extractable and equivocal commitments. However, since equivocality can be added easily,
extractable commitments are the essential building block.
% The term “black-box” here refers to both black-box construction and black-box extraction.



The Black-Box Extraction Barrier. We observe that the recent lower bound on black-box
post-quantum ZK [CCLY21] suggests a negative answer to the above question. Namely, if we have
constant-round post-quantum extractable commitment with black-box extraction, then we can
construct constant-round post-quantum ZK arguments for NP with black-box simulation based on
standard techniques (see Appx. A for details). However, [CCLY21] showed that such a ZK argument
cannot exist unless NP C BQP, which seems unlikely.”

e-Simulation Security. On the other hand, another recent work [CCY21] showed that we can
bypass the impossibility result by relaxing the requirement of ZK to the so-called e-ZK [DNS04,
BKP18, FGJ18]. The standard ZK property requires a simulator to simulate the verifier’s view in
a way that no distinguisher can distinguish it from the real one with non-negligible advantage. In
contrast, the e-ZK property only requires the existence of a simulator such that for any noticeable
g(A), the simulated view can be distinguished from the real one with advantage at most €. As ex-
plained in [CCY21], e-ZK is still useful in several applications of ZK. The results in [CCY21] suggest
the possibility of post-quantum extractable commitments if we relax the simulation requirement
on the extractor to a similar e-close® version. We will refer to this weakened notion as extractabil-
ity with e-simulation.” Tt seems natural to hope that the techniques in [CCY21] could be used
in the context of extractable commitments. Indeed, by plugging the ZK argument from [CCY21]
into the OT-based construction [BS20, BLS21, HSS11, LN11], we can obtain a non-black-box con-
struction of constant-round post-quantum extractable commitments with e-simulation, assuming
constant-round post-quantum OTs. However, if we focus on black-box constructions from the mini-
mal assumption of PQ-OWTFs; it is unclear if the techniques in [CCY21] would help. Therefore, we
ask the following question:

Question 1: Is it possible to have constant-round post-quantum extractable commitments
with e-simulation, assuming only black-box access to PQ-OWFs?

In the more general context of 2PC and MPC, the implication of [CCLY21] is that to obtain
constant-round constructions with post-quantum security, we have to either

1. rely on non-black-box simulation, or
2. aim for a relaxed security notion (e.g., e-close simulation security).

The first approach was taken in [ABG*21a] (based on [BS20]), leading to a constant-round post-
quantum MPC protocol with non-black-box simulation. On the other hand, the second approach has
not been explored in the existing literature of post-qauntum 2PC or MPC (except for the special
case of ZK as in [CCY21]). It is possible to construct constant-round post-quantum 2PC with
e-close simulation by combining constant-round post-quantum semi-honest OTs and the constant-
round post-quantum e-ZK in [CCY21]. However, the naive approach will lead to a non-black-box
construction. In contrast, in the classical setting, constant-round black-box constructions of 2PC
[PW09] and MPC [CDMWO09, Goyl1] are known from the minimal assumption of constant-round
semi-honest OT. The above discussion suggests that one has to relax the security requirement
when considering the post-quantum counterparts of these tasks. We will refer to 2PC and MPC
with e-close simulation as e-2PC and e-MPC respectively. Then, an interesting question is:

Question 2: Do there exist constant-round black-box post-quantum e-2PC and e-MPC,
assuming only constant-round semi-honest OTs secure against QPT adversaries?

7 A concurrent work by Lombardi, Ma, and Spooner [LMS21] showed that the impossibility of [CCLY21] can be
avoided if we consider a stronger computational model for simulators. We provide more discussion in Sec. 1.3.

8 Throughout this paper, “c-close” means that the adversary’s distinguishing advantage is at most .

¥ In the main body, we call it strong extractability with e-simulation since we also define a weaker variant of that.



Table 1. Comparison of Quantumly Secure Extractable Commitment.

Reference #Round Cla. Const. BB Const. BB Ext. Siml. Err. Assumption

GLSV21] poly(\) v negl OWF

BCKM21] poly(X) v v negl OWF

BS20] O(1) v negl QFHE+QLWE
folklore® poly(A\) v v negl oT
folklore+[CCY21] O(1) v v € O(1)-round OT
Ours O(1) v v v € OWF

The “Cla. Const.”, “BB Const.”, and “BB Ext.” columns indicate if the scheme relies on classi-

cal constructions, black-box constructions, and extraction, respectively. In the “Siml. Err.” column,
negl and € mean that the construction achieves the standard quantum extractability and quantum
extractability with e-simulation, respectively. In “Assumption” column, QFHE and QLWE means
quantum fully homomorphic encryption and the quantum hardness of learning with errors, respec-
tively.

® As noted in [BLS21], the construction is implicit in [BS20, HSS11, LN11].

1.1 Owur Results

We answer Question 1 affirmatively and address Question 2 partially, showing a positive answer
only for the two-party case. We first construct constant-round black-box post-quantum extractable
commitments with e-simulation from PQ-OWFs. See Table 1 for comparisons among quantumly
secure extractable commitments. Such commitments imply new constant-round and black-box pro-
tocols for general-purpose 2PC secure against QPT adversaries. In particular, we get

— post-quantum e-2PC from semi-honest OT's, and

— post-quantum e-2PC from PQ-OWF's, assuming that quantum communication is possible. (Hence-
forth, we will use OWFs to denote PQ-OWFs.)

As an intermediate tool to achieve the above results, we construct a constant-round post-
quantum e-ZK commit-and-prove, assuming only black-box access to OWF's. Black-box zero-knowledge
commit-and-prove [IKOS07, GLOV12, GOSV14, HV18, KOS18, Kiy20] is a well-studied primitive
in classical cryptography. It enables a prover to commit to some message and later to prove in
zero-knowledge that the committed message satisfies a given predicate in a black-bor manner. In
addition to being secure in the post-quantum setting, our construction enjoys the extra property
that the commit stage is extractable (albeit with only e-simulation of the adversary’s post-extraction
state). Such a constant-round e-simulatable ExtCom-and-Prove protocol implies the following set
of two-party protocols:

— constant-round black-box post-quantum coin-flipping with e-simulation,

— constant-round black-box post-quantum e-ZK arguments of knowledge for NP with e-simulating
knowledge extractor, and

— constant-round black-box e-ZK arguments for QMA.
In the following, we provide more discussion about them.

Coin-Flipping. Coin-flipping is a two-party protocol used to generate a uniformly random string
that cannot be biased by either of parties (w.r.t. the standard simulation-based security). In the
classical setting, constant-round black-box constructions from OWFs are known [PW09]. On the
other hand, known post-quantum constructions are based on stronger assumptions (like QLWE)



than OWFs, and require either polynomial rounds [LN11] or non-black-box simulation [ABG*21a].
Our construction can be understood as the post-quantum counterpart of the classical construction
by Pass and Wee [PW09], albeit with e-simulation.

Arguments of Knowledge with Simulating Extractor. Arguments of knowledge intuitively
require an extractor to extract a witness from any efficient malicious prover whenever it passes the
verification. In the classical setting, constant-round black-box constructions from OWF's are known
[PWO09]. In the post-quantum setting, there are two existing notions of arguments of knowledge
depending on whether we require the extractor to simulate the prover’s post-execution state or
not. For the “without-simulation” version, Unruh [Unrl2] gave a polynomial-round black-box con-
struction from OWFs.!? For the “with-simulation” version, all existing constructions require both
polynomial rounds and assumptions stronger than OWFs (like QLWE) [HSS11, LN11, ACP21].*
Our construction improves both the round complexity and the required assumption, at the cost of
weakening ZK and extractability to their e-simulation variants. On the other hand, we note that
the construction in [ACP21] achieves proofs of knowledge, while ours only achieves arguments of
knowledge. We also note that even without knowledge extractability, our construction improves the
construction in [CCY21, Section 6], which is a non-black-box construction of constant-round e-ZK
arguments for NP from OWFs.

ZK Arguments for QMA. QMA is a quantum analog of NP. Known constructions of ZK proofs
or arguments for QMA rely on either polynomial-round communication [BJSW20, BG20, BY20] or
non-black-box simulation [BS20]. If we relax the ZK requirement to e-ZK, constant-round black-box
e-ZK proofs were already constructed in [CCY21]; but that construction needs to assume collapsing
hash functions, which are stronger than OWFs. Our construction improves the assumption to the
existence of OWFs at the cost of weakening the soundness to the computational one (i.e., an
argument system).

1.2 Discussion

Minimality of Assumptions. We can show that OWFs and semi-honest OTs are the minimal
assumptions for post-quantum extractable commitments with e-simulation and e-2PC, respectively.
The former is straightforward (since any computationally-hiding and statistically-binding commit-
ments without extractability already imply OWFs), but the latter needs more explanations. First,
we note that e-2PC trivially implies e-simulatable semi-honest OTs because the latter is a special
case of the former. Next, we remark that e-simulatable semi-honest security implies the standard
semi-honest indistinguishability-based security (with negligible distinguishing advantage). This is
a special case of a folklore that e-simulation security suffices for indistinguishability-based appli-
cations. The reason is that we can set the simulation error ¢ after an adversary’s distinguishing
advantage ¢§ is fixed so that ¢ < §, because the simulator only appears in the security proof for
the indistinguishability-based security. Finally, we remark that semi-honest indistinguishability-
based security implies semi-honest simulation-based security. In summary, e-2PC implies standard
semi-honest OTs.

We also remark that, as observed in [BCKM21, GLSV21], it is unclear if OWF's are necessary
for quantum constructions of 2PC/MPC, and it may be possible to construct them based on a
weaker assumption.

1% Though Unruh originally assumes injective OWFs, [CCY21] pointed out that any OWF suffices.
1 Though not claimed explicitly, it seems also possible to obtain constant-round construction with non-black-box
simulation from QLWE and QFHE based on [BS20].



Other Potential Applications. A recent work by Bitansky, Lin, and Shmueli [BLS21] gave a
generic construction of post-quantum non-malleable commitments from post-quantum extractable
commitments. We believe that our e-simulatable extractable commitments can be used in their
construction as a building block. It is reasonable to expect that we can prove the standard non-
malleability as defined in [BLS21] even though we start from e-simulatable extractability; This is
because non-malleability is an indistinguishability-based security and e-simulation usually suffices
for indistinguishability-based applications as mentioned in the previous paragraph. If the above
idea works, we will get log*(\)-round post-quantum non-malleable commitments solely from OWFs.
[BLS21] obtains their log*(\)-round protocol based on much stronger assumptions of QFHE and
QLWE; they also presents a polynomial-round classical (resp. quantum) protocol based on OTs
(resp. OWFs). While our intuition above is plausible, a formal proof of it is out of scope of this
work, and thus is left for future work.

1.3 Concurrent Work

A concurrent work by Lombardi, Ma, and Spooner [LMS21] observed that the impossibility of [CCLY21]
implicitly assumed a computational model for simulators, which they call measured-runtime ex-
pected quantum polynomial time (EQPT,,), and showed that the impossibility can be circum-
vented if we consider a stronger model called coherent-runtime expected quantum polynomial time
(EQPT,.). Roughly speaking, the difference between EQPT,, and EQPT, is that the latter allows
the simulator to coherently run multiple computations with different runtimes so that they can
interfere with each other. (See [LMS21] for more details.) Then, they construct constant-round
post-quantum zero-knowledge proofs (or arguments) and extractable commitments with EQPT,
simulators and extractors. Though ZK with EQPT, simulators is weaker than the standard ZK
with polynomial-time simulators, they show that it implies e-ZK. Therefore, their notion of ZK
with EQPT, simulation lies between the standard ZK and e-ZK. Their formalization of EQPT,
simulation is very interesting as this enables us to reduce the simulation error to be negligible,
which makes the state of affairs be similar to the classical case.

On the other hand, we believe that the gap between ZK with EQPT,. simulation and e-ZK is
not too large from the perspective of (theoretical) applications: The definition of EQPT, models a
simulator as a quantum circuit of a superpolynomial sizes with a certain property, and in particular,
if we need a polynomial-time simulator, we must truncate the simulation after running polynomially
many steps. However, in that case, there occurs a noticeable simulation error, which is similar to
e-ZK. For this reason, we do not find any application for which ZK with EQPT, simulation suffices
but e-ZK does not. We make a similar observation on extractability with EQPT, extraction and
extractability with e-close simulation as well.

Below, we give a comparison of results of [LMS21] and our work. Among many others, [LMS21]
constructed constant-round post-quantum extractable commitments with EQPT, extraction as-
suming super-polynomially secure OWFs or polynomially secure collapse-binding commitments.
Though they achieve a stronger notion of extractability than ours as explained above, they rely
on non-black-box constructions and stronger assumptions than the polynomial hardness of OWFs.
On the other hand, the main focus of this work is black-box constructions from the minimal as-
sumption of the polynomial hardness of OWF's (or OTs for 2PC). There are similar advantages and
disadvantages for all constructions given in [LMS21]. Thus, the results of [LMS21] are incomparable
to ours.

A natural question that arises from the above comparison is if we can obtain protocols that
take advantages of both works. That is, can we construct constant-round black-box post-quantum
extractable commitments (resp. 2PC) with EQPT, extraction (resp. simulation) and negligible



simulation errors assuming only the minimal assumption of polynomially secure OWF's (resp. OTs)?
This might be achieved by combining the techniques of this paper and [LMS21]. We leave it as an
interesting future work.

2 Technical Overview

We give technical overview for our results on extractable commitments, ExtCom-and-Prove, and
2PC. The other applications claimed before follows from our ExtCom-and-Prove protocol via rather
standard techniques. Therefore, we refer the reader to Sec. 6 for corresponding constructions.

2.1 Extractable Commitment with e-Simulation

The main technical tool for constructing extractable commitments with e-simulation is a general-
ization of the recent extract-and-simualate technique of [CCY21].

Extract-and-Simulation Lemma in [CCY21]. We briefly recall the extract-and-simulate lemma
shown in [CCY21, Lemma 4.2].'2 At a high level, that lemma can be interpreted as follows.!® Let
A be a quantum algorithm with an initial state p. Suppose that A outputs some unique classical
string s* or otherwise outputs a failure symbol Fail. Then, there exists a simulation-extractor S&
such that for any noticeable function £ (on the security parameter), the following two experiments
are e-close:

% EXpext
(SExta pExt) A SEA(p)(lail)
Run A(p), Run A(pext),
If A outputs Fail, If A outputs Fail V sg # s,
Output Fail Output Fail
Else output A’s final state. Else output A’s final state.

Generalizing the Lemma. Note that their lemma will enable us to extract s* from A only if
A reveals the value s* at the end. As shown in [CCY21], this already suffices for the constant-
round ZK proof by Goldreich and Kahan [GK96], where the verifier first commits to the challenge
and opens it (i.e., “reveals it at the end”) later. However, this does not seem to help obtain
extractable commitments, because the committed message is not revealed at the end the commit
stage (i.e., before decommitment happens); but the definition of extractable commitments does
require extraction before decommitment happens.

To deal with this issue, we generalize the [CCY21] lemma as follows. Let A be a quantum
algorithm that on an initial state p, outputs a classical symbol Succ or Fail. Moreover, suppose that
there are a unique classical string s* and a “simulation-less extractor” Extgim.less that outputs s*,
or otherwise Fail. Also, suppose that

Pr Extéff_)less = s"| > (Pr[A(p) = Succ])® — negl()) (1)
for some constant c. Our generalized lemma says that the e-closeness between Exp,., and Expe.
holds in this setting as well.

One can think of A as a joint execution of a malicious committer and honest receiver where it
outputs Succ if and only if the receiver accepts. In this setting, one can understand the above lemma

12 In [CCY21], the lemma was called “extraction lemma”. Here, we add “simulation” to emphasize that the extractor
not only extracts but also simulates the adversary’s state.

13 There are two versions of their lemma: the statistically-binding case and the strong collapse-binding case. The
abstraction given here is a generalization of the statistically-binding case.



as a lifting lemma from “simulation-less extractor” to “c-simulation extractor” in the setting where
the extracted string is unique. In the main body, we present the lemma in a more specific form
(Lem. 4), where it is integrated with Watrous’ rewinding lemma [Wat09] and Unruh’s rewinding
lemma [Unrl2], because that is more convenient for our purpose. We will overview the intuition
behind the above generalized lemma toward the end of this subsection.

Weakly Extractable Commitment. Next, we explain how to construct post-quantum extractable
commitments using our extract-and-simulate lemma. We go through the following two steps:

1. Construct a commitment scheme wExtCom that satisfies a weak version of post-quantum ex-
tractability with e-simulation.

2. Upgrade wExtCom into a scheme ExtCom with full-fledged post-quantum extractability with e-
simulation (which we call strong extractability with e-simulation to distinguish it from the weak
one).

We first explain Step 1, the construction of wExtCom. Actually, our construction of wExtCom is
exactly the same as the classical extractable commitments from OWFs given in [PWO09], which are
in turn based on earlier works [DDN00, PRS02, Ros04]. Let Com be a computationally-hiding and
statistically-binding commitment scheme (say, Naor’s commitment [Nao91]). Then, the commitment
scheme wExtCom works as follows.

Commit Stage:

1. To commit to a message m, the committer C' generates k = w(logA) pairs of 2-out-of-
2 additive secret shares {(v9,v})}F_, i.e., they are uniformly chosen conditioned on that
v? @ v} = m for each i € [k]. Then, C' commits independently to each v? (b € {0,1}) in
parallel by using Com. We denote these commitments by {(com?, com})}¥_,.

2. R randomly chooses ¢ = (cy, ..., ;) < {0, 1}* and sends it to C.
3. C decommits {com{"}¥ | to {v{}%_ |, and R checks that the openings are valid.
Decommit Stage:

1. C sends m and opens all the remaining commitments; R checks that all openings are valid
and v? @ v} = m for all i € [k].

Suppose that a malicious committer C* generates commitments {(com?, comzl) le in Step 1,
and let p be its internal state at this point. Then, we consider A(p) that works as follows:

— Choose ¢ = (cy, ..., ct) < {0, 1} at random.

— Send c to C* and simulate Step 3 of C* in the commit stage to get {v;" le and the corresponding
decommitment information.

— If all the openings are valid, output Succ; otherwise output Fail.

To use our extract-and-simulate lemma, we need to construct a simulation-less extractor Extsim.jess
satisfying Inequality (1). A natural idea is to use Unruh’s rewinding lemma [Unr12]. His lemma
directly implies that if A returns Succ with probability d, then we can obtain valid {v;’ le and
{vic; ¥ | for two uniformly random challenges, ¢ = (cy,...,¢x) and ¢’ = (d},...,¢}), with proba-
bility at least 3. In that case, unless ¢ = ¢’ (which happens with negligible probability), we can
“extract” m = v) @ v} from position i € [k] that satisfies ¢; # ¢;. However, such an “extractor”
does not satisfy the assumption for our generalized extract-and-simulate lemma in general, because
v? @ v! may be different for each i € [k].



Therefore, to satisfy this requirement, we have to introduce an additional assumption that
{(com?, com!)}E_, is consistent, i.e., if we denote the corresponding committed messages as {(v?, v})}F_,,
then there exists a unique m such that v? P vil =m for all i € [k].!* With this assumption, we can
apply our generalized extract-and-simulate lemma. It enables us to extract the committed message
and simultaneously e-simulate C*’s state, conditioned on that the receiver accepts in the commit
stage. The case where the receiver rejects can be easily handled using Watrous’ rewinding lemma
[Wat09] as we will explain later. As a result, we get an e-simulating extractor that works well
conditioned on that the commitments generated in Step 1 are consistent. We will refer to such a
weak notion of simulation-extractability as weak extractability with e-simulation (see Def. 13 for

the formal definition).

Moreover, since Unruh’s rewinding lemma naturally gives a simulation-less extractor in the
parallel setting (where C* interacts with many copies of R in parallel), we can prove the paral-
lel version of the weak extractability with e-simulation similarly. More generally, we prove that
wExtCom satisfies a further generalized notion of extractability which we call the special parallel
weak extractability with e-simulation (see Def. 16 for the formal definition). Roughly speaking, it
requires an e-simulating extractor to work in n-parallel execution as long as the commitments in
some subset of [n] are consistent and the committed messages in those sessions determine a unique
value. This parallel extractability will play an important role in the weak-to-strong compiler which
we discuss next.

Weak-to-Strong Compiler. The reason why we cannot directly prove that wExtCom satisfies
the strong extractability with e-simulation is related to an issue that is often referred to as over-
extraction in the classical literature (e.g., [GLOV12, GGJS12, Kiy14]). Over-extraction means that
an extractor may extract some non-_1 message from an invalid commitment, instead of detecting the
invalidness of the commitment. In particular, there does not exist a unique “committed message”
when the commitment is ill-formed in wExtCom, and extraction of such a non-unique message may
collapse the committer’s state. To deal with this issue, we have to add some mechanism which
enables a receiver (and thus the extractor) to detect invalidness of the commitment.

One possible approach is to revisit the techniques developed in the classical setting, performing
necessary surgery to make the proof work against QPT adversaries. However, as demonstrated
by the above cited works, existing techniques in the classical setting are already delicate; even
if it would work eventually, such a non-black-box treatment would further complicate the proof
undesirably. Therefore, we present an alternative approach that deviates from existing ones in the
classical setting; as we will show later, this new approach turns to be quantum-friendly.

Roughly speaking, our construction ExtCom works as follows:

Commit Stage:

1. The committer C' generates shares {v;}_; of a verifiable secret sharing (VSS) scheme (see
Def. 1) of the message to be committed to, and then commits to each v; using wExtCom
separately in parallel.

4 The corresponding message is well-defined (except for negligible probability) since we assume that Com is statis-
tically binding.



2. C and the receiver R jointly run a “one-side simulatable” coin-flipping protocol based on
wExtCom to generate a random subset T' of [n] of a certain size.'® Specifically, they do the
following:

(a) R commits to a random string r; by wExtCom.
(b) C sends a random string r in the clear.
(¢) R opens ri. Then, both parties derive the subset T from r1 @ ra.

3. C opens the commitments corresponding to the subset T', and R checks their validness and
consistency.

Decommit Stage:

1. C opens all the commitments. R checks those openings are valid. If they are valid, R runs
the reconstruction algorithm of VSS to recover the committed message.

Using a similar argument as that for the soundness of the MPC-in-the-head paradigm [IKOS08,
Goy11],'® we can show that if a malicious committer passes the verification in the commit stage,
then:

1. Most of the commitments of wExtCom generated in Step 1 are valid as a commitment; and

2. The committed shares in those valid commitments determines a unique message that can be
recovered by the reconstruction algorithm of VSS.

Then, we can apply the special parallel weak extractability with e-simulation of wExtCom to show
the strong extractability with e-simulation of ExtCom. We remark that essentially the same proof
can also be used to show that the parallel execution of ExtCom is still strongly extractable with
e-simulation. We refer to this as the parallel-strong extractability with e-simulation; it will play a
critical role in our construction of ExtCom-and-Prove (see Sec. 2.2).

Dealing with Rejection in Commit Stage. So far, we have only focused on the case where the
receiver accepts in the commit stage. However, the definition of (both weak and strong) extractabil-
ity requires that the final state should be simulated even in the case where the receiver rejects in
the commit stage. In this case, of course, the extractor does not need to extract anything, and thus
the simulation is straightforward. A non-trivial issue, however, is that the extractor does not know
if the receiver rejects in advance. This issue can be solved by a technique introduced in [BS20]. The
idea is to just guess if the receiver accepts, and runs the corresponding extractor assuming that
the guess is correct. This gives an intermediate extractor that succeeds with probability almost 1/2
and its output correctly simulates the desired distribution conditioned on that it does not abort.
Such an extractor can be compiled into a full-fledged extractor that does not abort by Watrous’
rewinding lemma [Wat09].

Proof Idea for the Generalized Extract-and-Simulate Lemma. Finally, we briefly explain
the idea for the proof of our generalized extract-and-simulate lemma. The basic idea is similar
to the original extract-and-simulate lemma in [CCY21]—Use Jordan’s lemma to decompose the
adversary’s internal state into “good” and “bad” subspaces, and amplify the extraction probability

5 We remark that it is a non-trivial task to construct constant-round two-party coin-flipping from OWF's in the
quantum setting, achieving the (even e-)simulation-based security against both parties. Indeed, that will be one
application of the strongly extractable commitment with e-simulation, which we are now constructing. However,
this is not a circular reasoning. Here, we need simulation-based security only against a malicious receiver. For such
a one-side simulatable coin-flipping, the weakly extractable commitment wExtCom (with e-simulation) suffices.

16 To avoid disturbing the current discussion, we will provide more details of this argument in Sec. 2.2, where it is
used again to establish the security of our ExtCom-and-Prove.



in the good subspace while effectively ignoring the bad-subspace components. However, the crucial
difference is that in [CCY21], they define those subspaces with respect to the success probability
of A whereas we define them with respect to the success probability of Extgim.less- That is, for a
noticeable , we apply Jordan’s lemma to define a subspaces S.s and S>s such that

1. When Extsim.less’s input is in S<s5 (resp. S>5), it succeeds in extracting s* with probability < &
(resp. > 9).

2. Given a state in S>s, we can extract s* with overwhelming probability within O(671) steps.
3. The above procedure does not cause any interference between S.s and S>s.

We define S€ to be an algorithm that runs the procedure in Item 2 and outputs s (which is
supposed to be s* in the case of success) and the post-execution state of A. First, we consider
simpler cases where the initial state of the experiments is a pure state [¢)) that is in either S>5 or
S<§.

Case of |¢) € S>4: In this case, Item 2 implies that S€ outputs s* with overwhelming probabil-
ity. In general, such an almost-deterministic quantum procedure can be done (almost) without
affecting the state (e.g., see the Almost-as-Good-as-New Lemma in [Aar05, Lemma 2.2]). There-
fore, Exp,., and Expe, are negligibly indistinguishable in this case.

Case of |¢)) € S.s: For any state |¢.s5) € Scs, Item 1 implies

Pr [ExtA(|w<5>) =g*| <34.

Sim-less

On the other hand, our assumption (i.e., Inequality (1)) implies

Pr|ExtaA(¥<s) _ s*] > (PrA(|1<s)) = Succ])® — negl())

Sim-less
for some constant c¢. By combining them, we have
PrlA(Ji<s)) = Sucd] < (6 + negl(X))'/°.

We note that the second output of SE€ in Exp., is in S if the initial state is in S.s by Item 3.
Therefore, if we run Exp,, or Expe,; with an initial state in S, it outputs Fail with probability
> 1 — (6 + negl(A\))*¢. Recall that when an experiment outputs Fail, no information about the
internal state of A is revealed. Thus, the distinguishing advantage between those experiments
can be bounded by O(5'/¢).

In general, the initial state is a superposition of S.s component and S>s component. Thanks
to Item 3, we can reduce the general case to the above two cases. When doing that, there occurs
an additional loss of the 4-th power of § due to a technical reason (that appears in Lem. 8). Still,
we can bound the distinguishing advantage between the two experiments by 0(51/ (48)). This can
be made to be an arbitrarily small noticeable function because J is an arbitrarily small noticeable
function. This suffices for establishing the e-closeness of those experiments.

2.2 Black-Box e-Simulatable ExtCom-and-Prove

Black-box zero-knowledge commit-and-prove allows a committer to commit to some message m (the
Commit Stage), and later prove in zero-knowledge that the committed m satisfies some predicate
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¢ (the Prove Stage). What makes this primitive non-trivial is the requirement of black-box use
of cryptographic building blocks; otherwise, this task can be fulfilled easily by giving a standard
commitment to m first, and then running any zero-knowledge system over the commitment in a
non-black-box manner.

MPC-in-the-Head. In the classical setting, black-box zero-knowledge commit-and-prove has been
constructed following the so-called “MPC-in-the-head” paradigm [IKOS07, GLOV12]. To commit
to m, the committer will imagine n(\) virtual parties “in his head”, who jointly execute a (n,t)-
verifiable secret sharing (VSS) scheme to share the message m. Roughly speaking, such a VSS
scheme ensures that if only < ¢ parties are corrupted, then all the honest parties will learn their
shares properly and can always recover the m by exchanging their shares if they want; however,
the < ¢ number of corrupted parties learns no information about m. Denote the views of the n
virtual parties during the VSS sharing stage execution as {v;};c[n). To finish the Commit Stage,
the committer commits to these n views in parallel, using independent instances of a statistically-
binding commitment Com for each view separately.

To prove the committed m satisfies a predicate ¢, the committer continues by asking the n
virtual parties to execute an (n,t)-secure MPC with {v; };c[, as their respective input; this MPC is
executed for a functionality that collects all the views from each party, runs the VSS reconstruction
algorithm to recover the value m, and finally outputs ¢(m) to each party. Denote the views of the
n parties during this MPC execution as {V;};c[,)- The committer commits to {v;};c[n) in parallel,
using independent instances of a statistically-binding commitment for each v, separately. Next, the
committer and receiver will execute a coin-flipping protocol to determine a random size-t subset
T C [n]; the committer decommits to {v;}ier and {V;};cr, and the receiver accepts if and only if
these views are consistent w.r.t. the VSS and MPC execution. Roughly speaking, this means that
for each pair 7,j € T, v; and v; (resp. v, and vg) contain consistent incoming/outgoing messages,
and they are the messages computed following the honest parties’ algorithm w.r.t. the VSS (resp.
the MPC) protocol.

To see why this construction is zero-knowledge, observe that a simulator & can pre-decide a
size-t set T C [n] and commit to “fake” consistent views for both the VSS and MPC execution for
parties in set T , without knowing the actual value m. This can be done because both the VSS and
MPC reveals no information if only ¢ views are leaked. For the views in [n] \’f , S simply commits
to all-0 strings of proper length. Then, S will bias the coin-flipping result to T using the simulator
for the coin-flipping protocol against the malicious receiver. In this way, only the faked views in
the set T need to be revealed, and they will pass the receiver’s consistency check as they are faked
to be consistent.

Soundness can be proven as follows. Due to the security property of the VSS and MPC, corrupt-
ing < t parties during the execution will not change the value ¢(m) learned by the > n — ¢ honest
parties. Therefore, to lie about ¢(m), there must be > ¢ number of virtual parties being corrupted.
However, this will necessarily yield many inconsistent pairs of views. Since the coin-flipping step
determines a size-t (pseudo-)random subset T C [n] for consistency check, the inconsistent views
will be caught by the receiver, except with negligible probability (by setting n and ¢ properly).
We remark that the actual proof for soundness requires a more involved argument to formalize the
above intuition (See Lem. 20 for details).

From the above discussion, it should be clear that the coin-flipping must achieve simulation-
based security against corrupted receivers (for zero-knowledge), while it only needs to be indistinguishability-
based (IND) secure against corrupted committer (for soundness).

Our Construction. Our construction follows the above paradigm with the following modifica-
tions. To make the commitment stage extractable, we ask the committer to use the e-simulatable
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(strongly) extractable commitment ExtCom we constructed in Sec. 2.1, in place of Com. As men-
tioned in Sec. 2.1, ExtCom maintains its e-simulatable extractability even when used in parallel;
therefore, if suffices for the committer’s parallel commitments to the views. For a malicious QPT
committer, the parallel-strong extractability of ExtCom allows us to extract the committed value
while performing a e-simulation for the committer’s post-extraction state. Thus, we obtain the
e-simulatable extractability of the Commit Stage.

To obtain soundness and e-ZK against QPT adversaries, we only need to build a coin-flipping
that is e-simulatable against QPT malicious receiver, and IND-secure against QPT malicious com-
mitter, to replace the classical coin-flipping protocol used to determine 7. Once we have such a
coin-flipping, soundness and e-ZK can be established as in the above classical setting.

We construct such a coin-flipping using the wExtCom constructed in Sec. 2.1 (note that we do
not need the strongly extractable ExtCom). This protocol is the same as Step 2 of our wExtCom-
to-ExtCom compiler:

1. The receiver uses wExtCom to commit to a random string r1;
2. The committer samples and sends a random string rs;

3. The receiver decommits to ;. The coin-flipping result is determined as r = ry @ ro, which
determines the size-t subset T'.

The pseudo-randomness of r against the corrupted committer follows from the computationally-
hiding property of wExtCom. This allows us to prove soundness. To simulate for a corrupted receiver
(i.e., to bias the coin-fliping result to a random 7 that S obtained from the ideal-world functionality),
S simply runs the e-simulation extractor to extract the string rj committed in wExtCom by the
malicious receiver, and set 7o = r @ r]. Note that the extractor is also a e-simulator for the
post-extraction state; thus, we obtain e-zero-knowledge.

2.3 Black-Box e-Simulatable 2PC

At a high level, our construction consists of the following 3 steps:

1. There exists a known constant-round black-box compiler in the post-quantum setting, which
converts bounded-parallel string-OTs between two parties to general-purpose 2PC [IPS08].

2. There also exists a constant-round black-box compiler in the post-quantum setting, which con-
verts semi-honest bit-OTs to bounded-parallel string-OTs between two parties, in the F&, cou-
hybrid model [CDMWO09, GLSV21]. F{, .oy is a two-party ideal functionality formalized recently
in [GLSV21]: it allows a committer to commit to an a-priori fixed polynomial number ¢(\) of
messages in parallel, and later decommit to a subset of these commitments named by the receiver
(thus, “sO” stands for “selectively opening”).

3. Therefore, all we need to do is to construct a constant-round black-box e-simulatable protocol
that implements Fi, .\, and then rely on the “non-concurrent composition” lemma in the
stand-alone setting (developed in [Can00]) to obtain the bounded-parallel two-party string-OTs
(and eventually 2PC via Step 1). In the following, we show how to obtain such a realization of
Flo con using the ExtCom-and-Prove from Sec. 2.2.

Remark 1. Steps 1 and 2 have been used to construct black-box and constant-round stand-alone
secure 2PC (actually, even MPC) protocols in the classical setting [PW09, CDMWO09, Goyl1].
However, to our best knowledge, these two steps have not been explicitly and rigorously formalized
in the stand-alone setting. There are some subtleties regarding the composition of protocols that
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require extra caution. One reason for the lack of a rigorous treatment is that the main focus of
[IPS08, CDMW09] is the universally-composable (UC) model [Can01]. The recent work [GLSV21]
made it explicit by formally defining and constructing bounded-parallel two-party string-OTs and
the FY, oon functionality. We provide further clarification of these subtleties in Sec. 7.3.

To construct an e-simulatable protocol for F¢, .oy, we ask the committer to commit to his ¢
messages (mi,...,m¢) using the Commit Stage of the ExtCom-and-Prove. To decommit to the
subset of messages determined by the receiver’s challenge set I C [n], the committer first sends
{mi}ier to the receiver; then, both parties execute the Prove Stage, where the committer proves
the following predicate:

¢Iy{mi}’i61 (.Z') = {

The proof of security is straightforward: if the committer is corrupted, simulation can be done via
the e-simulatable extractability of the Commit Stage; if the receiver is corrupted, simulation can
be done via the e-ZK property of the ExtCom-and-Prove.

Here is one caveat: in Step 3, we actually need to rely on a variant of the non-concurrent
composition lemma by Canetti [Can00], which should:

1 if (z=mi|...|m}) A (Vi € I, m, =m;)

0 otherwise

(2)

1. hold in the post-quantum setting. That is, it should hold for classical protocols secure against
QPT adversaries; and

2. allow composition of e-simulatable protocols. Roughly speaking, it requires that if 77 is a post-
quantum e-simulatable protocol for an ideal functionality G in the F-hybrid model and ¢ is
a post-quantum e-simulatable protocol for the ideal functionality F in the plain model, then
replacing the F calls in 77 with ¢ yields a post-quantum e-simulatable protocol for G in the
plain model, as long as the execution of ¢ is not interleaved with other parts of ().

Fortunately, these requirements can be obtained by generalizing the proof of the non-concurrent
composition lemma in [Can00] to the e-simulatable security against QPT adversaries. We present
a formal treatment of it in Sec. 7.2.

3 Preliminaries

Basic Notations. We denote by A the security parameter throughout the paper. For a positive
integer n € N, [n] denotes the set {1,2,...,n}. For a finite set X,  +— X’ means that z is uniformly
chosen from X.

A function f : N — [0,1] is said to be negligible if for all polynomial p and sufficiently large
A € N, we have f(A) < 1/p(\); it is said to be overwhelming if 1 — f is negligible, and said to be
noticeable if there is a polynomial p such that f(A) > 1/p()\) for sufficiently large A € N. We denote
by poly an unspecified polynomial and by negl an unspecified negligible function.

We use PPT and QPT to mean (classical) probabilistic polynomial time and quantum poly-
nomial time, respectively. For a classical probabilistic or quantum algorithm A, y < A(z) means
that A4 is run on input = and outputs y. An adversary (or malicious party) is modeled as a non-
uniform QPT algorithm A (with quantum advice) that is specified by a sequence of polynomial-size
quantum circuits and quantum advices { Ay, px}ren. In an execution with the security parameter
A, A runs A, taking py as the advice. We often omit the index A and just write A(p) to mean a
non-uniform QPT algorithm specified by {Ax, pa}ren for simplicity.

We use the bold font (like X) to denote quantum registers. For a quantum state p, ||p||+ denotes
the trace norm of p.
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3.1 Quantum Computation

Interactive Quantum Machines and Oracle-Aided Quantum Machines. We rely on the
definition of interactive quantum machines and oracle-aided quantum machines that are given oracle
access to an interactive quantum machine, following [Unrl2]. Roughly, an interactive quantum
machine A is formalized by a unitary over registers M for receiving and sending messages, and A
for maintaining A’s internal state. For two interactive quantum machines A and B that share the
same message register M, an interaction between A and B proceeds by alternating invocations of
A and B while exchanging messages over M.

An oracle-aided quantum machine S given oracle access to an interactive quantum machine A
with an initial internal state p (denoted by SAP)) is allowed to apply the unitary part of A (the
unitary obtained by deferring all measurements by A and omitting these measurements) and its
inverse in a black-box manner. S is only allowed to act on A’s internal register A through oracle
access. We refer to [Unrl2] for formal definitions of interactive quantum machines and black-box
access to them.

Indistinguishability of Quantum States. We define computational and statistical indistin-
guishability of quantum states similarly to [BS20, CCY21].

We may consider random variables over bit strings or over quantum states. This will be clear
from the context. For ensembles of random variables X = {X;}xenicr, and YV = {Yi}renier, over

the same set of indices I = (Jycy Iy and a function J, we use X é(g Y to mean that for any
non-uniform QPT algorithm {Aj, pa}ren, there exists a negligible function negl(-) such that for all
A€ N, ¢ eIy, we have

| PrIAN(Xi, pa)] — PrlAx(Yi, pa)l| < 3(A) + negl(A).

In particular, when the above holds for § = 0, we say that X and ) are computationally indistin-
guishable, and simply write X ~ Y. Unless stated differently, throughout this paper, computational
indistinguishability is always w.r.t. non-uniform QPT adversaries.

Similarly, we use X ég Y to mean that for any unbounded time algorithm A, there exists a
negligible function negl(-) such that for all A € N, i € I, we have

| PrA(X,)] — PrLA(Y))]| < 6(A) + negl(1).1”

In particular, when the above hold for § = 0, we say that X and ) are statistically indistinguishable,
and simply write X X Y. Moreover, we write X = ) to mean that X; and Y; are distributed
identically for all ¢ € I

When we consider an ensemble X" that is only indexed by A, (i.e., Iy = {\}), we write X = { X}
for simplicity.

3.2 Technical Lemmas

Serfling’s Inequality. The following two-sided version of Serfling’s inequality is taken from [BF10].

17 In other words, X s Y means that there exists a negligible function negl(-) such that the trace distance between
px, and py, is at most §(N\) + negl(A) for all A\ € N and ¢ € Iy where px, and py, denote the density matrices
corresponding to X; and Y;.
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Lemma 1 (Serfling’s Inequality [Ser74, BF10]). Let b € {0,1}" be a bit string with p-n
non-zero bits (i.e., a p-fraction is 1’s). Let the random variables (Y1,Ys,...,Yy) be obtained by
sampling k random entries from b without replacement. Let Y := % Zf Y;. Then, for any § > 0, it
holds that

982
Pr[|Y — pu| > 4] < 2exp( 20%kn >

n—k+1

Watrous’ Rewinding Lemma. The following is Watrous’ rewinding lemma [Wat09] in the form
of [BS20, Lemma 2.1].

Lemma 2 (Watrous’ Rewinding Lemma [Wat09]). There is a quantum algorithm R that
gets as input the following:

— A quantum circuit Q that takes n-input qubits in register Inp and outputs a classical bit b (in a
register outside Inp) and an m-qubit output.

— An n-qubit state p in register Inp.
— A number T € N in unary.

R(17,Q,p) ezecutes in time T - |Q| and outputs a distribution over m-qubit states D, :=
R(17,Q, p) with the following guarantees.

For an n-qubit state p, denote by Q, the conditional distribution of the output distribution Q(p),
conditioned on b = 0, and denote by p(p) the probability that b = 0. If there exist pp,q € (0,1),
v € (0,3) such that:

log(1/7)
4po(1—po)’

There is some minimal probability that b = 0: For every n-qubit state p, po < p(p),

Amplification executes for enough time: T >

p(p) is input-independent, up to ~y distance: For every n-qubit state p, |p(p) — q| < v, and
— q 1is closer to % po(l —po) < q(1—q),

then for every n-qubit state p,

1010, 0, < 447 50

Unruh’s Rewinding Lemma. The following lemma is proven in [Unr12].

Lemma 3 (Unruh’s Rewinding Lemma [Unrl2, Lemma 7]). Let C be a finite set. Let
{II;}icc be orthogonal projectors on a Hilbert space H. Let |¢) € H be a unit vector. Let o :=

> iec %H\Hi [0) I* and B:= 3, jec ﬁ”ﬂz‘ﬂj |) ||? Then we have B > 3.

3.3 Verifiable Secret Sharing Schemes

We present in Def. 1 the definition of verifiable secret sharing (VSS) schemes [CGMAS5]. We
remark that [BGW88, CDD199] implemented (n + 1, |n/3])-perfectly secure VSS schemes. These
constructions suffice for all the applications in the current paper.

Definition 1 (Verifiable Secret Sharing). An (n + 1,t)-perfectly secure VSS scheme Ilyss
consists of a pair of protocols (VSSshare, VSSRecon) that implement respectively the sharing and re-
construction phases as follows.
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— Sharing Phase VSSshare: Player P,y1 (referred to as dealer) runs on input a secret s and
randomness rny1, while any other player P; (i € [n]) runs on input a randomness r;. During this
phase players can send (both private and broadcast) messages in multiple rounds.

— Reconstruction Phase VSSgecon: Fach shareholder sends its view v; (i € [n]) of the Sharing
Phase to each other player, and on input the views of all players (that can include bad or empty
views) each player outputs a reconstruction of the secret s.

All computations performed by honest players are efficient. The computationally unbounded adver-
sary can corrupt up to t players that can deviate from the above procedures. The following security
properties hold.

1. Perfectly Verifiable-Committing: if the dealer is dishonest, then one of the following two
cases happen (i.e., with probability 1):

(a) During the Sharing Phase, honest players disqualify the dealer, therefore they output a
special value L and will refuse to play the reconstruction phase;

(b) During the Sharing Phase, honest players do not disqualify the dealer. Therefore such a
phase determines a unique value s* that belongs to the set of possible legal values that does
not include L, which will be reconstructed by the honest players during the reconstruction
phase.

2. Secrecy: if the dealer is honest, then the adversary obtains no information about the shared
secret before running the protocol Recon. More accurately, there exists a PPT oracle machine
SO such that for any message m, and every (potentially inefficient) adversary A corrupting a
set T' of parties with |T| < t during the Sharing Phase VSSshare(m) (denote A’s view in this

exvecution as View o 7(1*,m)), the following holds: {View 4 (1}, m)} Lt {SA1M, T)}.

3. Correctness: if the dealer is honest throughout the protocols, then each honest player will output
the shared secret s at the end of protocol Recon.

3.4 Information-Theoretic MPC and the MPC-in-the-Head Paradigm

We first recall information-theoretically secure MPC and relevant notions that will be employed in
the MPC-in-the-head paradigm shown later.

Information-Theoretic MPC. We now define MPC in the information-theoretic setting (i.e.,
secure against unbounded adversaries).

Definition 2 (Perfectly/Statistically-Secure MPC). Let f : ({0,1}*)" — ({0,1}*)" be an
n-ary functionality, and let II be a protocol. We say that 11 (n,t)-perfectly (resp., statistically)
securely computes f if for every static, malicious, and (possibly-inefficient) probabilistic adversary
A in the real model, there exists a probabilistic adversary S of comparable complexity (i.e., with
running time polynomial in that of A) in the ideal model, such that for every I C [n] of cardinality
at most t, every x = (z1,...,2y) € ({0,1})" (where |x1| = --- = |zy|), and every z € {0,1}*, it
holds that:

id. s
{REALp a(2),1(x)} == {IDEAL; sy ()} (resp., {REALy ac)1(x)} =~ {IDEAL; s, 1(2)}).

Recall that the MPC protocol from [BGWS88] achieves (n, t)-perfect security (against static and
malicious adversaries) with ¢ being a constant fraction of n.
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Theorem 1 ([BGWS8S8]). Consider a synchronous network with pairwise private channels. Then,
for every n-ary functionality f, there exists a protocol that (n,t)-perfectly securely computes f in
the presence of a static malicious adversary for any t < n/3.

Counsistency, Privacy, and Robustness. We now define some notation related to MPC protocols.
Their roles will become clear when we discuss the MPC-in-the-head technique later.

Definition 3 (View Consistency). A view View; of an honest player P; during an MPC com-
putation I1 contains input and randomness used in the computation, and all messages received from
and sent to the communication tapes. A pair of views (View;, View;) is consistent with each other if

1. Both corresponding players P; and P; individually computed each outgoing message honestly by
using the random tapes, inputs and incoming messages specified in View; and View; respectively,
and:

2. All output messages of P; to P;j appearing in View; are consistent with incoming messages of P;
received from P; appearing in View; (and vice versa).

Remark 2 (View Consistency of VSS). Although Def. 3 defines view consistency for MPC proto-
cols, we will also refer to the view consistency for the execution of verifiable secret sharing schemes
(Def. 1). The views (v;,v;) of players i and j (excluding the dealer) during the execution of VSSshare
is said to be consistent if any only if (v;,v;) satisfies the two requirements in Def. 3.

We further define the notions of correctness, privacy, and robustness for multi-party protocols.

Definition 4 (Semi-Honest Computational Privacy). Let 1 < ¢t < n, let II be an MPC
protocol, and let A be any static, PPT, and semi-honest adversary. We say that II realizes a function
f:({0,1})™ +— ({0, 1}*)™ with semi-honest (n, t)-computational privacy if there is a PPT simulator
S such that for any inputs x,ws, ..., wy,, every subset T C [n] (|T| < t) of players corrupted by A,
and every D with circuit size at most poly(X), it holds that

| Pr[D(Viewr(z, w1, ... ,wy,)) = 1] — Pr[D(S(T, x,{w; }icT, fr(x,w,...,w,))) = 1]| < negl(A), (3)
where Viewp(x, w1, ..., wy) 18 the joint view of all players.

Definition 5 (Statistical/Perfect Correctness). LetII be an MPC protocol. We say that I1 realizes
a deterministic n-party functionality f(x,wq,...,wy,) with perfect (resp., statistical) correctness if for
all inputs x, w1, ..., w,, the probability that the output of some party is different from the output of
some party is different from the actual output of [ is 0 (resp., negligible in k), where the probability is
over the independent choices of the random inputs r1,...,r, of these parties.

Definition 6 (Perfect/Statistical Robustness). Assume the same setting as the previous defini-
tion. We say that 11 realizes f with (n,t)-perfect (resp., statistical) robustness if in addition to being
perfectly (resp., statistical) correct in the presence of a semi-honest adversary as above, it enjoys the
following robustness property against any computationally unbounded malicious adversary corrupting
a set T' of at most t parties, and for any inputs (z,w1,...,wy): if there is no (w},...,wy,) such that
flx,wl,...,wy,) =1, then the probability that some uncorrupted player outputs 1 in an execution of 11
in which the inputs of the honest parties are consistent with (x,w1,...,wy) is 0 (resp., negligible in ).

MPC-in-the-Head. MPC-in-the-head is a technique developed for constructing black-box ZK

protocols from MPC protocols [IKOS07]. Intuitively, the MPC-in-the-head idea works as follows.
Let F,x be the zero-knowledge functionality for an NP language. Assume there are n parties holding
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a witness in a secret-sharing form. F,x takes as public input « and one share from each party, and
outputs 1 iff the secret reconstructed from the shares is a valid witness. To build a ZK protocol,
the prover runs in his head an execution of MPC w.r.t. F;x among n imaginary parties, each one
participating in the protocol with a share of the witness. Then, it commits to the view of each party
separately. The verifier obtains ¢ randomly chosen views, checks that such views are “consistent”
(see Def. 3), and accepts if the output of every party is 1. The idea is that, by selecting the ¢ views
at random, V will catch inconsistent views if the prover cheats.

We emphasize that, in this paradigm, a malicious prover decides the randomness of each virtual
party, including those not checked by the verifier (corresponding to honest parties in the MPC
execution). Therefore, MPC protocols with standard computational security may fail to protect
against such attacks. We need to ensure that the adversary cannot force a wrong output even
if it additionally controls the honest parties’ random tapes. The (n, |n/3])-perfectly secure MPC
protocol in Thm. 1 suffices for this purpose (see also Rmk. 3).

One can extend this technique further (as in [GLOV12]), to prove a general predicate ¢ about an
arbitrary value o. Namely, one can consider the functionality Fy4 in which party ¢ participates with
input a VSS share [a];. Fy collects all such shares, and outputs 1 iff ¢(VSSgecon([a]1,- -, [a]n)) = 1.

Remark 8 (Ezact Security Requirements on the Underlying MPC.). To be more accurate, any MPC
protocol that achieves semi-honest (n,t)-computational privacy (as per Def. 4) and (n,t)-perfect ro-
bustness (as per Def. 6) will suffice for the MPC-in-the-head application.'® These two requirements are
satisfied by any (n,t)-perfectly secure MPC (and, in particular, the one from Thm. 1).

3.5 Post-Quantum Extractable Commitment

We give a definition of post-quantum (strongly) extractable commitments with e-simulation. We
will omit the security parameter from the input to parties when it is clear from the context.

Definition 7 (Post-Quantum Commitment). A post-quantum commitment scheme II is a clas-
sical interactive protocol between interactive PPT machines C and R. Let m € {0,111 (where 0(-) is
some polynomial) is a message that C wants to commit to. The protocol consists of the following stages:

— Commit Stage: C(m) and R interact with each other to generate a transcript (which is also called
a commitment) denoted by com,'? C’s state ST, and R’s output beom € {0,1} indicating accep-
tance (i.e.,bcom = 1) or rejection (i.e.,beom = 0). We denote this execution by (com,ST¢c, beom)
(C(m), R)(1"). When C is honest, ST¢ is classical, but when we consider a malicious quantum
committer C*(p), we allow it to generate any quantum state STc~. Similarly, a malicious quantum
receiver R*(p) can output any quantum state, which we denote by OUT g« instead of beom -

— Decommit Stage: C generates a decommitment decom from STo. We denote this procedure by
decom < C(ST¢).2° Then it sends a message m and decommitment decom to R, and R outputs a
bit baec € {0, 1} indicating acceptance (i.e.,bqec = 1) or rejection (i.e.,bgec = 0). We assume that R’s
verification procedure is deterministic and denote it by Verify(com, m,decom).?! W.l.o.g., we assume
that R always rejects (i.e., Verify(com,-,-) = 0) whenever beom = 0. (Note that w.l.o.g., com can
include beom because we can always modify the protocol to ask R to send beom as the last round
message.)

18 Tt is also worth noting that the (n, t)-perfect robustness could be replaced with adaptive (n, t)-statistical robustness.

See [IKOSO07, Section 4.2] for more details.

That is, we regard the whole transcript as a commitment.

We could define ST¢ to be decom itself w.l.o.g. However, we define them separately because this is more convenient
when we define ExtCom-and-Prove in Def. 17, which is an extension of post-quantum extractable commitments.
2! Note that Verify is well-defined since our syntax does not allow R to keep a state from the commit stage.

19
20

18



The scheme satisfies the following correctness requirement:

1. Correctness. For any m € {0, l}e()‘), it holds that

(com, ST, beom) + (C(m), R)(1*)
Pr | bcom = bdec = 1 : decom + C(ST¢) =1.
baec < Verify(com, m, decom)

Definition 8 (Computationally Hiding). A post-quantum commitment I1 is computationally hid-
ing if for any mo, m1 € {0,1*N and any non-uniform QPT receiver R*(p), the following holds:

{OUTg- : (com, ST, OUT k)  (C(mo), R*(p))(1M)}x = {OUT g : (com, ST, OUT g+ )(C (1), R*(p)) (1M .

Definition 9 (Statistically Binding). A post-quantum commitment II is statistically binding if for
any unbounded-time comitter C*, the following holds:

3 m,m’, decom, decom’, m # m’

. * A
A Verify(com, m, decom) = Verify(com,m’, decom’) =1 ° (com, STcre, beom) = (C7, R)(17) | = negl().

Definition 10 (Committed Values). For a post-quantum commitment I, we define the value func-
tion as follows:

m  if 3 unique m s.t. 3 decom, Verify(com, m, decom) = 1

valr(com) := {

1 otherwise

We say that com is valid if valp(com) # L and invalid if valip(com) = L.

Then we give the definition of the strong extractability with e-simulation. The definition is
similar to that of post-quantum extractable commitments in [BS20, BLS21] except that we allow
an (arbitrarily small) noticeable approximation error similarly to post-quantum e-zero-knowledge
[CCY21]. We note that we call it the strong extractability since we also define a weaker version of
extractability in Def. 13 in Sec. 5.1.

Definition 11 (Strong Extractability with e-Simulation). A commitment scheme II is strongly
extractable with e-simulation if there exists a QPT algorithm SE (called the e-simulation strong-
extractor) such that for any noticeable £(\) and any non-uniform QPT C*(p),

{8 (1M 157)} | = {(valm(com),STe-) : (com,STex, beom) < (C*(p), RY(AIM} .

We also define the parallel version.

Definition 12 (Parallel-Strong Extractability with e-Simulation). A commitment scheme I1
is parallelly strongly extractable with e-simulation if for any integer n = poly(X), there exists a QPT
algorithm SEpar (called the e-simulation parallel-strong-extractor) such that for any noticeable e(\) and
any non-uniform QPT C*(p),

{Sé‘g:;(p)(lk, 16*1 ) })\

és{(/l{bcom-};;l({Va|(comj)}?:1),STC*) : ({com} i1, STew, {beom,}i=1) = (C*(p), RM)(1M) }
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where ({com;}7_;, ST, {beom,j }j—1) < (C*(p), R™) (1) means that C*(p) interacts with n copies of
the honest receiver R in parallel and the execution results in transcripts {comj}?zl, the final state ST,
and outputs {bcom,j}?zl of each copy of R and

{valn(comj)};?:1 if V' j € [n] beom,j =1
L otherwise .

Afp 1, ({val(com;)}7_y) = {

Remark 4. We remark that the above definition only requires the extractor to extract the committed
values when R accepts in all the parallel sessions. In particular, when R accepts in some sessions but not
in others, the extractor does not need to extract the committed values at all. An alternative stronger
(and probably more natural) definition would require the extractor to extract valy(com;) for all j € [n]
such that R accepts in the j-th session. But we define it in the above way since it suffices for our purpose
and we do not know if our construction satisfies the stronger one.

4 Extract-and-Simulate Lemma

We prove a lemma that can be seen as an e-simulation variant of Unruh’s rewinding lemma (Lem. 3)
in typical applications. This lemma is the technical core of all the results in this paper.

4.1 Statement of Extract-and-Simulate Lemma
Our lemma is stated as follows.

Lemma 4 (Extract-and-Simulate Lemma). Let C be a finite set. Let {II;};cc be orthogonal
projectors on a Hilbert space H such that the measurement {II;, I — II;} can be efficiently implemented.
Let |inie) € H be a unit vector.

Suppose that there are a subset S € C? and a QPT algorithm A = (Ag, A1) that satisfies the
following:
1. S consists of an overwhelming fraction of C?, i.e., % =1—negl(A).

2. For alli € C, there exists a classical string s; such that

. T |[Yinit) > ]
p Wit ) g =,
r[AO <27 I1Z; [inie) || ° !

3. There exists a classical string s* such that for any (i,j) € S,
Pr [.,41 (i,j, si,sj) = s*] =1.
Let Exp(A\, {I1; }icc, [Yinit)) be an experiment that works as follows:

Choose i <+ C.
— Apply the measurement {II;, I — I1;} on |Yinit)-

e [f the state is projected onto II;, the experiment outputs i, the classical string s*, and the resulting
il inie) 22
StAte 17, ) -

o [fthe state is projected onto I —1II;, the experiment outputs i, 1, and the resulting state %

Then, there is a QPT algorithm SE such that for any noticeable ¢,

—1 S
{SEMM 1 {ITi}ico, A, [Wini) }a R {Exp(N, {TTiicos [init)) -
22 We stress that we do not assume that the experiment is efficient. Especially, it may be computationally hard to

* II; | ¥init)
find 5™ from iy
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4.2 Proof of the Extract-and-Simulate Lemma

We prove the extract-and-simulate lemma (Lem. 4). Throughout this subsection, we use the nota-
tions defined in Lem. 4.

Structure of the Proof. The high-level structure of our proof is similar to those of the (e-)zero-
knowledge properties of protocols in [BS20, CCY21]. We first construct extractors Extsima, and
Extsim,na that work in the “aborting case” and “non-aborting case”, respectively where we say that
the experiment Exp(\,{I1;}icc, |¥init)) aborts if its second output is L. Then we consider a com-
bined simulator Extsim comb that randomly guesses if the experiment aborts, runs either of Extsim 5
or Extsimna that corresponds to the guessed case, and returns a failure symbol Fail if the guess
turns out to be wrong. Then, Exteomp correctly works conditioned on that the output is not Fail,
and it returns Fail with probability almost 1/2. By applying Watrous’ rewinding lemma ( Lem. 2)
to Extsim,comb, We can convert it to a full-fledged simulator.

Let Expy (A, {1 }iec, [Yinit)) and Expn,a (A, {Ili tiec, [Yinit)) be the same as Exp(A, {{Ii}icc, [Yinit))
except that they output a failure symbol Fail in aborting and non-aborting case, respectively. That
is, they work as follows where differences from Exp(\, {II;};cc, [tinit)) are marked by red underlines:

Expa (A, {1 }iec, [Yinit)):
— Choose i + C.
— Apply the measurement {II;, I — I1;} on |{init)-

e If the state is projected onto II;, the experiment outputs Fail.

° If( the )Ttat>e is projected onto I — II;, the experiment outputs 7, L, and the resulting state
I—1I1;) |Yinit
(4= 115) [hinie) ||

Expna()‘v {Hi}i€C7 |1/}init>):
— Choose 1 «+ C.

— Apply the measurement {II;, I — II;} on |¢init)-

e If the state is progected onto II;, the experiment outputs i, the classical string s*, and the

resulting state pzrsnar.

o If the state is projected onto I — IT;, the experiment outputs Fail.

We give simulation extractors for each of these experiments.

Lemma 5 (Extract-and-Simulate for the Aborting Case). There is a QPT algorithm Extgim ,
such that for any noticeable ¢,

{EXtSim,a<1)\a 16_17 {Hi}iECa A) |winit>)})\ = {Expa()‘) {Hi}i607 W)init»})\?g

Proof of Lem. 5. Since Exp, can be run efficiently (because it never outputs s*), Extsim , just needs to
run Exp,. O

Lemma 6 (Extract-and-Simulate for the Non-aborting Case). There is a QPT algorithm
Extsim,na such that for any noticeable ¢,

{Extsimna(1%, 15 {I; }icc, A, [tinit)) ba Re {Expna(\s {TTYiccr, [Winit)) ba-

E -1
23 Extsim.a does not need to take 1° ~ or A as part of its input, but we include them in input for notational convenience.
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Since the proof of Lem. 6 is the most non-trivial technical part, we defer it to Sec. 4.4 after
some preparations in Sec. 4.3.

Given Lem. 5 and Lem. 6, the rest of the proof of Lem. 4 is very similar to the corresponding
part of the e-zero-knowledge property of the protocols in [CCY21]. We give the full proof for
completeness.

Let Extsim comb be an algorithm that works as follows:

EXtSim comb(1>\a 1671a {Hi}iECa .A, ‘@binit)):

2
£
1. Set &' = 36001087 (V)

2. Choose mode <+ {a,na}.

1—1
3. Run and output ExtSim,mode(l)‘,l€ A Yieos A, [Yinit))-

Lemma 7 (Extsim comb Simulates Exp with Probability almost 1/2). Let p3uc (1%, 1=, {IL}ico, A, |init))

comb

be the probability that EXtSim,comb(l’\, 1571, {IL}ico, A, [init)) does not return Fail, and let

—1
Dext.comb(1%, 15 {IL; Yicoy A, [init))

be a conditional distribution of EXtSim,comb<1>\7 1871, {IL;}ico, A, [init)), conditioned on that it does not
return Fail. Then we have

—1
Do (115 {ITi}ieo, A, [Pini)) — 1/2| < &'/2 + negl()). (4)
Moreover, we have

{Dext.comb (1,15 {TTi Yicor, A, [thinit)) }r ~aer {Exp(A {ITi Yice, |Winit)) a- (5)

Proof. (sketch.) The intuition behind this proof is as follows. By Lemma 5 and 6, Extsim o and Extsim na
almost simulate Exp conditioned on that Exp aborts and does not abort, respectively. Therefore, if we
randomly guess if Exp aborts and runs either of Extsim, or Extsimna that successfully works for the
guessed case, the output distribution is close to the real output distribution of Exp conditioned on that
the guess is correct, which happens with probability almost 1/2.

A formal proof can be obtained based on the above intuition and is exactly the same as the proof
of [CCY21, Lemma 5.5] except for notational adaptations. O

Then, we convert Extsgim comp into a full-fledged simulator that does not return Fail by using
Watrous’ rewinding lemma (Lemma 2). Namely, we let Q be a quantum algorithm that takes |¢init)
as input and outputs ExtSIm’comb(l)‘, 1=, {IL;}icco, A, [thinit)) where b := 0 if and only if it does not
return Fail, pg := %, q:= %, v:=¢' and T := 2log(1/¢’). Then it is easy to check that the conditions
for Lemma 2 is satisfied by Eq. 4 in Lemma 7 (for sufficiently large \). Then by using Lemma 2,
we can see that R(17, Q, [tbinit)) Tuns in time T - |Q| = poly()\) and its output (seen as a mixed state)

has a trace distance bounded by 4[;;’%11/;)) from Dey comb(l’\ 1= A Yieo, A, |Yinit))- Since we

2 .
Wog(/\) = 1/poly(}), we have 4,/ 10%11/;) < 30,/71og?(\) = £ for sufficiently large

A where we used log(1/7) = log(poly()\)) = o(log?()\)). Thus, by combining the above and Eq. 5 in
Lemma 7, if we define Extgjm (17, 1=, {I;}ieo, A, [Yinie)) == R(1T, Q, |¢init)), then we have

have v =&’ =

-1 S
{Extsim (1,157, {ITi}iccs As [init)) 1a = paer {ExP(N, {Ti}iec, [Winie)) 1 a-
We can conclude the proof of Lem. 4 by noting that we have § 4 4¢’ < ¢ since we have ¢ =
g2 £

3600 log?(\) <8
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4.3 Preparation for Proof of Lem. 6

For proving Lem. 6, we prepare the following three lemmas.
The first is a simple technical lemma that is a variant of [CCY21, Lemma 3.1].

Lemma 8 (Variant of [CCY21, Lemma 3.1]). Let |¢) = ‘¢b,0> + ‘¢b71> be a normalized quantum
state in a Hilbert space H. Let F' be a quantum algorithm that takes a state in H as input and outputs
a quantum state (not necessarily in H) or a classical failure symbol Fail. Suppose that we have

F(MW) :Fail] >1 -

Pr
Rk

for b€ {0,1} and || |¢11) — |¢1.0) || < 8. Then for any distinguisher D, it holds that**
| Pr[D(F (/o) (do])) = 1] = Pr[D(F (1) (¢1])) = 1]| < (12"/2 + 26)/2.

We give the proof in Appx. B.2.
The second lemma is a variant of the gentle measurement lemma shown in [CCY21].

Lemma 9 ([CCY21, Lemma 3.2]). Let|)x be a (not necessarily normalized) state over register X
and U be a unitary over registers (X, Y, Z). Suppose that a measurement of register Z of U |[{))x |0)y 7
results in a deterministic value except for probability v, i.e., there is z* such that

I(Z = [2%) (z*2U [)x 10)y 7 1> < v.
If we let R := (|0) (0))y zUT(|2*) (z*])zU, then we have
[ 1)x [0}y z = RI¥)x 0)y z || < Vv

The third is a variant of [CCY21, Lemma 3.3].

Lemma 10 (A variant of [CCY21, Lemma 3.3]). Let Il be a projection over a Hilbert space
Hx @ Hy. For any noticeable function 6 = d(\), there exists an orthogonal decomposition (S<s,S>s)
of Hx ® Hvy that satisfies the following:

1. (S<s and S>;5 are invariant under II and (|0) (0|)y.) For any [¢)x y € S<s, we have
HY)x v € <5,  (Ix®(|0)(0))y) [¥)x v € S<s-

Similarly, for any |1)x v € S>s, we have

I)xy €555,  Ux®(10)(0)y) [¥)x vy € S>s-

2. (II succeeds with probability <6 and >0 in S.s and S>5.) For any quantum state |)x €
Hx s.t. |¢)x |0)y € S<5 we have

1T 6)x [0)y I* < 6.
Similarly, for any quantum state |p)x € Hx s.t. |9)x |0)y € S>5 we have

1T |¢)x 10}y [I* = o.

24 In the previous version of this paper, we claimed that the bound was 4’y1/4 + |l ¢o,1) (@0,1] = |¢1,1) {P1,1] ||, Dut
there was a flaw in the proof in the case of |¢o,1) # |¢p1,1).
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3. (Unitary for amplification.) For any T € N, there exists a unitary Uymp 1 over Hx @ Hy ®
HB ® HAne where B is a register to store a qubit and Anc is a register to store ancillary qubits
with the following properties:

(a) (Mapped onto II(Ix @ (|0) (0)y) when B contains 1.) For any quantum state [¢)x y €
Hx ® Hy, we can write

|1> <1|B Uamp7T |¢>X,Y |0>B,Anc = Z |1’Z]:1nC>X,Y |1>B |anc>Anc

anc

by using sub-normalized states [Yg,.)x v that are in the span of IT(Ix @ (|0) (0[)y).

(b) (Amplification of success probability in S-;.) For any noticeable function v = v(X),
there is T' = poly(\) such that for any quantum state |¢)x € Hx s.t. |¢)x |0)y € S>5, we have

111) (Lg Uamp,7 [8)x 100y |0)p Ane I° = 1 — 1.

¢) (Scs and S>5 are invariant under Uy, 7). For any quantum state s € S.s and
< > P, Yy <IX,Y <
any b, anc, we can write

Uamp,T |1/}<5>X,Y |b7 anc>B,Anc = Z ‘wgé,b’,anc»xﬁy }b,7 ancl>B7Anc
b ,anc’

by using sub-normalized states ‘w;(g b “”CI>X v € Scs.

Similarly, for any quantum state ‘w25>x v € S>5 and any b, anc, we can write

Uamp,T ‘w25>X,Y |b7 anC>B,Anc = Z ‘wgé,b’,anc’>x7y ‘b/’ anc/>B,Anc
b ,anc’

/
¢25,b/,anc’>x v € 525'

)

by using sub-normalized states

4. (Efficient Implementation of Usmp1.) There exists a QPT algorithm Amp (whose description
is independent of II) that takes as input 17, a description of quantum circuit that perform a mea-
surement (II,Ixy — II), and a state |¢>X,Y,B,Anc7 and outputs Usmp,T |7/’>X,Y,B,Anc' Moreover,
Amp uses the measurement circuit for only implementing an oracle that apply unitary to write a
measurement result in a designated register in Anc, and it acts on X only through the oracle access.

The only difference from [CCY21, Lemma 3.3] is Item 3a where we require that an output of
Uamp,r to be in the span of II(Ix ® (|0) (0|)y) when B contains 1 whereas [CCY21, Lemma 3.3]
only requires it to be in the span of IT.?> We can prove Lem. 10 by using Jordan’s lemma in a very
similar manner to that for the proof of [CCY21, Lemma 3.3]. Thus, we defer the proof to Appx. B.1.

4.4 Proof of Lem. 6

By using Lem. 3 and 8 to 10, we prove Lem. 6, which completes the proof of Lem. 4.

Proof of Lem. 6. First, we define a “simulation-less extractor” Extgjm.less that works as follows:
EXtSim—Iess(l)\v {Hi}iEC’7 A, |¢>)

25 In the previous version of this paper, we only required the state to be in the span of IT similarly to [CCY21, Lemma
3.3]. However, we found that we needed the above stronger requirement due to a technical reason. In particular,this
is used in the proof of Claim 4.

24



1. Uniformly choose (i, j) + C? and immediately output Fail if (i, ) ¢ S.
2. For k € {i,j} in the order of k = j, k = 4,26 do the following:

(a) Perform the measurement {IIy, I — IIj}, and immediately output Fail if the state is projected
onto I — ITj,. Otherwise, go to the next step with the residual state ‘w,’6> 27

(b) Run s; < Ao(k,|v},)) in a non-destructive way, i.e., in a way such that the state ‘@/),;> is
preserved. This is possible since the output of Ag is deterministic as required in Item 2 of
Lem. 4.

3. Run s < Ai(4, j, si,5j) and output s.
Then, by combining Lem. 3 and Item 3 of Lem. 4, we can show the following claim.

Claim 2. For any |¢)) € H, Extsim-ess(1%, {IT; }icc, A, |10)) outputs s* whenever it does not output Fail
and it holds that

3
1 S
Pr [Extsim tess(1%, { i bico A, [19) = 7] > (Z o 1e) ”2> B (1 B ||C||2> '
e’
Proof of Claim 2. The former part is clear from Item 3 of Lem. 4. For the latter part, we only have
to lower bound the probability that Extgjm.less does not return Fail. If we remove the condition for
outputting Fail in the first step of Extgim-less, it is clear that the probability to not output Fail is
3
dijec? ﬁ”ﬂiﬂj |4} ||2, which is lower bounded by (ZiGC ‘—aHHZ [4) ||2> by Lem. 3. Moreover, it

is easy to see that the probability to output Fail in the first step of Extgim-jess iS % By union bound,

the latter part of the claim follows. O

Our next step is to apply Lem. 10 with respect to a projection corresponding to the success of
Extsim-less- L€t Usim-less D€ the unitary that represents EXtSim—Iess(lAv {II;};cc, A, +). More precisely, we
define Usgjm_less OVer registers the input register Inp, working register W, and output register Out so
that Extsimless(1*, {II;}icc, A, -)) can be described as follows:

Extsim-tess(1, {IT; }iec, A, -)): Tt takes a quantum state [t)) in the register Inp and initializes registers
W and Out to be |0)y out- Then it applies the unitary Usim-less, measures the register Out in the
standard basis to obtain s, and outputs s.

We define a projection IT over (Inp, W, Out) as

1T = Ugim—less Z |S> <S‘ UsSim-less- (6)
s#Fail Out

Then the following claim immediately follows from the former half of Claim 2.

Claim 3. Given any state in the span of II (1inp @ (|0) (0])w,0ut), if we apply Usim_less and then measure
register Out, then the measurement outcome is always s*

We apply Lem. 10 for the above II where Hx := Hinp, Hy := Hw @Hout, 0 := (%)12— (1 — %),

and T = poly(\) is chosen in such a way that Item 3b of Lem. 10 holds for v := %. Then we have a
decomposition (Scs,S>s) of Hx ® Hy and a unitary Uymp 7 over Hx ® Hy ® HB ® Hanc that satisfy

26 Whichever order is fine for our purpose. We specify it just for completeness of the description of the algorithm.

11, |4) 1,1 |)
* Note that |¢}) = 7\U;Iw>\ and |¢]) = 7‘171_17;‘@'
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the requirements in Lem. 10. We denote by Other to mean the registers W, Out, B, and Anc for
brevity. We construct the extractor Extsim na for Lem. 6 as follows:

-1
EXtSim,na(l/\y 1© {Hi}iECa A, |1/}init>):
1. Set |[¢hinit) in register Inp and initlialize register Other to be |0).
2. Apply Usmp,1 by using the algorithm Amp in Item 4 of Lem. 10.

3. Measure register B and let b be the outcome. If b = 0, output Fail and immediately halt. Otherwise,
proceed to the next step.

4. Apply Usim.less, measure register Out to obtain an outcome sg,:, and apply U;m_less.
5. Apply U;L

6. Measure register Other. If the outcome is not the all 0’s string, output Fail and immediately halt.
Otherwise, let [1miq) be the state in register Inp at this point, and proceed to the next step.

7. Choose i < C.
8. Apply the measurement {II;, I — I1;} on |[¢)mid)-

mp. T by using the algorithm Amp in Item 4 of Lem. 10.

— If the state is projected onto II;, output i, the classical string sg,: and the resulting state %

— If the state is projected onto I — II;, output Fail.

We can easily see the following claim:

Claim 4. Whenever Step 4 of Extsimna is invoked, sgy obtained in the step is always equal to s*.
Moreover, the step does not change the state in registers Inp and Other, that is, the states before and
after the step are identical.

Proof of Claim 4. Whenever Step 4 is invoked, the bit b obtained in Step 3 is equal to 1. In this case,
by Item 3a of Lem. 10, the state in registers Inp, W, and Out is in the span of I1(1jnp, ® (|0) (0))w,0ut)-
Then, Claim 3 implies that sgy is always equal to s*. Then the measurement of Qut does not collapse
the state and thus the step does not change the state. O

The rest of the proof is similar to that of [CCY21, Claim 4.5]. Let R be an operator defined as
follows:

R = (10) (0])0ther Uy (1) (1)BUamp. 7

Let 115 and II>s be projections onto S5 and S>4, respectively. To apply Lemma 8, we define states
|60) = |P0,0) + |¢0,1) and [p1) = |¢1,0) + |P1,1) over (D, Inp, Other) where D is an additional one-qubit
register as follows:

[¢0) = |1)p [Yinit)inp [0) Other »

190,0) == [1)p <5 [Yinit)inp [0) Other »

[¢0,1) = [1)p II>s |1/1init>|np 10) Other -

[91) := [1)p B [Yinit)inp |0) 0ther T ¢ 10D [0)1np [0) 0ther »

¢1,0) := [1)p RII<5 [Yinit)1np |0) 0ther T ¢ 10)D [0)inp [0) Other -

[¢1.1) = [1)p RII>5 [Yinit)inp [0) Other

for o := \/1 ~ [IR [¥init)inp [0) Other I? (s0 that |¢1) is a normalized state). Let F' be a quantum algorithm

that works as follows:
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F <|¢)>D Inp Other): It measures D, and outputs Fail if the outcome is 0. Otherwise, it samples i < C

and applies the measurement {I1;, I — II;} on register Inp. If the state is projected onto I7;, output
1, the measurement outcome s of the second register, and the resulting state in the third register.
Otherwise, it outputs Fail.

It is easy to see that

EXpna ()‘7 {Hi}i607 ‘winit» = F(|¢0> <¢0D

Moreover, by the definition of Extsim na and Claim 4, we can see that

Extsimna(1%, 15, {ITi Yico, A, [init)) = F(|é1) (61]).

Thus, it suffices to prove that the distinguishing advantage between F(|¢o) (¢o|) and F(|¢1) (¢1]) is at
most €. To apply Lem. 8, we prove the following claim.

Claim 5. The following hold:
|96.0) (P00] \ _ . 4
1. Pr[F <”£bo>”20 =Fail| >1— (%) for b e {0,1}.
2
2. |[1g11) = lbo1) | < (5)™

Proof of Claim 5.
First item. We can write I1<s [Yinit)np [0) Other = [¥<6)inp [0)Other- Then we have
H.

erl (55055 )  Fa = 2 G ' M)
< <Pr |:EXtSim-Iess <1/\,{Hi}ie(},¢4, Miii;ll) _ S*] N <1 - ||(;9||2>>1/3
< (5+ (1 _ ’gL))l/g
-(5)

where the first inequality follows from Claim 2, the second inequality follows from [¢<5)jn5 10) ogher €

2

[V<s)

ICT?
the proof of the first item for the case of b = 0. The case of b = 1 can be proven similarly noting that
RII s [Yinit)inp |0) 0ther € S<s Py Item 1 and item 3c of Lemma 10.

S<s and Item 2 of Lem. 10, and the final equality follows from § = (%)12 — (1 — ﬁ) This completes

Second Item. By Item 3b of Lem. 10, we have

||(|1> <1|)BUamp,TH2t |winit>|np |O>Other ”2 s

Thus, Lem. 9 implies
1/2
11>, |¢init>lnp |O>Other — RIT>; W}init)Inp |O>Other | <v /2,
Since v = %, this immediately implies the second item of the claim. O

By Lem. 8 and Claim 5 the distinguishing advantage between F'(|¢o) (¢o|) and F'(|¢1) (¢1]) is at
1/2
most (12 (%)2 +2 (%)2> < &. This completes the proof of Lem. 6. O
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5 Black-Box e-Simulation-Extractable Commitments in Constant Rounds

In this section, we construct a post-quantum commitment scheme that satisfies the (parallel) strong
extractability with e-simulation. Namely, we prove the following lemma.

Lemma 11. Assume the existence of post-quantum secure OWFs. Then, there exists a constant-round
construction of post-quantum commitment that satisfies computational hiding (Def. 8), statistical bind-
ing (Def. 9), and (parallel) strongly extractable commitment with e-simulation (Def. 11 and 12). More-
over, this construction makes only black-box use of the assumed OWEF.

Toward proving that, we first construct a scheme that satisfies a weaker notion of e-simulatable
extractability in Sec. 5.1. In Sec. 5.2, we present a compiler that converts the weak scheme in
Sec. 5.1 into one that satisfies the (parallel) strong extractability with e-simulation.

5.1 Weakly Extractable Commitment

We construct a commitment scheme that satisfies weak notions of extractability defined in Def. 13
and 16 based on OWFs. The description of the scheme is given in Prot. 1, where Com is a
statistically-binding and computationally-hiding commitment scheme (e.g., Naor’s commnitment).
We remark that the scheme is identical to the classical extractable commitment in [PW09], which
in turn is based on earlier works [DDNO0O, PRS02, Ros04].

Protocol 1: Extractable Commitment Scheme wExtCom

The extractable commitment scheme, based on any commitment scheme Com, works in the following way.

Input:

— both the committer C' and the receiver R get security parameter 1* as the common input.

— C gets a string m € {0,1}*®) as his private input, where £(-) is a polynomial

Commitmment Phase:

1. The committer C' commits using Com to k = X pairs of strings {(v?,v})}%_; where (v9,v}) = (;,m @
7;) and n; are random strings in {0,1}Z for 1 < i < k.2We denote those commitments by com =
{com?, com!}k_,.

2. Upon receiving a challenge ¢ = (¢, ..., cx) from the receiver R, S opens the commitments to v :=
(vit,...,v*) with the corresponding decommitment decom := (decom{’, ..., decom*).

3. R checks that the openings are valid.

Decommitment Phase:
— (' sends ¢ and opens the commitments to all k£ pairs of strings. R checks that all the openings are valid,
and also that m = v @ v =--- =) B v}.

Proof of Security. The correctness and the statistically-binding property of wExtCom follows
straightforwardly from that of Com. The computationally-hiding property of wExtCom can be re-
duced to that of Com by standard arguments.

Lemma 12 (Computational Hiding). wExtCom is computationally hiding.

Proof (sketch). Since this can be proven similarly to the classical counterpart in [PW09], we only give

a proof sketch. For messages mg,m1 and j € [k + 1], we consider a hybrid Hyb; where (09, v}

,U;) are
1 (2

2-out-of-2 secret shares of mg for ¢ > j and those of my for i < j—1. What we should show is that Hyb,
and Hyby ,; are computationally indistinguishable from the view of a malicious receiver. By a standard
hybrid argument, it suffices to prove the computational indistinguishability between Hyb,; and Hyb, ;.

This can be reduced to the computational hiding property of Com by guessing ¢; and embedding the

28 Actually, the scheme will be secure as long as we use Com to commit k& = w(log \) pairs of strings.
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instance of computational hiding of Com into comjl-_cj . The reduction works as long as the guess is
correct, which occurs with probability 1/2. O

We prove that wExtCom satisfies a weak version of the extractability which we call the weak
extractability with e-simulation. Intuitively, it requires the simulation-extractor to perform extraction
and e-simulation properly, as long as the commitment is valid. A formal definition is given below.

Definition 13 (Weak Extractability with e-Simulation). A commitment scheme II is weakly
extractable with e-simulation if there exists a QPT algorithm SEweak (called the e-simulation weak-
extractor) such that for any noticeable £(\) and any non-uniform QPT C*(p),

{ Teom (Mt STe+) : (com, mge, STe) + SEC" (12,1571}

~e{Teom (valrz(com), STex) : (com, ST, beom) < (C*(p), RY(1M)}

STe-) if val N
where Teom(m,STox) = (m,STe+) if vali(com) # |
1 otherwise

Lemma 13 (Weak Extractability with e-Simulation). wExtCom is weakly extractable with e-
simulation (as per Def. 13).

Before proving Lem. 13, we prepare several definitions.

Definition 14 (Validness of com). For a sequence com = {com?,comi1 le of commitments of the

scheme Com, we say that com is valid if there exists m € {0,1}* such that valcom(comg’) # L for all
i € [k] and b € {0,1} and valcom(com?) @ valcom(com}) = m for all i € [k] where valcom(com?) is the
value function as defined in Def. 10. We denote by valcom(com) to mean such m if com is valid and
otherwise L.

Definition 15 (Accepting Opening of com). For a sequence com = {com?, com! le of commit-

ments of the commitment scheme Com andc = (c1, ..., ) € {0,1}*, we say that (v = (v1, ..., vy,), decom =
(decomy, ..., decomy,)) is an accepting opening of com w.r.t. ¢ if Verifycym (coms?, vy, decom;) = 1 for all
i€ [K].

Then we prove Lem. 13.

Proof of Lem. 13. For simplicity, we assume that Com satisfies perfect binding. It is straightforward to
extend the proof to the statistically binding case by excluding the bad case where any commitment of
Com is not bounded to a unique message, which happens with a negligible probability.

Remark that the weak extractability with e-simulation only requires the extractor to correctly
extract and simulate if the commitment generated in the commit stage is valid in the sense of Def. 10.
When the commitment is valid, @om generated in Step 1 is also valid in the sense of Def. 14 (because
otherwise a committer cannot pass the verification in the decommitment stage). Therefore, it suffices
to prove that the extractor works for any fixed valid com.

Let C*(p) be a non-uniform QPT malicious committer. For ¢ € {0,1}*, let Ue be the unitary
corresponding to the action of C* in Step 2. That is, for the state p’ before Step 2, it applies Uc to
get Uep' Ui and measures designated registers V and D to get the message v and opening information
decom in Step 2. Let It be the projection that maps onto states that contain an accepting opening v
and decom of com w.r.t. ¢ (as defined in Def. 15) in V@ D. For ¢ € {0, 1}*, we define IT, := Ul ITEtU,.

We apply Lem. 4 for {Ilc}.c {013+ with the following correspondence.

— H is the internal space of C*.
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— The initial state is p’.?
- C ={0,1}*.
- S={((c1,r k), (s oy )) s Fi € [K] st ¢ # )}

— Ap applies U, on its input, measures V to get v, applies UJ:L, and outputs v.
/

/ /
— Ay is given as input (c,c) € S, ve = (v, ..., 0*), and v = (vfl, ...,UZ’“). A outputs v’ & vfl for
the smallest ¢ € [k] such that ¢; # ¢. Note that such i exists since we assume (c,c’) € S.

If com is valid, we can see that the assumptions for Lem. 4 are satisfied as follows:

Sl g9 k=1 negl(\).

1. By the definition of S, it is easy to see that ek

2. For any c, if A takes a state in the span of IT. as input, it outputs sc := (valcom(com{?), ..., valcom (comi* )
with probability 1 by the definition of 1. and the perfect binding property of Com.

3. For any (c,c’) € S, if A; takes as input the s and s¢ defined as follows:

Y

{sc = (valcom(com{?), ..., valcom(com;*))

/ /
St = (valcom(comil)7 . ,valcom(comzk))

then, it outputs s* := valcom(Com) as defined in Def. 14 since we assume that com is valid.

Let SE be the e-simulation extractor of Lem. 4 in the above setting. Then Lem. 4 gives us the following:

-~ -1 s
{Sg(l)\v =, {HC}CE{O,l}k A, Pl)})\ e {Exp(Av {HC}CE{O,l}k' ) pl>}>\
where Exp(, {HC}CE{O,l}k,p/) is as defined in Lem. 4. That is, Exp(}, {Hc}ce{071}k,p’) works as follows:

— Choose ¢ + {0,1}*.
— Apply the measurement {II¢,I — 1.} on p'.

e If the state is projected onto I1., the experiment outputs c, the classical string valcom(€om), and
the resulting state.

e If the state is projected onto I — Il., the experiment outputs c, L, and the resulting state.

One can see that the state in the third output of Exp(\, p’) is similar to the final state of C* in the real
execution except that C* applies the unitary U instead of the measurement {Il¢, I — II.} and measures
V and D. By noting that 118U, = U.II. and that measuring V and D is the same as first applying
the measurement {15t I — [Tt} and then measuring V and D, if we apply U on the third output
of Exp(\, {Ilc}eeqo,134+ £') and then measure V and D, the state is exactly the same as the final state
of C*.

Therefore, the following extractor SEeak Works for the weak e-simulation extractability:

SSC*(P) (1)\7 15’1) .

weak

1. Run the commit stage of wExtCom between C*(p) and the honest receiver R until C* sends ¢om in
Step 1. Let p’ be the internal state of C* at this point.

2. Run (¢, Mgy, PExt) g§(§'(1)\,16_1,{HC}C6{071}I€,A, p') where A = (Ap, A1) is as defined above.
Remark that the definition of II. depends on com, and it uses com generated in the previous step.

29 Though we assume that the initial state |1)init) is a pure state in Lem. 4, the lemma holds for any mixed state since
a mixed state can be seen as a probability distribution over pure states.
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3. Apply Uc on pgy to generate UCpExtUg and measures registers V and D to get v and decom. Let
Pfinal De the state after the measurement.

4. Output (mexe, Pfinal)-
O

On the Parallel Execution of wExtCom. We can prove that wExtCom satisfies a parallel version of
the weak extractability with e-simulation in a similar way. In the following, we prove that wExtCom
satisfies even a generalized version of that, which we call special parallel weak extractability with
e-simulation. Looking ahead, this will be used in the proof of the (parallel) e-simulation strong
extractability of Prot. 2 in Sec. 5.2.

Intuitively, it requires the following: Suppose that a malicious committer C* interacts with n
copies of the honest receiver R in parallel, and let com; be the commitment generated in the j-th
execution. Suppose that com; is valid for all j € V for some subset V C [n]. Let F': {0, 1} U{L} —
{0,1}* be a function that is determined by {val(com;)}cv, i.e., F(mi,...,my) takes a unique value
m* as long as m; = val(com;) for all j € V. Then, the extractor can extract m* while simulating
the post-execution state of C*. A formal definition is given below.

Definition 16 (Special Parallel Weak Extractability with e-Simulation ). We say that a
commitment scheme 11 satisfies the special parallel weak extractability with e-simulation if the fol-
lowing is satisfied. For any integer n = poly(\) and an efficiently computable function F : {{0,1}* U
{11} — {01}, there exists SEF that satisfies the following: For commitments {com;}"_;, we say
that {comj}?:1 is F-good if it satisfies the following:

1. there exists V C [n] such that com; is valid (i.e., vali(com;) # L) for all j € V; and

2. there exists a unique m* such that F\(m, ..., my,) = m* for all (m, ..., my,) such that m; = valy(com;)

foralljeV.
Then it holds that
C* _
{FF,{comj};L:l (mEXt, STC*) : ({comj}?zl,mExt, STC*) < SEF (p)(l)\, 15 1)}

FF?{comj};,:l (F (valrg(comy), ..., valrr(comy,)), STo+)
"\ s feom;}n ), STew {beom i }i—1) < (C*(p), R™)(1Y) [

A

Qo

where ({com;}7_;, ST, {beom,j}j—1) < (C*(p), R™) (1) means that C*(p) interacts with n copies of
the honest receiver R in parallel and the execution results in transcripts {comj}?zl, the final state ST o=,
and outputs {bcom,j}?zl of each copy of R and
(m,STex) if {com;}7_, is F-good
I Sn m, STC* = I= .
F{eom;}js ( ) {J_ otherwise

Lemma 14 (Special Parallel Weak Extractability with e-Simulation). wExtCom satisfies the
special parallel weak extractability with e-simulation (as per Def. 16).

Proof. Since the proof is very similar to that of Lem. 13, we only highlight the differences from that.
Similarly to the proof of Lem. 13, we assume that Com satisfies perfect binding for simplicity.

In a parallel interaction between a non-uniform QPT malicious committer C*(p) and n copies of R,
let wExtCom.com; be the commitment generated in the j-th session and let com; = {com%i, com]l’l- le
be the part of wExtCom.com; that consists of the commitments of Com generated in Step 1. Remark
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that the special parallel weak extractability with e-simulation only requires the extractor to correctly
extract and simulate if {wExtCom.com;}7_, is F-good. In this case, {com;}_; is also F-good in the
following sense:

— there exists V' C [n] such that com; is valid (as per Def. 14) for all j € V, and

— there exists m* such that F(mj,...,m;,) = m* for all (m],...,m},) such that m’ = valcom(com;) for

allje V.

Therefore, it suffices to prove that the extractor works for any fixed F-good {com; };‘:1

For {c;}7_; € ({0, 1Y) let Ui, b be the unitary corresponding to the action of C* in Step 2
similarly to the proof of Lem. 13. Remark that the unitary is indexed by {c; }?:1 since we are consid-
ering an n-parallell execution. Similarly, we let erjt} be the projection that maps onto states that
contain accepting openings of com; w.r.t. ¢; for all j € [ ] in the designated registers. Then, we define
H{Cf}?zl = U{TCJ_}? Hgisy}" U{CJ}

We apply Lem. 4 for {IIy, } {e;}1_ €({0,110)m with the following correspondence.

‘H is the internal space of C*.

— The initial state is p/.

- 0= ({0,130,

= S={{g, i) }ior. {j 1, € }j1) 1 V5 € [n] Fi € [K] st ¢j4 # ¢}

— Ap applies U{cj};;:l on its input, measures the designated registers to get the v; for each j € [n],

. T An
applies U ey and outputs {v;}7_;

/ /
_ - : an In — (3,51 Cikyn — (51 Sikyn
Ay is given as input ({c;}]_ 1,{0.}].:1) €S, Viejn, = {vi's v Yo, and Vi, = {viits v o

A1 computes mj := v, g EB’U "I for j € [n] where i; € [k] is the smallest index such that ¢;; # ¢ ; and
outputs F(my, ..., mn). Note that such i; exists for all j € [n] since we assume ({c;}_;, {c}}_ ) €s.

If {com;}7_, is F-good, we can see that the assumptions for Lem. 4 are satisfied as follows.

|S]

ek >1-—n27%F =1 —negl(\).

1. By the definition of S and the union bound, it is easy to see that

2. For any {Cj}?:p if Ap takes a state in the span of H{C}n as input, it outputs S{e;yr, =
=
Cjk

{valcom(comjjil), .., Valcom (com ;") }?_; with probability 1 by the definition of H{C}n and the per-
fect binding property of Com.

3. Let V C [n] be a subset for which the conditions of the F-goodness are satisfied. For any ({c; }?:1, {cg }9‘:1) €

S, if A; takes as input the (e}, and sgeryn . defined as follows:
Jj= jli=

S{ejin, = {va|com(COm;ﬁl>7 ""ValCom(COm;fl’ck) "
c o :
S{ep, T {V3|Com(comjfil),...,valcom(comjfij) =

then, we have m; = valcom(com;) for all j € V since com; is valid for all j € V. Note that this
may not hold for j ¢ V. However, by the second condition of the F-goodness, there is m* such that
F(ma,...,my) = m* regardless of the values of {m;};¢y. We can set s* :=m*".

Then, the rest of the proof is identical to that of Lem. 13. O
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5.2 Strongly Extractable Commitment

In this section, we construct strongly extractable commitment with e-simulation. The scheme is
shown in Prot. 2. It relies on the following building blocks:

1. the e-simulatable weakly extractable commitment wExtCom given in Prot. 1. We remark that the
security of Prot. 2 relies on the particular wExtCom presented in Prot. 1 because we also need
the special parallel weak extractability with e-simulation (Def. 16); we do not know if Prot. 2
can be based on any wExtCom satisfying the weak extractability with e-simulation as in Def. 13.

2. a (n+ 1,t)-perfectly verifiable secret sharing scheme VSS = (VSSshare; VSSRecon) (as per Def. 1).
We require that ¢ is a constant fraction of n such that ¢ < n/3. There are known constructions
(without any computational assumptions) satisfying these properties [BGW88, CDD*99].

Protocol 2: e-Simulatable Strongly Extractable Commitment ExtCom

Let n(\) be a polynomial on A. Let ¢ be a constant fraction of n such that ¢t < n/3.

Input: both the (committer) C' and the receiver R get security parameter 1* as the common
input; C gets a string m € {0,1}*) as his private input, where £(-) is a polynomial.

Commit Stage:

1. C emulates n + 1 (virtual) players {Pi}icins1) to execute the VSSshare protocol “in his head”,
where the input to P41 (i.e., the Dealer) is m. Let {v;};c[,4.1) be the views of the n+ 1 players
describing the execution.

2. C and R involve in n executions of wExtCom in parallel, where in the i-th instance (i € [n]), C
commits to v;.

3. R picks a random string r; and commits to it using wExtCom.

4. C picks a random string ro and sends it to R.

5. R sends to C the value r; together with the corresponding decommitment information w.r.t.
the wExtCom in Step 3. Now, both parties learn a coin-tossing result » = r; &ro, which specifies
a size-t random subset T C [n].

6. C sends to R in one round the following messages: {v;};cr together with the corresponding
decommitment information w.r.t. the wExtCom in Step 2.

7. R checks the following conditions:

(a) All the decommitments in Step 6 are valid; and
(b) for any i,j € T, views (v;,v;) are consistent (as per Def. 3 and Rmk. 2) w.r.t. the VSSshare
execution as described in Step 1.
If all the checks pass, R accepts; otherwise, R rejects.

Decommit Stage:

1. C sends {v;};c[y together with all the corresponding information w.r.t. the wExtCom in Step 1
of the Commit Stage.

2. R constructs {v;}ie[n] as follows: in Step 1 of the Decommit Stage, if the i-th decommitment is
valid, R sets v, := v;; otherwise, R sets v} := L.

3. R outputs m’ := VSSgrecon(V],---,V},)-

r'n

Proof of Security. Correctness and statistically-binding property of ExtCom follows straightfor-
wardly from that of wExtCom. In the following, we prove that ExtCom is computationally-hiding
and (parallel) strong extractable with e-simulation.

Lemma 15 (Computational Hiding). ExtCom is computationally hiding.
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Proof. We consider an interaction between the honest sender C' and a malicious non-uniform QPT
receiver R*(p). We consider the following two cases:

Case 1: If C rejects the decommitment in Step 5, any commitment of wExtCom generated in Step 2
is not decomitted. In this case, it is straightforward to reduce the computational hiding to that of
wExtCom.

Case 2: If C' accepts the decommitment in Step 5, the commitment of wExtCom generated in Step 3
is valid (as per Def. 10). We consider the following hybrid experiments, where Hy denotes the real
execution (C, R*(p))(1*):

— Hybrid Hj: This hybrid works similarly to Hg except that we run the e-simulation weak extractor
to extract r1 from the commitment in Step 3. Since the commitment is valid in this case as observed
above, the final output of R* is e-close to that in Hy for arbitrarily small noticeable ¢.

— Hybrid Hs: In the next hybrid, we first randomly pick a size-t random subset T' at the beginning,
and define ry so that r = ry @ ro specifies T in Step 4. Since r2 is uniformly distributed in either
case, this is perfectly indistinguishable from H;.

— Hybrid Hs: This hybrid is identical to Ha, except that in Step 1, for all ¢ € [n] \ T', we set v; to an
all-0 string of proper length.
Hy ~ H 3 : We now reduce the indistinguishability between Ho and H3 to the computationally-hiding
property of (parallel executions of )30 wExtCom. Consider an adversary A participating in the hiding
game of wExtCom. A finishes Step 1 as in Hy, where the views of the n parties are denoted as {v; };c[n]-
It also prepare (n —t) “null views” {v;};cf,)\r Where each of them is an all-0 string of proper length.
A sends {V;}icppp\7 and {V }icp)\7 to the external challenger as his challenges for the parallel hiding
game of wExtCom. Then, A generates the Step 2 commitment (in parallel) in the following manner:

e Fori e T: A commits to {v;};er to (the internal) R* using wExtCom himself;
e For i € [n]\ T: A relays the external challenger’s wExtCom commitments to the internal R*.

Finally, A finishes the remaining steps of the Commit Stage as in Hj3 (or equivalently, Hy). We
remark that in Step 6, A needs to decommit to the views corresponding to T, which he can because
these commitments are generated by A himself.

Now, observe that if the external challenger commits to {v;};c[,\7, then A is identical to Ha; if

the external challenger commits to {V;}ie[n}\Ta then A is identical to Hs. Therefore, Ho ~ Hs as
otherwise A wins the parallel hiding game.

— Hybrid Hy4: This hybrid is identical to Hs, except that in Step 1, we run the simulator guaranteed by
the Secrecy property (Property 2) of VSS to fake the views of parties in set T": {Vé}ie[T] — SAQMN T,
and for each j € [n] \ T, we set v; to all-0 strings of proper length. Note that this hybrid does not

need to know m anymore. It is easy to see that Hj Ld. Hy due to the perfect secrecy of VSS.

The above argument implies that for any mg and my, the outputs of R* when the message is mg or my
are indistinguishable with advantage at most 2¢. Since ¢ is arbitrarily small noticeable function, the
above implies that they are computationally indistinguishable in the standard sense.

Since we know that one of Case 1 and Case 2 must happen, the overall reduction algorithm can
first guess which case occurs and run the reduction algorithm corresponding to the guessed case; when
the guess turns out to be incorrect, it simply outputs a uniform bit. Since the guess is correct with
probability 1/2, this reduction works with a security loss of the multiplicative factor 1/2.3! O

30 Note that the computationally-hiding property of parallel executions follows from that of the stand-alone execution
by a standard hybrid argument.
31 If we use Watrous’ rewinding lemma (Lem. 2), we may avoid the security loss; but this is not needed here.
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In the following, we prove the (parallel-)strong extractability with e-simulation. Though we
finally prove the parallel version, we first give a proof for the stand-alone version since that is
simpler and the proof is readily extended to that of the parallel version.

Lemma 16 (Strong Extractability with e-Simulation). ExtCom is strongly extractable with e-
simulation (as per Def. 11).

Proof. Suppose that a non-uniform QPT committer C* interacts with the honest receiver R in the
commit stage of ExtCom. We consider two cases where R accepts or rejects, respectively. By using
Watrous’ rewinding lemma (Lem. 2) in a similar way to the proof of Lem. 4, it suffices to construct a
simulator that correctly extracts and simulates for each case separately. Moreover, when R rejects, the
commitment is invalid and thus the extractor does not need to extract anything. Thus, there is a trivial
perfect simulation extractor for this case: it can simply run the interaction between C*(p) and R by
playing the role of R and outputs the final state of C*. What is left is to construct an extractor that
correctly extracts and simulates assuming that R accepts in the committing stage. That is, it suffices
to prove the following claim.

Claim 6 (Extraction and Simulation for Accepting Case). There exists a QPT algorithm SEacc such
that for any noticeable (X)) and any non-uniform QPT C*(p), it holds that

{Thoom (Mt STE) ¢ (M, STer beom) = SER (1M,157)}

% { I (valEcicom(com), STe) : (com, STex, beom) = (C*(p), RY AN}
To- f beom = 1
where Iy, (m,STeos) = {(f%s o) if '

otherwise

Remark 5. One may think that the above claim is similar to the weak extractability with e-simulation
(Def. 13). However, the crucial difference is that the extractor SEacc should declare if the simulation
has succeeded by outputting beom, in the clear. On the other hand, in Def. 13, S€eak is only required
to indirectly declare that depending on if com is valid, which may not be known by S&eak-

Proof of Claim 6. Let wExtCom.com; be the i-th commitment of wExtCom in Step 2 in the commit
stage. In the execution of (com, ST+, beom) < (C*(p), R)(1?), let Good be the event that {wExtCom.com;}?_,
is VSSRecon-good in the sense of Def. 16, i.e.,

— there exists V' C [n] such that wExtCom.com; is valid (i.e., valygxicom (WExtCom.com;) # 1) for all
1€V, and

/

— there exists m* such that VSSgecon(V], - -, V),

) =m* for all (v{,...,v},) such that

Vi € V, v} = valyextCom (WExtCom.com;).

Let Bad be the complementary event of Good. We prove the following claim.

Claim 7. It holds that
Pr[Bad A beom = 1 : (com, ST+, beom) < <C’*(p),R>(1>‘)] = negl(\). (7)

Assuming Claim 7, it is straightforward to finish the proof of Claim 6 by using Lem. 14. Claim 7
means that the Good occurs whenever beon, = 1 except for negligible probability. Since SEacc is only
required to correctly extract and simulate when bgon, = 1, it suffices to give an extractor that correctly
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extracts and simulates when {wExtCom.com;}? ; satisfies the condition for Good. Since wExtCom sat-
isfies the special parallel weak extractability with e-simulation as shown in Lem. 14, S€yss,, ., given
in Def. 16 (where we set F' := VSSRecon) directly gives SEa. Specifically, SEacc as described below
suffices for Claim 6.

Cc* -1
SECT P 157

1. Run ({wExtCom.com;}i |, mEx, STey) Sg\c/’gé’:econ(l)‘, 1571) where C5 denotes the action of C*

until Step 2 in the commit stage where it outputs {wExtCom.com;}? ;.

2. Simulate the interaction between C* and R from Step 3 where the state of C* is initialized to be
STC;- Let beom be R’s decision (i.e., beom = 1 if and only if R accepts) and ST+ be the post-execution
state of S

3. Output (mext, STo+, boom )-

Now, the only thing left is to prove Claim 7.

Proof of Claim 7. This proof follows from a similar argument which has been used to establish the
soundness of the [IKOS07] commit-and-prove protocol [ITKOS07, GLOV12, GOSV14, LP21].

Let v = valyextCom (WExtCom.com;) for all ¢ € [n]. We now define an object called inconsistency
graph. This is an undirected graph G with n vertices, where the i-th vertex corresponds to v;; there is
an edge between vertices i and j in G if only only if v} and v;f are inconsistent (as per Def. 3) w.r.t.
the VSSshare execution. Let B denote that set of vertices that form a minimum vertex cover®? of G
(When Bg is not unique, pick one arbitrarily). Next, we prove Eq. (7) by considering the following two
possibilities based on the size of Bg:

If |Bg| < t: we argue that except with negligible probability, either the even Good will happen, or we
must have beom = 0.

To see that, consider an execution of VSSgpae where an adversary corrupts the set of players in
B¢, and behaves in a way that the views of any player Pj, for j ¢ Bg, is v}. Such an execution can

J
be obtained by choosing all the messages from P; € Bg to P; ¢ Bg as in the view v}; since Bg is a

_- J’
vertex cover, every pair of views (v, V;‘) with 4, j € Bg are not connected in the graph G and hence
consistent. Finally, by the (n+1, t)-perfect verifiable-committing property of VSS (see Property 1), such
a corruption should not influence the output of the honest players in the VSSghare stage. That is, one

of the following two cases (corresponding to the two possibilities listed in Property 1) must happen:

1. During the Sharing Phase, all honest players (i.e., those in BiG) disqualify the dealer. In this case,
for each i € B, v} contains a special symbol L indicating the failure of the Sharing Phase. Recall
that R checks a size-t random subset (determined by the coin-flipping in Steps 3 to 5) of {v} }ic|)-

Since |Bg| > n —t and t is a constant fraction of n, R will pick at least one v*i for i € Bg with
overwhelming probability; in this case, R learns the failure of the Sharing Phase and thus rejects the
Commit Phase (i.e., beom = 0).

2. During the Sharing Phase, honest players do not disqualify the dealer. Therefore such a phase deter-
mines a unique value m* such that VSSgecon (V7 - - -, v;;) = m™, which implies that {wExtCom.com;}?* ;
is VSSRecon-good in the sense of Def. 16 (with Bg playing the role of the set V' in Def. 16). Put in
other words, the even Good is happening now.

Remark 6. Notice that in the above argument, it is essential that the verifiable-committing property
of VSS is perfect (see Def. 1), because it implies that that following types of corruption do not hurt

32 Recall that a wertex cover of a graph is a set of vertices that includes at least one endpoint of every edge of the
graph.
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the security of VSS: (1) semi-honest corruption; (2) semi-honest corruption with maliciously chosen
randomness. Therefore, an “effective corruption” must create inconsistency with at least one honest
party. Indeed, if this property is only statistical, extra efforts are needed to finish this proof. See
[IKOSO07] for details.

If |Bg| > t: we argue that beom = 1 (i.e., R accepts at the end of the Commit Stage) with at most
negligible probability. Recall that R checks the consistency of a size-t random subset of all the views
{V; tigpm) (i-e., vertices in G). We only need to argue that such a checking will hit an edge in G' with
overwhelming probability. For this, we use the well-known connection between the size of a minimum
vertex cover to the size of a mazimum matching. Concretely, the graph G' must have a matching®® M of
size at least t/2. (Otherwise, if the maximum matching contains less than ¢/2 edges, then the vertices
of this matching form a vertex cover set B with |B| < t.) Recall that if R hits any edge of G, he will
reject. The probability that the ¢ vertices (views) that R picks miss all the edges of G is smaller than
the probability that he misses all edges of the matching, which is again at most 27%2®) = 2-2() To
see that, suppose that the first ¢/2 vertices picked by R do not hit an edge of the matching. Denote
this set of vertices as S; /2. It follows from Serfling’s Inequality (see Lem. 1) that with overwhelming
probability over A, S5 contains (2(t) vertices that are the vertices of the edges M. Then, their £2(t)
matching neighbors will have £2(¢/n) = £2(1) probability of being hit by each subsequent vertex picked
by R. Since R will pick ¢/2 more vertices, the probability that R misses all the 2(¢) matching neighbors
with probability at most 272(#) = 2-2(}),

This finishes the proof of Claim 7. O
This finishes the proof of Claim 6. O
This eventually concludes the proof of Lem. 16. O

Lemma 17 (Parallel-Strong Extractability with e-Simulation). ExtCom is parallel-strongly
extractable with e-simulation (as per Def. 12).

Proof. Since this lemma can be proven similarly to Lem. 16, we only highlight the differences from
that. Similarly to the proof of Lem. 16, by using Watrous’ rewinding lemma Lem. 2, we only have to
construct an extractor that correctly extracts and simulates when R accepts in all the parallel sessions.
That is, it suffices to prove the following lemma.

Claim 8 (Extraction and Simulation for Accepting Case). For any integer N = poly(X), there exists a
QPT algorithm SEpar acc such that for any noticeable e(\) and any non-uniform QPT C*(p),

c* -1
{(F{bcom,j}é\;l ({mExt,j}j'V:b STC*) : ({mExt,j}é'V:h STex, {bcom,j}é‘\le) A Sgparfﬁlc(l)\a 1¢ )})\

S (Tipym, v, (Valicom(comy) 1y, STee) = ({eoms by, ST, {beom g H) + (€7 (), RY) (1Y)},

where ({comj}é-v:l,STc*,{bcomvj}évzl) — (C*(p), RNY(A*) means that C*(p) interacts with N copies
of the honest receiver R in parallel and the execution results in transcripts {comj}évzl, the final state

STox, and outputs {bcomj};y:l of each copy of R and

m WY STex) ifV j € [N] beom.; = 1
Ly, ({550, SToe) = {(f h= ] Beom =1

otherwise

33 Recall that a matching is a set of edges without common vertices.
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Remark 7. One may think that the above claim is similar to the parallel-strong extractability with
e-simulation (Def. 12). However, the crucial difference is that the above claim does not require the
extractor to simulate ST+ when beom, j = 0 for some j.

Below, we prove Claim 8 using the special parallel weak extractability with e-simulation of wExtCom
(Lem. 14) similarly to the proof of Claim 6.

In an N-parallel execution (C*(p), RV)(1%), Let wExtCom.com; ; be the i-th commitment of wExtCom
in Step 2 in the commit stage in the j-th session of ExtCom for i € [n] and j € [N]. In the execution of
({comj}é-v:l,STC*,{bcom,j}évzl) — (C*(p), RN)(1%), let Good; be the event that {wExtCom.com;;}" ,
is VSSRecon-good in the sense of Def. 16, i.e.,

— there exists V; C [n] such that wExtCom.com;; is valid (i.e., valygxtCom (WExtCom.com; ;) # L) for
all i € Vj, and

— there exists m} # L such that VSSgecon(V), - - -, Vy,) = m* for all (vi,...,vy) such that

Vi e Vi, V; = Va|WExtCom(WEXtC0m~C0mj,i)~

Let Bad; be the complementary event of Good;. We prove the following claim.

Claim 9. For all j € [N], It holds that
Pr[Bad; A beom,; = 1: ({com;} 1, STew, {beom,j}i1) + (C*(p), RY)(1Y)] = negl(X).

We can prove Claim 9 in exactly the same way as the proof of Claim 7 by focusing on one session
while ignoring all the other sessions.

By Claim 9 and the union bound, Good; occurs for all j € [IN] simultaneously whenever beom,; = 1
for all j € [N] except for negligible probability. Since SEpar Acc is only required to correctly extract and
simulate when beom j = 1 for all j € [N], it suffices to give an extractor that correctly extracts and
simulates when Good; occurs, i.e., {wExtCom.com;;}" ; is VSSgecon-good for all j € [N]. In this case,
it is easy to see that ({wExtCom.comq ;}" ;,..., {wExtCom.comp ;}!' ;) is F-good if we define

F((V1,17 ~~>V1,n)7 ey (VN,la --~7VN,n)) = (VSSRGCOH(V1,17 ~-~7V1,n)7 ~-~7VSSRecon(VN,17 ~-7VN,n))

with the corresponding subset
V.= V1 X VQ... X VN.

Thus, we can prove Claim 8 by using the special parallel weak extractability with e-simulation of

wExtCom (Lem. 14) similarly to the proof of Claim 6. O

6 Black-Box e-Simulatable ExtCom-and-Prove in Constant Rounds

6.1 Definition

The following definition is taken from [CLP20, LP21] with modifications to admit an e-simulation-
extractable Commit Stage and an e-ZK Prove Stage.

Definition 17 (e-Simulatable ExtCom-and-Prove). Ane-Simulatable ExtCom-and-Prove scheme
consists of a pair of protocols Ilgcxp = (ExtCom, Prove) executed between a pair of PPT machines P
and V. Let m € {0,1}*N) (where ((-) is some polynomial) is a message that P wants to commit to. The
protocol consists of the following stages (we omit the input 1\ to P and V ):
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— Commit Stage: P(m) and V execute ExtCom, which generates a transcript (commitment) com, P’s
state STp, and V'’s decision bit b € {0,1} indicating acceptance (i.e., b= 1) or rejection (i.e., b=0).
We denote this execution as (com,STp,b) < (P(m),V)gc. A malicious verifier is allowed to output
any quantum state, which we denote by STy« instead of b, and to keep the state for the prove stage.

— Decommit Stage:** P(STp) generates a decommitment decom and sends it to V along with a
message m. V accepts or rejects.

— Prove Stage: Let ¢ be any predicate. P(STp, ¢) and V(com, @) execute Prove, after which V' outputs
1 (accept) or 0 (reject). We denote the execution of this stage as b’ «+ (P(STP),V(com»q;r, where
b €{0,1} is Vs output. A malicious verifier is allowed to output an arbitrary quantum state, which
we denote by OUTy« instead of V.

The following requirements are satisfied:

1. Security as e-Simulation Extractable Commitment. The Commit Stage and Decommit Stage
constitute a post-quantum commitment scheme (as per Def. 7 where P and V play the roles of C' and
R, respectively) that is computationally hiding (as per Def. 8), statistically binding (as per Def. 9),
and strongly extractable with e-simulation (as per Def. 11).

2. Completeness. For any m € {0, 1}5(/\) and any polynomial-time computable predicate ¢ s.t. p(m) =
1, it holds that

(8)

Pr[bzl AY=1: (com, STp,b) <P(m)7V>EC} _

b (P(STp),V(com))s.
3. Soundness. For any predicate ¢ and any non-uniform QPT prover P*(p),
Pr[b: LAY=1 ~(com, ST px,b) < (P*(p),V)ec
A $(Valgxcom(com)) = 0 " b « (P*(STp+),V(com))p,
where valgyicom(com) is as defined in Def. 10 and we stipulate that ¢(L) = 0.

] ~ negl(), )

4. e-Zero-Knowledge. There erists a pair of QPT simulators (Sgc,Spy) such that for any m €
{0,1}€(>‘), polynomial-time computable predicate ¢ s.t. $(m) = 1, any non-uniform QPT verifier
V*(p), and any noticeable function e(\), the following conditions hold:

[STy & (STy=,STec) + Spc P}, & {STy : (com,STp, STy+) < (P(m), V*(p))ec} (10)
—~—  (STy~,STEc) Sl‘z/g(/’) e (com,STp,STy+) < (P(m), V*(p))Ec
OUTV* o~ * -1 == ~e OUTV* . % ¢ .
OUTy» + Sy (15 ,STy+,STec, 9) J OUTy« < (P(STp), V*(STv+))p, A

(11)
We refer to Sgc (resp. Spy) as the Commit-Stage (resp. Prove-Stage) simulator.

Remark 8 (On the ZK Conditions). Eq. (10) is optional. We include it because our construction
achieves it. The e-zero-knowledge property defined by Eq. (11) alone should suffice for most applications.

In Lem. 18, we show the existence of a construction satisfying Def. 17, only assuming black-box
access to post-quantum secure OWFs.

Lemma 18. Assume the existence of post-quantum secure OWFs. Then, there exists a constant-round
construction of llgonp satisfying Def. 17. Moreover, this construction makes only black-box use of the
assumed OWF.

We will prove Lem. 18 by presenting the construction (and security proof) in Sec. 6.5. Before
that, we will first present three applications of such an e-simulatable ExtCom-and-Prove protocol
in Sec. 6.2 to 6.4.

34 This stage is rarely executed in applications.
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6.2 Application I: e-Simulatable Coin-Flipping Protocols

Let us first recall a canonical construction of two-party coin-flipping protocol from any extractable-
and-equivocal string-commitment EqExtCom in the classical setting ([CF01, PWO09]). To toss ¢(\)
coins, this construction works in 3 steps: (1) P; commits to a random string r; € {0,1}*V) using
EqExtCom; (2) P, sends to Py a random string o € {0,1}Y™); (3) Py then decommits to the 1 he
committed to in step (1). Both parties set r :== r1 @ ry as the coin-flipping result.

This protocol flips £()\) coins securely as per the simulation-based definition: To simulate for
a malicious PJ, the simulator S extracts from step (1) the value rj committed by P} relying on
the extractability of EqExtCom. S then sends ro = r} & r as the simulated step-(2) message, where
r is the random string S received from the ideal functionality in the ideal world (i.e., S needs to
“bias” the coin-tossing result to 7). To simulate for a malicious Py, S first commit to an arbitrary
string of length ¢(\) using EqExtCom, as the simulated step-(1) message; then in step (3), relying on
the equivocality of EqExtCom, S “decommits” the step-(1) value to r5 & 7, where 75 is the step-(3)
message received from Pj and 7 again is the random string S obtained from the ideal functionality.

Our post-quantum e-simulatable coin-flipping protocol follows the above classical protocol but
with the following modification. We observe that the e-simulatable ExtCom-and-Prove protocol
IIgcnp can be used to achieve the same effect as a extractable-and-equivocal commitment (albeit
with e-simulation). To see that, we just need to “interpret” Ilgcyp in the following way:

— Commit: C'(m) and R simply run the Commit Stage of IIgcyp, where C' commits to its message
m.

— Decommit: To decommit to a message m, C' sends to R the message m only (without decom-
mitment); then, they execute the Prove Stage of IIgcyp where C proves a special predicate the
®m(+), which equals to 1 if and only if the input equals to (the hard-wired) m.

Such a commitment is extractable with e-simulation as the Commit Stage of IIgcyp is so. Also, it
is equivocal with e-simulation because IIgcyp is e-zero-knowledge. That is, a equivocator £ can be
constructed by running the e-ZK simulator guaranteed by Property 4. We present in Prot. 3 our
coin-flipping protocol constructed in black-box from Igcyp.

Protocol 3: e-Simultable Coin-Flipping

Let ¢(\) be a polynomial specifying the length of the desired coin-flipping result. Both parties
only take the security parameter 1* as their input.

1. P, and P, execute the Commit Stage of IIgcyp, Where P; commits to a random string ry €
{0, 1}4%;

2. P, samples a random string ro < {0, 1}V and sends it to Pr;

3. P; sends 7 to P, and then uses the Prove Stage of IIgcyp to prove to Py the predicate ¢y, (-),
which equals 1 if and only if the input equals r;.

Both parties set r := r1 ® ro as the coin-flipping result.

On Security. The security of Prot. 3 can be proved following a similar argument as the above one
in the classical setting: If P is corrupted, we build the simulator S by extracting r] from Step 1
using the e-simulation extractor for the Commit Stage of IIgcyp (of course, setting ro = rf ® 7 as
in the above classical setting). Since such an extractor ensures that the state of P} after extraction
is at most e-far from the real execution, S works as expected. If P is corrupted, S will simulate
the Step 1 by committing to an arbitrary string of length ¢()), and then “equivocate” ri to ro ®7
in Step 3 using the simulator Sgcyp of Hgcnp (i-€., it simulates a proof for the correctness of ¢, ).
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It then follows from the e-ZK property of IIgcyp (more accurately, Eq. (11)) that S is a proper
e-simulator for the corrupted P5. We suppress further details as this argument is standard. In
summary, we have the following corollary of Lem. 18.

Corollary 1. Assume the existence of post-quantum secure OWFs. Then, there exists a constant-round
construction of e-simulatable coin-flipping. Moreover, this construction makes only black-box use of the
assumed OWF.

6.3 Application IT: ZKAoK with e-Simulatable Knowledge Extractor

Definitions. We define post-quantum argument for NP and its quantum e-zero-knowledge property
and argument of knowledge with e-simulation extractor property. For a language £ € NP, let R,
be the corresponding relation function, i.e., Ry(xz,w) = 1 if and only if w is a valid witness of z.
We write Rz (z) to mean the set of all valid witnesses for the statement x. .

Definition 18 (Post-Quantum Argument Systems for NP). A classical protocol (P, V') with an
honest PPT prover P and an honest PPT verifier V for a language L € NP is said to be post-quantum
argument if it satisfies the following requirements where OUTy, denotes the final output of V.

1. Completeness. For any z € L and any w € Ro(x),
Pr[OUTy (P(w), V)(z) = 1] > 1 — negl(A).

2. Computational Soundness: For any quantum polynomial-size prover P* = { P}, pa}ren and any
€ {0,1}M\ L,
PrOUTy (Px(pa), V) (x) = 1] < negl(A).

Definition 19 (Quantum e-ZK for NP). Let (P,V) be a post-quantum argument for a language
L € NP as in Def. 18. The protocol is quantum e-zero-knowledge if it satisfies:

1. Quantum e-Zero-Knowledge. There exists an oracle-aided QPT simulator S, such that for any
quantum polynomial-size verifier V* = {V¥, pa}ren and any noticeable function (),

% c * —1
{OUTy (P(w), Vi (o) @)}y, o e {8505 )},
where N €N, z € LN{0,1}*, w e Re(z), and OUTV; denotes Vy'’s final output.

Definition 20 (Argument of Knowledge with e-Simulation Extractor). A post-quantum ar-
gument system (P, V') for an NP language L is an argument of knowledge with e-simulation extractor
if there exists a QPT machine SE such that the following holds: for any non-uniform QPT machine
P*(p), any = € {0,1}*, and any noticeable function e(-), the following condition is satisfied:

{(STp, Re(x, @) : (STpe, @) ¢ SEV (152, p)}, e {(STpe,b) : (STpe,b) ¢ (P*(z,p), V(2)) } -

Our Construction. To give an e-ZK protocol also satisfying Def. 20, we first recall a canonical
(constant-round but non-black-box) construction in the classical setting: the prover commits to the
witness w using an extractable commitment, and then proves using a zero-knowledge protocol to
the verifier that the committed value is a valid witness for the concerned statement .

Our construction is obtained by observing that in the above protocol, what the prove does
is essentially an ExtCom-and-Prove. l.e., the prover’s initial commitment can be interpreted as
the Commit Stage of the ExtCom-and-Prove, committing to the witness w. The subsequent zero-
knowledge protocol can be viewed as executing the Prove Stage of the ExtCom-and-Prove where
the prover prove a special predicate ¢,(-), for which ¢, (w) if and only if its input w is a valid
witness w (i.e., Rz (z,w) =1). We present the construction in Prot. 4.
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Protocol 4: Zero-Knowledge Argument of Knowledge with e-Simulation Extractor

Input: both parties have the statement z and the security parameter 1* as the common input; P
additionally obtains the witness w € Rp(z) as its private input.

1. P and V execute the Commit Stage of IIgcyp, where P commits to w.

2. P and V execute the Prove Stage of IIgcyp, where P proves the special predicate ¢,(-), for
which ¢, (w) =1 if and only if Ry (z,w) = 1.

Verifier’s Decision. V' accepts if and only if both the Commit and Prove Stage are convincing.

On Security. It is easy to see that soundness of Prot. 4 follows from the soundness of IIgcyp
(Property 3), and that e-ZK property of Prot. 4 follows from that of lIgcyp (in particular, Eq. (11)
in Property 4). To show that Prot. 4 is a argument of knowledge with e-simulation extractor (as per
Def. 20), we rely on the e-simulatable extractability (Property 1) of the Commit Stage of Hgcyp. In
more detail, the e-simulation knowledge extractor S€ can be construct as follows: S€ extracts the
value committed by the malicious prover P* in Step 1, while also performing a e-close simulation
for P*’s internal state after the extraction. We emphasize that the Commit Stage of IIgcyp is a
e-simulatable strongly extractable commitment (as per Def. 11); that is, S€ (using the e-simulation
extractor ensured by Def. 11) can always extract the value committed in Step 1 while performing
a e-simulation for P*’s state, even if the Step 1 commitment is invalid (in which case, the committed
value is define as L ). Thus, Def. 20 will be satisfied. Since the above arguments for security are
standard, we omit the details. In summary, we obtain the following corollary of Lem. 18.

Corollary 2. Assume the existence of post-quantum secure OWFs. Then, there exists a constant-round
construction of e-zero-knowledge argument of knowledge with an e-simulation knowledge extractor for
NP. Moreover, this construction makes only black-box use of the assumed OWEF.

6.4 Application ITII: Black-Box e-ZK for QMA

Definitions. We first present the definition of QMA. Note that we formalize QMA problems as
promise problems. This is because the most ZK-friendly QM A-complete problem (known currently)
is the Consistency of Local Density Matrices (CLDM) problem, which is in the form of a promise
problem. We refer interested readers to [BG20] for details.

Definition 21 (QMA). We say that a promise problem L = (Lyes, Lno) is in QMA if there is a
polynomial £ and a QPT algorithm V such that the following is satisfied:

— For any x € Lyes, there exists a quantum state w of {(|x|)-qubit (called a witness) such that we have
Pr[V(z,w) = 1] > 2/3.

— For any x € Lo and any quantum state w of £(|x|)-qubit, we have Pr[V (z,w) = 1] < 1/3.

For any x € Lyes, we denote by Rp(x) to mean the (possibly infinite) set of all quantum states w such
that Pr[V (z,w) = 1] > 2/3.

Next, we define quantum e-ZK for QMA.. This definition is taken from [BS20] with modifications
to accommodate the e-simulation.

Definition 22 (Quantum Proof and Argument Systems for QMA). A quantum protocol (P, V)
with an honest QPT prover P and an honest QPT verifier V for a promise problem L = (Lyes, Lno) €
QMA is said to be a quantum proof or argument system if it satisfies the following requirements where
OUTYy denotes V'’s final output.
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1. Completeness. There is a polynomial k(-) s.t. for any x € Lyes and any w € Re(x),
Pr[OUTy (P(w® M), V)(z) = 1] > 1 — negl(\).

2. Soundness: the protocol satisfies one of the following

— Computational Soundness: For any quantum polynomial-size prover P* = { P}, px}ren and
any x € Lno N {0,117,
Pr[OUTy (Px (pa), V) (x) = 1] < negl(A).
A protocol with computational soundness is called an argument.

— Statistical Soundness: For any (potentially unbounded) P* and any x € Lno N {0,1}*,
Pr[OUTy (P*,V)(z) = 1] < negl(\).
A protocol with statistical soundness is called a proof.

Definition 23 (Quantum -ZK for QMA). Let (P,V) be a quantum protocol (argument or proof)
for a language L € QMA as in Def. 22, where the prover uses k(X) copies of a witness. The protocol
is quantum e-zero-knowledge if it satisfies:

1. Quantum e-Zero-Knowledge. There exists an oracle-aided QPT simulator S, such that for any
quantum polynomial-size verifier V* = {V¥, px}aen and any noticeable function £(X),

* * —1
{OUTy (PO, Vi (o)) (@)}, % STV 0},
where X € N, x € Lyes N {0, A, we Re(x), and OUTV; denotes the Vy'’s final output.

We present in Def. 24 the definition of quantum sigma protocols for QMA, which will be used
as a building block for our construction. This definition is again take from [BS20]. We emphasize
that the verifier’s message 8 must be a classical string. As observed in [BS20], the parallel version
of [BG20] satisfies Def. 24.

Definition 24 (Quantum Sigma Protocol for QMA). A quantum sigma protocol for £ = (Lyes, Lno) €
QMA is a quantum proof system (5.P,Z.V) (as per Def. 22) with 8 messages and the following syntaz.

— (a,7) + Z.Pi(z,w®*N) : Given an x € Lyes N {0,1}* and k(\) witnesses w € Re(z) (for a
polynomial k(-) ), the first prover execution outputs a public message o for Z.V and a private inner
state T.

— B« Z.V(x): The verifier simply outputs a classical string of poly(|x|) random bits.

— v« E.P3(B,7) : Given the verifier’s string B and the private state T, the prover outputs a response
.

The protocol satisfies the following:

1. Special Zero-Knowledge: There exists a QPT simulator =.S such that,

C

{(@,7): (@.7) = P, w™ V)i« ZP(8, 1)}y, s = {(@07) 1 () « 28,8}, 0 50
where A € N, z € Lyes N {0, 1, weRe(x), and B € {0, 1}p°'Y(’\).
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The [BS20] Protocol. Since our construction is essentially a black-box version of the protocol
from [BS20, Section 5], it is helpful to recall the [BS20] protocol and its security proof. We will
show how to make it black-box (but e-ZK) using our black-box e-simulatable ExtCom-and-Prove.

In the [BS20] construction, the verifier first executes the 8 « =Z.V(z) algorithm of the quantum
sigma protocol defined in Def. 24, and commits to 8 using a post-quantum simulation-extractable
commitment. Then, the prover and the verifier will execute the quantum sigma protocol but with
one modification: in the 2nd round of the quantum sigma protocol (where the verifier is supposed
to send his message ), the verifier will send the value B that he committed at the beginning
without decommitment, and then give a post-quantum ZK argument to convince the prover that the
5 he sends is indeed the one he committed earlier; Other parts of the quantum sigma protocol are
executed as they should be.

To see why this construction is sound, consider a hybrid where the verifier commits at the
beginning an arbitrary value (say, an all-0 string) of proper length. Then, in the 2nd round of the
quantum sigma protocol, the verifier generates 8 and sends it to the (malicious) prover; the verifier
uses the zero-knowledge simulator to “fake” the ZK argument for the consistency between S and
his initial commitment. Because of the hiding property of the verifier’s commitment and the zero-
knowledge property of the ZK argument, this hybrid is indistinguishable with the real execution
from the prover’s point of view. However, notice in this hybrid that we successfully delayed the
sampling of 8 to the 2nd round of the quantum sigma protocol. Thus, the soundness of this protocol
can be reduced to that of the quantum sigma protocol in a straightforward manner.

To show that the construction is zero-knowledge, a simulator will extract the 8 from the (mali-
cious) verifier’s initial commitment; this can be done without being noticed by the malicious verifier
because of the simulatable-extractability of the verifier’s commitment. That is, the simulator learns
B even before the quantum sigma protocol started; moreover, such an extraction only disturbs
the state of the malicious verifier negligibly. Therefore, the ZK property can be reduced to the
special-ZK property (Property 1) of the quantum sigma protocol using a standard argument.

Our Construction. The [BS20] protocol is not black-box because: (1) the verifier runs a zero-
knowledge argument on a cryptographic statement (i.e., 8 is the value committed in the beginning);
(2) the constant-round post-quantum zero-knowledge protocol constructed in [BS20] is not black-
box; indeed, they use non-black-box techniques both for the construction and simulation.

Our protocol is obtained by observing that what the verifier does in the [BS20] protocol is
exactly a fully-simulatable ExtCom-and-Prove. L.e., the verifier’s initial commitment can be viewed
as a simulation-extractable commitment to 3, constituting the Commit Stage; later when he sends
8 and proofs the consistency, he is essentially giving a post-quantum ZK proving the value in his
initial commitment satisfies a special predicate ¢3(-), for which ¢g(x) = 1 if and only if 2 = 3.

Thus, we can simply replace the verifier’'s commitment and zero-knowledge argument with our
black-box e-simulatable ExtCom-and-Prove protocol IIgcyp. Notice that the Prove Stage of IIgcnp
is black-box on the commitment of its Commit Stage; also, the construction of the Prove Stage
itself is black-box (albeit e-ZK, instead of fully-simulatable ZK). This bypasses the aforementioned
two sources of non-black-boxness in the [BS20] protocol.

It is also worth noting that our construction does not change the structure of the [BS20] protocol.
We simply replace the non-black-box components with a black-box counterpart. Therefore, the
security proof of the [BS20] protocol extends smoothly to our construction (with slight modifications
to accommodate the e-simulation in proving the ZK property). Therefore, we suppress further
details for the security proof of our construction. For completeness, we present our construction in
Prot. 5, which makes black-box use of a quantum sigma protocol (5.P,=.V) as per Def. 24, and
our e-simulatable ExtCom-and-Prove IIgcyp as per Def. 17.
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Protocol 5: Quantum e-Zero-Knowledge Argument for QMA

Common Input: An instance z € Lyes N {0, 1}, for security parameter A € N.
Prover’s private input: Polynomially many identical witnesses for z: w®*® s.t. w e Re(z);

1. V computes 8 <+ =.V(x). V and P then execute the Commit Stage of IIgcyp, where V' commits
to 5;

2. P computes (a, 7) + Z.P;(z, w®* V) and sends o to V;

3. V sends 8 to P. Now, both parties agree on a predicate ¢g(-), for which ¢g(x) =1 if and only
if x = g;

4. V and P execute the Prove Stage of Ilgcyp, where V' proves the predicate ¢ defined in the

last step. If the argument was not convincing; P terminates communication outputting L;
otherwise, the protocol continues.

5. P computes v < 5.P3(8,7) and sends ~;

Verifier’s Decision: V accepts if and only if 1 = 5.V («, 8,7).

6.5 Our Construction of ExtCom-and-Prove (Proof of Lem. 18)

The construction is shown in Prot. 6. It makes black-box use of the following building blocks:

1. The e-simulatable, parallel-strong extractable (as per Def. 12) commitment ExtCom constructed
in Sec. 5.2, which in turn makes black-box use of any post-quantum secure OWFs.

2. A statistically-binding, computationally-hiding (against QPT adversaries) commitment Com.
This is also known assuming only black-box access to post-quantum secure OWF's.

3. A (n + 1,t)-perfectly secure verifiable secret sharing scheme VSS = (VSSshare, VSSRecon) (se€
Sec. 3.3);

4. A (n,t)-perfectly secure MPC protocol Iypq (see Sec. 3.4);

For the VSS and MPC protocols, we require that ¢ is a constant fraction of n such that ¢ < n/3.
There are information-theoretical constructions satisfying these properties [BGW88, CDD'99].

Protocol 6: e-Simulatable ExtCom-and-Prove

Parameter Setting: Let n()\) be a polynomial on A. Let ¢ be a constant fraction of n such that
t <n/3.

Input: Both P and the receiver V get 1* as the common input; P gets a string m € {0,1}¥() as
his private input, where ¢(-) is a polynomial.

Commit Stage:

1. P emulates n + 1 (virtual) players {Pi}ie[n +1] to execute the VSSghare protocol “in his head”,
where the input to Pn1 (i.e., the Dealer) is m. Let {vi};c[,41) be the views of the n+1 players
describing the execution.

2. P and V involve in n executions of ExtCom in parallel, where in the i-th instance (i € [n]), P
commits to v;.

Decommit Stage:
1. P sends {v;};c[, together with the corresponding decommitment information w.r.t. the ExtCom
in Step 2 of the Commit Stage.
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2. V checks that all the decommitments in Step 1 of the Decommit Stage are valid. If so, V
outputs VSSgecon(V1,- - -,Vn) and then halts; otherwise, V' outputs L and then halts.

Prove Stage: both parties learn a polynomial-time computable predicate ¢.

1. P emulates “in his head” n (virtual) players {P;}c[,, where P;’s input is v; (from Step 1 of the
Commit Stage). These n parties execute Ilyp for the following functionality: the functionality
reconstructs m’ := VSSgecon(V1,---,Vn) and sends the value ¢(m’) to all the parties as their
output. For i € [n], let v, be the view of party P; during ITypc.

2. P and V involve in n executions of Com in parallel, where in the i-th instance (i € [n]), P
commits to v;.

3. V picks a random string 1 and commits to it using ExtCom.

4. P picks a random string ro and sends it to V.

5. V sends to P the value r; together with the corresponding decommitment information w.r.t.
the ExtCom in Step 3. Now, both parties learn a coin-tossing result » = r{ @ r9, which specifies
a size-t random subset T C [n].

6. P sends to V in one round the following messages:

(a) {v;}ier together with the corresponding decommitment information w.r.t. the ExtCom in
Step 2 of the Commit Stage; and
(b) {Vi}ier together with the corresponding decommitment information w.r.t. the Com in
Step 2 of the Prove Stage.
7. V checks the following conditions:
(a) All the decommitments in Steps 6a and 6b are valid; and
(b) for any i € T', v; is the prefix of v} ; and
(c) for any i,j € T, views (v}, v;) are consistent (as per Def. 3 and Rmk. 2) w.r.t. the VSSgpare
execution in Step 1 of the Commit Stage and the IType execution as described in Step 1
of the Prove Stage.
If all the checks pass, V accepts; otherwise, V' rejects.

Proof of Security. We now prove that Prot. 6 satisfies Def. 17. It is straightforward to see that
Prot. 6 is constant-round and makes only black-box access to OWFs. Completeness follows from
that of VSS, ExtCom, Com, and Iypc. In the following, we show e-simulatable extractability (in
Lem. 19), soundness (in Lem. 20), and e-zero-knowledge (in Lem. 21).

Lemma 19 (e-Simulation Extractability). Assume ExtCom is parallel-strongly extractable with
e-simulation (as per Def. 12). Then, Prot. 6 satisfies security as e-simulation extractable commitment
defined in Property 1 in Def. 17.

Proof. First, notice that the statistically-binding property and computationally-hiding property follows
straightforwardly from those of ExtCom via standard argument. In the following, we prove strong
extractability with e-simulation.

A commitment com generated in the commit stage of Prot. 6 consists of n commitments of ExtCom,
which we denote by {ExtCom.com;}? ;. By the statistical binding property of ExtCom, ExtCom.com; can
be opened to only v; := valgytcom (ExtCom.com;) for all i € [n] except for negligible probability. Then,
by the definition of the decommit stage of Prot. 6, we can see that valp,ot. 6(com) = VSSgrecon (V1 --+y Vi)
where we define VSSgecon(V1, ---,Vn) to be L when one of v;’s is L. Moreover, remark that the verifier
(which plays the role of a receiver as an extractable commitment scheme) of Prot. 6 accepts in the
commit stage if and only if the prover passes verification of the commit stage of ExtCom in all the
sessions and thus valp,ot. (com) = L when the verifier rejects in any of the sessions. Thus, the extractor
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for the parallel strong extractability with e-simulation of ExtCom can be directly used as an extractor
for the strong extractability with e-simulation of Prot. 6. O

Lemma 20 (Soundness). Assume ExtCom and Com are statistically binding, ExtCom is computationally-
hiding, VSS is (n + 1,t)-perfectly verifiable-committing (see Def. 1) and ypc is (n,t)-perfectly robust
(see Def. 6). Then, Prot. 6 satisfies the soundness defined in Property 3 in Def. 17.

Proof. This follows from a similar argument from previous black-box commit-and-prove literature
[IKOS07, GLOV12, GOSV14, LP21]. We provide here a self-contained proof.

We want to show that no non-uniform QPT P* can commit to a meom for which ¢(mcom) = 0 and
make V accept with non-negligible probability. There are two cases where ¢(meom) = 0:

1. Mmecom = L; or
2. Meom is in {0, 11N but ¢(meom) = 0.

(Note that Steps 3 to 5 constitute a coin-flipping protocol such that the resulting T' must be a size-t
pseudo-random subset of [n] even if P* is malicious. We henceforth assume w.l.o.g. that T is a size-t
random subset of [n].)

For Case 1: If this case happens, we know that the {Vi}ie[n] statistically-bounded in Step 2 are such that
VSSgRecon(V1, ..., V) = L. We now define an undirected graph G with n vertices corresponding to the
n views {v;};. Assign an edge between vertices ¢ and j in G if v; and v; are inconsistent w.r.t. VSSshare
execution. We first argue that the minimum vertex cover set B of G must have size > t. To see this,
consider an execution of VSSghare where the adversary corrupts the set of players in B with |B| < t,
and behaves in a way that the views of any player Pj, for j ¢ B, is v;. Such an execution is obtained
by choosing all the messages from P; € B to P; ¢ B as in the view vj; since B is a vertex cover, every
pair of views (v;,v;) with 4,5 € B are not connected in the graph G and hence consistent. Finally, by
the (n + 1,t)-perfect verifiable-committing of VSS, such a corruption should not influence the output
of the honest players in the VSSghare stage, which must be L (otherwise, VSSrecon(V1,---,Vn) # L).
This means there will be at least (n — ) views in {v; };c[,] indicating that the VSSgpare execution fails.
Since V checks t out of them randomly, V will learn this information and rejects in Step 7c of the Prove
Stage except with probability < (t/n)!, which is negligible in A due to our parameter setting. That is,
|B| > t with overwhelming probability.

Now, recall that V' checks the consistency of a size-t random subset of all the views {v;};c[, (i-e.,
vertices in G). We only need to argue that such a checking will hit an edge in G with overwhelming
probability. For this, we use the well-known connection between the size of a minimum vertex cover
to the size of a mazimum matching. Concretely, the graph G must have a matching®® M of size at
least ¢/2. (Otherwise, if the maximum matching contains less than ¢/2 edges, then the vertices of this
matching form a vertex cover set B with |B| < t.) Recall that if V hits any edge of G, he will reject.
The probability that the ¢ vertices (views) that V picks miss all the edges of G is smaller than the
probability that he misses all edges of the matching, which is again at most 2= 0(t) — 2=\ To see
that, suppose that the first ¢/2 vertices picked by V' do not hit an edge of the matching. Denote this set
of vertices as Sy /. It follows from Serfling’s Inequality (see Lem. 1) that with overwhelming probability
over A, S; /o contains {2(t) vertices that are the vertices of the edges M. Then, their £2(#) matching
neighbors will have 2(t/n) = 2(1) probability of being hit by each subsequent vertex picked by V.
Since V will pick ¢/2 more vertices, the probability that V' misses all the £2(¢) matching neighbors with
probability at most 272(t) = 2-2(X),

For Case 2: In this case, we know that mcom does not satisfy ¢. However, the {V;}ie[n} committed by
Com in Step 2 of the Prove Stage are supposed to be the views of n parties executing Ilypc. Then, we

35 Recall that a matching is a set of edges without common vertices.
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can use the same argument as for Case 1 to show that V' must rejects except with negligible probability.
That is, we define the “inconsistency graph” G corresponding to {vg}ie[n], and argue either that there
are too many inconsistent views (such that V' will catch by checking ¢ of them), or that most parties are
honest and report ¢(mcom) = 0 (such that V' will learn this with overwhelming probability). The only
change is, we now rely on the the (n,t)-perfect robustness of Ilypc, instead of the perfectly verifiable-
committing of VSS. One caveat is that we need to ensure that P use {v;};c[,] from the Commit Stage
to execute Ilypc in Step 1 of the Prove Stage. By checking Step 7b, V' is convinced with overwhelming
probability that this is indeed the case for at least (n — t) views out of n. This suffices to use the
above inconsistency-graph argument. Since this argument is almost identical to Case 1, we omit the
details. O

Lemma 21 (e-Zero-Knowledge). Assume ExtCom and Com are computationally-hiding, ExtCom is
weakly extractable with e-simulation, VSS is (n+1,t)-secret (see Def. 1), and Iypc is (n, t)-semi-honest
computationally private (see Def. 4). Then, Prot. 6 satisfies the e-zero-knowledge property defined in
Property 4 in Def. 17.

Proof. This proof is also standard in existing black-box commit-and-prove literature. We provide it for
completeness.

The Commit Stage simulator Sgc behaves identically as the honest prover, except that he executes
the VSSgpare of Step 1 (in his head) to secret-share an arbitrary value, say 0. Note that Sgc is
straight-line and simulates the honest prover with only negl(\) error (i.e., satisfying Eq. (10)), thanks
to the computationally-hiding property of ExtCom.

To define the Prove Stage simulator, first notice that Steps 3 to 5 of the Prove Stage constitute a
e-simulatable coin-flipping protocol against the malicious non-uniform QPT V*(p), because ExtCom is
a e-simulatable weakly-extractable commitment. The Prove Stage simulator Sp, works as follows:

1. Sample at random a size-t subset T C [n];

2. Invoke the simulator for ITypo on parties {F;};c(z) to obtain the simulated view {V{};c(zy; set V; to
all-0 strings of proper length for all j € [n] \ T}

3. Commit to {V;}ie[n] using Com in parallel as Step 2;

4. For Steps 3 to 5, invoke the coin-flipping simulator to force the resulting r such that it will determine
the set T' he sampled in the 1st step;

5. Finish the remaining steps as the honest prover.

Because of the computationally-hiding property of Com, Sp, is computationally-indistinguishable from
the honest prover until Step 2. Then, because of the security of e-simulatable coin-flipping, at the end of
Step 5, Sp, is at most e-far from the honest prover and will force the result to be T successfully. Finally,
the remaining steps are again computationally-indistinguishable from the honest prover, because of the
(n + 1,t)-secret of VSS and the (n,t)-semi-honest computational privacy of Iypc. In total, Sp, is at
most e-computationally distinguishable from the honest prover (i.e., satisfying Eq. (11)). O

7 Black-Box e-Simulatable PQ-2PC in Constant Rounds

7.1 Definition and Notation

We first present the formal definition for e-simulatable two-party computation. It is identical to the
standard 2PC definition in the classical setting except that:

1. The malicious party can be QPT;
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2. The indistinguishability between the real-world execution and the simulated one is parameterized
by a noticeable function (\).

Consider two parties P; and P» with inputs z1 and xo that wish to interact in a protocol II to
evaluate a 2-party functionality f on their joint inputs. The ideal and real executions follow the
standard description as in, e.g., [Gol04].

In the real world, a QPT adversary Ay with a quantum auxiliary input p) corrupting P;(z;)
(i € {0,1}) interacts with P;_;(z1—;). Let x = (x1,22) denote the inputs to the two parties. Let
REAL 4,(A, %, p) denote the random variable consisting of the output of the adversary (which may
be an arbitrary function of its view and in particular may be a quantum state) and the outputs of
the honest party P;_;.

In the ideal world, a QPT machine S controls the same party P; as A). It gets x; and p) as input.
Similar as in the e-ZK definition [CCY21], S additionally takes as input a “slackness parameter”36
€(A), which is a noticeable function on A. Henceforth, we always require that S’s running time is a
polynomial on both X and ~!. Let IDEAL¢ s (A, €,x,py) denote the outputs of S (with slackness
¢) and the uncorrupted party P;_; from the ideal-world execution.

We remark that, throughout this paper, we only focus on static adversaries and security with
abortion (i.e., the ideal-world adversary (aka the simulator) learns the its output first, and then can
instruct the ideal functionality to deliver the output to the honest party or not). This is standard in
2PC literature as security without abortion (aka fairness) is impossible for general-purpose two-party
protocols [Cle86, ABMO15].

Definition 25 (Post-Quantum e-Simulatable 2PC). Let f be a classical 2-party functionality,
and I1 be a classical 2-party protocol. We say that II is a e-simulatable protocol for f if there exists a
QPT simulator S such that for any non-uniform QPT adversary A = {Ax, px}ren, any i € {0,1}, any
x € ({0,1}%)2, and any noticeable function £()\), it holds that:

{REAL1 4i(A\%, pa)haen ~e {IDEAL;s (A &,%, pa)baen-

7.2 Non-Concurrent Composition of Post-Quantum e-Simulatable Protocols

We now prove a lemma that will allow us to securely compose different e-simulatable protocols
in the post-quantum setting, as long as the composition happens in a “non-concurrent” manner
(explained later). It will be used later since our e-simulatable 2PC construction in Sec. 7.4 relies
on such composition. This lemma is a straightforward extension of the non-concurrent composition
lemma from [Can00] to the post-quantum e-simulatable 2PC protocols in Def. 25.

The Hybrid Model. We start by specifying the model for evaluating a 2-party function g with the
assistance of a trusted party computing some 2-party functionalities (f1,..., fm). The trusted party
is invoked at special rounds, determined by the protocol. In each such round, a function f (out
of fi,..., fm) is specified. At this point, both parties pause the execution of 7, store their current
state, and then start to make the call to the ideal functionality f. Upon receiving the output back
from the trusted party, the protocol 7 continues.

The protocol 7 is such that f;;1 can be called only if the invocation of f;11 is completely
finished. It is possible that f; = f; for some i # j, representing that the same ideal functionality
is invoked twice at different time point. We emphasize that, during the invocation of some f;, the
honest party does not send/respond any other messages until it finishes the execution with f;. This

36 Actually, [CCY21] refers to it as the “accuracy parameter”. But we think “slackness” is a better name as € measures
how far two ensembles are.
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is called “non-concurrent requirement” in [Can00]. For an execution of 7 in the (f1,..., fm)-hybrid
model, we use EXECZ; 1,41f ™(A, x, py) to denote the joint outputs of the adversary corrupting P;(z;)
and the honest Pj_;(z1—;).

Let (p1,...,pm) be “subroutine” protocols that are supposed to compute (f1,..., fim) respec-
tively. We use 7P1+Pm to denote the (plain-model) protocol obtained by replacing the ideal calls in
the (f1,..., fm)-hybrid protocol = with the corresponding “subroutine” protocols in (p1,..., pm).

With these notations, we present the composition lemma in Lem. 22.

Lemma 22 (Non-Concurrent Composition of Post-Quantum e-Simulatable Protocols). Let
m € N be a constant. For i € [m], let p; be a post-quantum e-simulatable protocol for a 2-party
functionality f;. Let w be a e-simulatable protocol for a 2-party functionality g in the (fi,..., fm)-
hybrid model where no more than one ideal evaluation call is made at each round. Then, 7Pl ™ js q
e-simulatable protocol for g.

Proof. We will show the proof for the case m = 1. The proof for m > 1 follows straightforwardly by
sequentially repeating the following argument for m = 1 to replace (f1,..., fm) one-by-one, because
the calls to each f; happen sequentially (see also [Can00, Theorem 5 and Corollary 7] for more details).
Since 7 is a e-simulatable protocol for g in the f-hybrid model, there is a QPT S’ such that for any
non-uniform QPT A" = {A},ax}xen, any i € {0,1}, any x € ({0, 1}*)2, and any noticeable £(\)/2,

15 C
{IDEALy 575(X, 5, % ax)ben ~g {EXEer,Alvi(/\vxya)\)})\eN~ (12)
Now, for the LHS execution of Eq. (12), consider a new S that on input e, it runs S’ with slackness
parameter £/2. Note that S’s running time is also a polynomial on A and e~!. Indeed, S is identical to
S’ with only syntactical changes. Thus, we have

i.d. 3 ¢
{IDEALysi(A e, x,an)haen == {IDEALgs/i(X, 5. %, an)hhen =~ {EXEC! 4, (A x,ax)hhen. (13)
Therefore, Lem. 22, follows from the following Claim 10. O

Claim 10. Let p, f and 7 be the same as in Lem. 22. There exists a quantum adversary A’ in the
f-hybrid execution of m such that for any non-uniform QPT A = {Ax,ay}ren in the real execution of
7P, any i € {0,1}, any x € ({0,1}*)2, and any noticeable £(\),

{EXEC ;A x,00)bren ~z {REALmo 4i(A %X, ax)hren, (14)

=
2
where A'’s running time is a polynomial on \ and e 1.

Proof. This proof proceeds as follows:

1. We construct out of A = {Ay, ax}ren @ QPT real-world adversary AP = { A%, ol } \en that operates
against protocol p as a stand-alone protocol. The security of p guarantees that AP has a QPT
simulator S” such that for any i, x, and /2,

9 c
{IDEAL;s0i(, 5%, af) haen ~¢ {REAL 40i(A, X, 05) hren (15)

£
2

2. Out of A and S8”, we construct an adversary A’ that operates against protocol 7 in the f-hybrid
model. We then finish the proof by showing that A’ satisfies Eq. (14) and the running time require-
ment.
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The Simulator §” for Protocol p. We provide more details. Intuitively, A represents the “segment” of
A that is involved in the execution of p. That is, AP takes a non-uniform quantum auxiliary input
{af\} aen- This auxiliary input contains the internal state of A, controlling party P;(x;), and executing
the protocol 7” with the honest party Pi_;(x1—;) up to round ¢,, where p is invoked. We note that
{of} e can be constructed from {ay}ren (i-e., A’s auxiliary input). At the end of its execution of p
with Py_;(x1—;), adversary AP outputs the current state of the simulated .A.

By assumption, p is a e-simulatable protocol for f. Thus, there exists a QPT S” satisfying Eq. (15).

A" in the f-Hybrid Model. Adversary A’ represents the “segment” of A that executes 7 in the f-hybrid
model, where A’s execution of p is handled by S”. Recall that A expects to execute the protocol 7,, not
7 in the f-hybrid model. Therefore, we will need S” to simulate the p part for A. Formally, A’ starts by
invoking Ay on auxiliary input «y, and follows A’s instructions up to round /£,. At this point, A expects
to execute p with P;, whereas A’ invokes the ideal functionality f (of the f-hybrid model). To continue
the execution of A, adversary A’ runs SP. For this purpose, S is given the auxiliary input, denoted
as a’/o\, that describes the current state of A at round £,. The information from S°’s trusted party is
emulated by A’, using A”’s own ideal functionality f. Recall that the output of SP is a (simulated)
internal state of A at the completion of protocol p. Once protocol p completes its execution and the
parties return to running 7, adversary A’ returns to running A (starting from the state in S”’s output)
and follows the instructions of A. When A terminates, A’ outputs whatever A outputs.

With A’ defined above, the LHS and RHS executions of Eq. (14) can be divided into the following
3 stages:

1. Both the LHS and RHS executions are identical up to the starting of round ¢,

2. At round /¢,, the RHS A starts executing p with the honesty P;_;, whereas the LHS A (controlled
by A’) talks with S”. At the end of this stage, the internal state of A in the RHS is ¢/2-far from the
(SP-simulated) internal state of A (controlled by A’) in the LHS.

3. Then, both the LHS and RHS again proceed identically until the end.

Since both Stages 1 and 3 are polynomial time, Eq. (14) follows from a straightforward reduction to
the e-simulatability of SP in Stage 2 (by setting the slackness parameter to £/2).

Finally, we need to argue that A”’s running time is a polynomial on A and ¢’. This is true as A’ does
nothing more than running A and S, and both of them is QPT on A and €. (Though S” is invoked
with slackness £/2, (¢/2)7! is also a polynomial on 71.) O

7.3 The Classical Compiler and Parallel Commitments and OTs

We start by recalling the black-box constant-round compiler from semi-honest OT to secure (stand-
alone) 2PC in the classical setting. Such a compiler works in 2 steps:

1. Given black-box access to any semi-honest bit-OT, it constructs a malicious-secure string-OT
(via [HIKT11, CDMWAO09]). This step incurs only constant overhead on round complexity.

2. Given black-box access to any maliciously-secure string-OT, it constructs a maliciously-secure
2PC protocol (via [IPS08]). This step incurs only constant overhead on round complexity, as-
suming the given OT is parallelly-secure (see the discussion below).

Although the above steps are widely known to the community, there are subtleties regarding the
stand-alone scenario that we feel obliged to address. This is because the main focus of [CDMWO09]
and [IPS08] is the UC setting, and thus their implications for constant-round constructions in the
stand-alone setting has not been thoroughly discussed. Since this is crucial to the current paper, we
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provide further clarification in the following. (While all the aforementioned works are for the more
general multi-party computation, our discuss here will only focus on the 2-party case.)

Two Flavors of the Hybrid Model. We first need to distinguish between two flavors of the
F-hybrid model. This model is a helpful tool enabling modular design and composition of 2PC
(and in general, MPC) protocols. For example, to design a 2PC protocol implementing some ideal
functionality G in the F-hybrid model, one can assume that both parties have access to the ideal
functionality 7. The resulting protocol will be denoted as 77, and it will lead to a secure imple-
mentation of G in the plain model if the parties replace the calls to the ideal functionality F with a
protocol ¢ which securely implements F, as long as they do not interleave other parts of 7() with
the execution of ¢.

The meaning of F-hybrid model may vary depending on whether the concerned security is in the
stand-alone model or the UC model. In the stand-alone model (e.g., [Can00]), the F-hybrid model
only allows the parties to make a single call of the ideal F, because stand-alone protocols may not
be concurrently (or even parallelly) composable. Traditionally, if n calls to the idea functionality
is needed, people denote this hybrid model as the (Fi, ..., F,)-hybrid model, and the protocol in
this model as 771%n even if all the F;’s are actually the same functionality. Importantly, no
calls to F; (or other parts of 7()) are allowed when some JFj is running. Such composition is called
“non-concurrent composition” in [Can00]. To distinguish with the one that we will discuss next,
we refer to this model as the stand-alone F-hybrid model.

In the UC model ([Can01]), the ideal functionality is extended by including a session ID, and
multiple calls to the same functionality will be distinguished by different session IDs. Moreover,
the strong composability of the UC security allows us to schedule the calls to F arbitrarily when
designing 77/ in the F-hybrid model. In particular, parties executing 77 can make multiple calls to
the ideal F in parallel (or interleaved arbitrarily), and these calls can also be interleaved with other
parts of 7(); moreover, parties executing a protocol 7772 can even interleave their calls to the two
distinct ideal functionalities if necessary. We refer to this hybrid model as the UC F-hybrid model.
It is worth noting that if we want to replace the ideal F call(s) in the UC-secure protocol 77 (in
the UC F-hybrid model), we must use a protocol ¢ that UC-securely realizes F. In particular, if ¢
only securely implements F in the stand-alone sense, no security (not even stand-alone security) is
guaranteed for the resulting protocol.

For Step 1. [HIK*11]37 presents the first constant-round black-box compiler from semi-honest bit-
OT to maliciously-secure bit-OT in the stand-alone setting. This compiler requires a coin-tossing
protocol (satisfying the simulation-based security), which can be built from any protocol that
implements the ideal commitment functionality Feon in the stand-alone setting. It is also worth
noting that the security proof in [HIK*11] relies heavily on rewindings, even when being analyzed
in the stand-alone Feon-hybrid model. Also, at that time, it was unclear if the resulting protocol is
parallelly composable (or if it leads to a maliciously-secure string-OT).

Later, [CDMWO09] shows that [HIKT11] with slight modification yields a black-box constant-
round compiler from semi-honest bit-OTs to maliciously-secure string-OTs. Moreover, [CDMWO09]
also simplifies the security proof such that no rewinds are needed in the Fyoy-hybrid model. One
caveat here is that the “Fcoy-hybrid model” in [CDMWO09] is different from that in [HIK*11]. The
Foon in [HIKT11] is just the stand-alone string-commitment functionality. Such an Feoy suffices
for the application of coin-flipping as required by the [HIK™11] compiler. In contrast, the Feou
employed by the [CDMWO09] needs to be a commitment that captures bounded-parallel security with
selectively-opening. That is, it can be used by a committer to commit to an a-priori bounded number,

37 This paper is the journal version merging two previous works [IKLP06, Hai08].
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say a polynomial ¢(\), of strings by a single invocation; later, the receiver can specify an arbitrary
subset T' C [t] of positions, and the committer will decommit to the i-th commitment for all i € T.
More accurately, we denote this ideal functionality as F¢, .oy and present it in Fig. 1.38

Figure 1: The Ideal Functionality Fg. cou

Commit Stage: F., .,y receives from the committer C a query (Commit,sid, (ml,...,mt)).
Flo con TECOTdS (sid, (mq,... ,mt)) and sends (Receipt, sid) to the receiver R. Fl, .oy ignores fur-
ther Commit messages with the same sid.

Decommit Stage: FY, .oy receives from R a query (Reveal, sid, I), where I is a subset of [t]. If no
(sid, (m,... ,mt)) has been recorded, F¢, .o, does nothing; otherwise, it sends to R the message
(Open, sid, {mz},e])

The reason why [CDMWO09] needs such an FY, .\ is that their compiler relies on the “cut-and-
choose” technique where a party first commits to polynomially-many random strings in parallel, and
later opens a subset of them (determined by a coin-tossing) for the other party to check. We em-
phasize that these commitments must be done in parallel; otherwise (i.e., when done sequentially),
the resulting protocol will not be in constant rounds. In summary, [CDMWO09] actually proved the
following lemma.

Lemma 23 ([CDMWO09, Proposition 1]). There is a polynomial t(\) such that there exists a
black-box construction of a string-OT protocol secure against static, malicious adversaries in the stand-
alone Flo com-hybrid model (or alternatively, the UC Feou-hybrid model), starting from any bit-OT
protocol secure against static, semi-honest adversaries. Moreover, the construction achieves a constant
multiplicative blow up in the number of rounds, and has a strictly polynomial-time and straight-line
simulator.

For Step 2. We now discuss the [IPS08] compiler from OTs to 2PC. As mentioned above, [IPS08]
mainly focuses on the UC setting. It proves that in the UC Fop-hybrid model, there is a constant-
round black-box protocol HQF;(@ of general-purpose UC-secure 2PC. As mentioned earlier, it is in
general unclear what would happen if the For in H'gfg is replaced by a stand-alone secure OT
protocol. However, for the special case of [IPS08], it is known that the two participants of the Hfg’g
protocol only make parallel calls to For for an a-priori bounded number t,>° which is a polynomial on
A. Therefore, similar as the above F&, .o\, We can also define a bounded-parallel OT functionality
Fip (in Fig. 2) in the stand-alone setting, and interpret the [IPS08] compiler in the stand-alone

setting. This leads to following special case of the [IPS08] result (see also Rmk. 9).

Lemma 24 (Special Case of [IPS08, Theorem 3]). There exists an a-priori known polynomial
t(\) such that in the stand-alone F§-hybrid model (or alternatively, the UC For-hybrid model), there is
a general-purpose 2PC protocol that achieves stand-alone security against static, malicious adversaries.
Moreover, the protocol is constant-round and has a strictly polynomial-time and straight-line simulator.

Remark 9. Alternatively, one can also replace the t parallel-OT instances with ¢ sequential stand-alone
secure OT instances. While this will indeed lead to a secure 2PC protocol in the stand-alone setting,
the resulting protocol will not be constant-round as t = 2(X) for the [IPSO08] construction. Another
caveat here is that in a larger protocol where parallel OTs are used, replacing these parallel OTs with
sequential OTs may jeopardize security. Nevertheless, there exist standard techniques to achieve the
same effect of ¢ parallel OTs using ¢ sequential executions of random OTs.

38 We note that this Fiy ooy has recently been formalized in [GLSV21].
39 This has been observed and employed in earlier works (e.g., [PW09, Weel0, Goy11]). Thus, we suppress further
explanation and refer the reader to [IPS08].
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Figure 2: The Ideal Functionality F_;

Sender’s Message: F. receives from the sender S a query (Send, sid, { (), wi)}ie[t})- FL . records
(sid, {(x}, x’i)}ie[t]). Fb. ignores further Send messages with the same sid.

Receiver’s Message: Fj, receives from the receiver R a query (Receive, sid, c € {0, 1}t). If no
(sid, {(zé,x’i)}ie[t]) has been recorded, F¢, does nothing; otherwise, it sends to R the message
(Open, sid, {;vii}ie[t]), where ¢; is the i-th bit of c.

The Final Compiler (Classical). Let us summarize the semi-honest bit-OTs to 2PC compiler in
the classical setting. First, because of Lem. 24, it suffices to build a protocol that realizes the F¢,
functionality w.r.t. stand-alone security, where ¢ is some a-priori known polynomial on A. To do
that, one may want to use Lem. 23. However, Lem. 23 only securely implements the stand-alone For,
instead of F¢, (i.e., the t-parallel version of For) as required by Lem. 24. To address this issue, we
need the following observation regarding parallel composability in the (stand-alone) hybrid model.

Lemma 25 ([GLSV21, Theorem 3.3]). Assume we have a protocol 7 that securely realizes an ideal
functionality G in the stand-alone F-hybrid model and with a straight-line simulator. Then, a parallel
repetition of w (denoted as 7rH) implements G!l in the stand-alone ]-"”-hybm'd model, where Gl and Fl
are the parallel version of G and F respectively.

Lem. 25 had been a folklore and was recently formally proven in [GLSV21]. The intuition behind
it is that since the simulator for 7 is straight-line, the advantage of the simulator (i.e., the ability
to extract malicious parties’ “secrets”) must come from the fact that it emulates the ideal F for
the malicious parties (recall that we are in the F-hybrid model). Therefore, when 7 is executed
in parallel in the Fll-hybrid model, the simulator can extract the “secrets” for all the sessions by
emulating F!I, which allows it to finish the simulation as other parts of the simulation are straight-
line. We emphasize that [GLSV21] proved Lem. 25 in the post-quantum setting (i.e., it considers
classical protocols but requires security against QPT adversaries).

We can combine Lem. 23 and Lem. 25 to obtain a secure implementation of F¢ —Observe that
the simulator in Lem. 23 is straight-line; therefore, according to Lem. 25, ¢-parallel repetition of
the Lem. 23 compiler will lead to a secure implementation of the desired F¢ in the stand-alone
(FLo.con)lt-hybrid model, where (Fio con)lt is the t-parallel version of the functionality Fio cou-
Moreover, notice that (Ff, co)!l* can be recast as Fi, .., with a different ¢, which is also an
a-priori known polynomial on A.

In summary, we obtain the following Thm. 11 by combining Lem. 23 to 25. It is worth noting
that previous works claiming constant-round black-box stand-alone secure 2PC/MPC from semi-
honest OTs follows (albeit implicitly sometimes) this recipe [PW09, Weel0, CDMWO09, Goyl1].

Theorem 11. There is a polynomial t'(\) such that there exists a black-box construction of 2PC proto-
col secure against static, malicious adversaries in the stand-alone f“sté,_COM-hybm'd model, starting from
any bit-OT protocol secure against static, semi-honest adversaries. Moreover, the construction achieves
a constant multiplicative blow up in the number of rounds, and has a strictly polynomial-time and
straight-line simulator.

7.4 Our Construction of e-Simulatable Post-Quantum 2PC

Now we are ready to establish the following theorem:
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Theorem 12. Assuming the existence of a constant-round semi-honest bit-OT secure against QPT
adversaries, there exists a black-box, constant-round construction of e-simulatable 2PC protocol secure
against QPT adversaries.

To prove Thm. 12, we follows the approach shown in Sec. 7.3. There are two key differences
that require special attention:

1. The recipe from Sec. 7.3 gives 2PC secure against (classical) PPT adversaries; but we want to
to achieve security against QPT adversaries.

2. We only require e-simulatable security. That is, for any noticeable function £(\), the simulator
will generate a view for the corrupted party that is at most e-far from that party’s view in
the real-world execution; the running time of the simulator should be a polynomial on both the
security parameter and 1/¢ (Def. 25). We remark that e-simulatable security is effectively the best
one can hope for, because constant-round post-quantum 2PC satisfying the standard negl())-
close simulation cannot exist, unless either non-black-box simulation is used to prove security or
NP C BQP [CCLY?21].

To deal with these issues, we first note that the classical recipe from Sec. 7.3 actually extends
to the post-quantum setting (i.e., when the adversaries are QPT), because the simulators in both
Lem. 23 and 24 are straight-line and non-cloning (this has also been observed in previous works,
e.g., [Unrl0, ABG™21b]); and as mentioned earlier, Lem. 25 was originally proven in the post-
quantum setting directly. Therefore, it seems that we immediately obtain a post-quantum version
of Thm. 11. But there is one more caveat—Thm. 11 also relies on the aforementioned non-concurrent
composition lemma. In particular, the F}, functionality assumed in Lem. 24 is realized by the real-
world protocol (albeit in the FY, .oy-hybrid model) induced by Lem. 23 (together with Lem. 25).
Therefore, we need to make sure that such a non-concurrent composition is also applicable in the
post-quantum setting. Fortunately, this follows from Lem. 22 which we proved in Sec. 7.2. The
above discussion leads to the following post-quantum and e-simulatable version of Thm. 11:

Theorem 13. There is a polynomial t(\) such that there exists a black-box construction of e-simulatable
2PC protocol secure against static, malicious QPT adversaries in the stand-alone Fl, oon-hybrid model,
starting from any bit-OT protocol secure against static, semi-honest QPT adversaries. Moreover, the
construction achieves a constant multiplicative blow up in the number of rounds.

Now, to finish the proof of Thm. 12, we only need to show the following Lem. 26, and then
invoke the non-concurrent composition lemma (Lem. 22) again, to replace the Ff, .o, in Thm. 13
with the semi-honest OT based construction from Lem. 26.

Lemma 26. For any polynomial t()\), there exists a constant-round protocol that implements Fly com
w.r.t. e-simulatable security against QPT adversaries. This construction makes only black-box access to

any OWFs secure against QPT adversaries™.

Proof. We show a e-simulatable protocol implementing FL, .oy, assuming only black-box access to
OWF's secure against QPT adversaries. We will again rely on the black-box ExtCom-and-Prove as per
Def. 17. The committer will commit to the ¢t messages (m1,...,m;) using the Commit Stage of the
ExtCom-and-Prove. To decommit to the messages determined by the receiver’s choice of I C [n], the
committer first sends {m;};c; to the receiver; then, both parties execute the Prove Stage, where the
committer proves the following predicate:

1 fmi}ee; (T) = {

40 Note that such OWFs can be constructed from any post-quantum semi-honest OT in black-box.

1if (x=mi]...||my) A (Vi € I,m, =my;)
. (16)
0 otherwise
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That is, ¢7 {m,},c, () has I and [I|-many messages hard-wired; it evaluates to 1 if and only if its input
can be parsed as (m/}|...,|m}) of the correct length, and m/ agrees with m; for all i’s specified by I.

This construction is constant-round and based on black-box access to post-quantum secure OWFs,
because the ExtCom-and-Prove scheme is so. To prove security, if the committer is corrupted, simulation
can be done via the e-simulatable extractability of the Commit Stage (Property 1); if the receiver is
corrupted, simulation can be done via the e-ZK property (Property 4) of the ExtCom-and-Prove. [

8 Black-Box Constant-Round &-2PC using Quantum Communication

If quantum communication is allowed, we can obtain a constant-round e-simulatable PQ-2PC as-
suming only black-box access to post-quantum secure OWFs (instead of post-quantum secure semi-
honest OTs). Recently, [GLSV21] and [BCKM21] (based on earlier works [CK90, BBCS92, DFL ™09,
BF10]) constructed fully simulatable (in contrast to e-simulatable) post-quantum 2PC (actually,
they obtained MPC) assuming only post-quantum secure OWFs and quantum communication.
The protocol from [BCKM21] makes only black-box use of the assumed OWF. But neither of these
constructions is in constant rounds (without trusted assumptions like common reference strings).

Our construction follows the same path shown in Sec. 7.4. That is, we break the task of con-
structing e-simulatable PQ-2PC in to the following steps:

1. Construct a constant-round e-simulatable protocol implementing ]-'Sté)_cm,l;

2. In the F, .oy-hybrid model, construct a constant-round e-simulatable protocol implementing
F éT;
3. In the F! -hybrid model, construct a constant-round e-simulatable PQ-2PC protocol.

Notice that in Sec. 7 where only classical communication is allowed, the only place where the post-
quantum semi-honest OT is used is Step 2. (Steps 1 and 3 only need to make black-box access to
a post-quantum secure OWF'.) Therefore, we will obtain the desired construction if we can make
Step 2 work without relying on post-quantum secure semi-honest OTs.

We observe that [GLSV21] already did this relying on the [BBCS92] OT construction, which
makes use of quantum communication. We refer the read to [GLSV21] for further details. Here, we
simply import the related lemma from [GLSV21].

Lemma 27 ([GLSV21, Theorem 3.2, Corollary 3.4]). For any polynomial t()), there exists an-
other polynomial t'(\) such that there is a constant-round protocol implementing Ft, w.r.t. e-simulatable
security against QPT adversaries in the fgg_COM—hybrid model. This protocol makes use of quantum
communication.

Replacing Step 2 with the construction promised by Lem. 27 yields our final theorem. (Recall
that we already finished Steps 1 and 3 in Sec. 7.)

Theorem 14. Assuming the existence of OWF's secure against QPT adversaries, there exists a black-
box, constant-round construction of e-simulatable 2PC protocol secure against QPT adversaries. This
protocol makes use of quantum communication.
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Appendix
A From Extractable Commitment to ZK Argument

We give a proof sketch for that constant-round post-quantum extractable commitment with black-
box extraction implies constant-round post-quautum ZK argument for NP. The construction also
relies on X-protocol (say, Blum’s Hamiltonicity protocol [Blu86]). Then the ZK argument works as
follows:

1. The prover sends the first message of the X-protocol.

2. The prover and verifier jointly run one-sided simulation coin-flipping based on the extractable
commitment to determine the second message of X-protocol. That is, they do the following:

(a) The verifier commits to a uniformly random string r; of the same length as the second
message of X-protocol by using the extractable commitment.

(b) The prover sends a uniformly random string re of the same length in the clear.

(c) The verifier opens r1, and the second message of the X-protocol is set to be r1 & ra.
3. The prover sends the third message of the X-protocol.
4. The verifier runs the verification algorithm of the X-protocol.

It is clear that the above protocol is constant-round if the extractable commitment is constant-
round. For soundness, we show that no QPT cheating prover can bias r; ® ro based on the com-
putational hiding of the extractable commitment. Then, the soundness of the above protocol can
be easily reduced to that of the underlying X-protocol. For ZK, recall that X-protocol satisfies a
special honest-verifier ZK, which enables one to simulate the transcript if the second message is
known in advance. Based on that, we construct a simulator for the above protocol as follows. It first
randomly chooses the second message 3 of the Y-protocol. Then it simulates the transcript (o, 5,7)
of the X-protocol and sends « to the malicious verifier as the first message. Then it extracts r; from
the malicious verifier while simulating its state by running the extractor and sets ro := r; & 8 and
sends ro to the malicious verifier. Finally, it sends ~ to the malicious verifier as the final message.
It is straightforward to show that this simulator satisfies the requirement for ZK. Moreover, this
simulator is black-box as long as the extractor is black-box.

B Postponed Proofs in Sec. 4

B.1 Proof of Lem. 10

Proof of Lem. 10. Since the proof is very similar to that of [CCY21, Lemma 3.3], we only explain the
differences. We define projections Iy and I1; over H = Hx X Hy as

Iy == Ix ® (|0) (0])y, 1Ty := II,

and apply Jordan’s lemma similarly to in the proof of [CCY21, Lemma 3.2]. That is, S>s (resp. S<s) is
defined to be the subspace spanned by eigenvectors of IToIT; Iy with eigenvalues > § (resp. < §). Then
Items 1 and 2 directly follow from Jordan’s lemma. For proving Items 3 and 4, we slightly modify the
definitions of Uymp,7 and Amp from those in [CCY21, Lemma 3.2]. We first consider an algorithm AAm/p
described as follows:
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/&vmp(lT, |Y)x y): This algorithm takes a repetition parameter 7" and a quantum state [¢))x v € H as

input and works as follows:*!

1. Repeat the following for i = 1,...,T"
(a) Perform a measurement {Ily, Ix y — Ilo}. If the outcome is 1, i.e., if Iy is applied, then set
A; =1,
(b) Perform a measurement {II1,Ix y — II1} If the outcome is 1, i.e., if Il is applied, then set
Bi = 1.
(c) If A; = B; =1, output the state in the registers (X,Y) and a classical bit b = 1 indicating

a success and immediately halt.

2. Output the state in the registers (X,Y) and a classical bit b = 0 indicating a failure.

Remark 10. In the proof of [CCY21, Lemma 3.2], ATr\n/p outputs the state of (X,Y) as soon as observing
B; = 1 for some i, but here, it outputs the state only after observing A; = 1 and B; = 1 for some i.

This modification is needed to ensure that the output state is in the span of IT;ITy (rather than in the
span of I1; as in [CCY21, Lemma 3.2]).

We define an algorithm Amp as a purified version of A?n/p That is, Amp works similarly to m except
that intermediate measurement results are stored in designated registers in Anc without being measured
and the output b is stored in register B. Let Uymp, 7 be the unitary part of Amp(lT, -). Then Item 3a
and item 4 follows from the definition and Item 3c follows from the fact that S>s and S.s are invariant
under 1y and II;. For proving Item 3b, it suffices to consider the case where |¢)x |0)y is an eigenvector
of IyII 11y with an eigenvalue ¢ > § by Jordan’s lemma as argued in the proof of [CCY21, Lemma
3.2]. In this case, {A;} and {B;} follow the following distribution:

— Pr[A; = 1] =1 and for all 7 > 2, the distribution of A; only depends on B;_j and Pr[A; = B;_1] = t.
— For i > 1, the distribution of B; only depends on A; and Pr[B; = A;] =t.
It suffices to show that for any noticeable ¢ = ¢(A) and v = v()), there is T' = poly()\) such that
Pridie[T|Ai=B;=1]>1-w. (17)
First, note that
Pr[A1 =By =1] =t.

Thus, if t > 1 — v, then Eq. (17) is satisfied for T'= 1. Below, we consider the case where t < 1 — v.
For any ¢ > 1, we have

PrlAjt1 = Biy1=1|B; =0 =#(1 —t)
and
Pr[Aiy1 = Biy1 =1| By =1] =%,
Thus, for any positive integer T', we have
Pr[3i e [T) A; = B;=1]>t+ (1 —t)(1 — (1 — min{t(1 —¢), )T 7).

Since min{t(1 — t),#?} is noticeable, we can take T' = poly()\) in such a way that t + (1 —¢)(1 — (1 —

min{t(1 —t),#2})7=1) > 1 — v. This completes the proof. O

41 Strictly speaking, we need to consider descriptions of quantum circuits to perform measurements {Io, Ix,vy — o}
and {II1,Ixy — II1} as part of its input so that we can make the description of A’mvp independent on them.
(Looking ahead, this is needed for showing Item 4 in Lemma 10 where Amp is required to be a uniform QPT
machine.) We omit to explicitly write them in the input of /-\’nTp for notational simplicity.
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B.2 Proof of Lem. 8

Proof of Lem. 8. If (1271/ 2+ 25)1/ 2 > 1, then the desired inequality trivially holds. Thus, we assume
(1291/2 4 26)1/2 < 1 in the rest of the proof.

F can be represented by a projector II over the input register and auxiliary input register with
which F works as follows. F' appends the ancillary register initialized to |0™), performs the measurement
{II,I — IT} on the input and ancillary registers, and outputs the state in a designated output register
tracing out all other registers if the state is projected onto II, and otherwise outputs Fail.

We consider an additional one-qubit register and define

) := /1 = pp|0)[0™) [07) + [1) IT | ) |07)
for b € {0,1} where m is the number of qubits in the register for |¢,) and
po = [T |¢w) [0 |I%.
Without loss of generality, we assume pg > p1. It suffices to prove
o) (ol — [1) nl ler < (129172 +26)1/2 (18)

because a distinguisher that distinguishes F'(|¢g) (¢o|) and F(|¢1) (¢1]) can be easily converted into a
distinguisher that distinguishes |1)g) and |¢)1) with the same advantage.
We show the following claim.

Claim 15. The following holds:
1|11 [y,0) [07) || <y for b € {0,1}.
2. |11 |1 ) |07) |2 > py — 3712 for b € {0,1}.

Proof of Claim 15. Item 1 follows from the definition of II and the assumption that Pr [F (¢b0><¢b0|> = Fail| >

R

1 —~. Item 2 can be shown as follows:
o= |11 |¢3) [07) |12

= |[IT | ¢v,0) [0™) + IT |p1 ) |07 |2

< T [ @0,0) 107) (7 4 1T [p,1) 107) 12 + 20T | dp,0) || - 14T | hp,1) |

<M [ép,0) 107) |2 + 39172
where the last inequality follows from \|H‘¢b70> 0™y |2 < ||H|<Z5b,0> 0") || < ~4Y2 by Item 1 and
11T | o1 ) || < 1. O

We give a lower bound for | (1o|¢1) |. By the definition of |t),

| (olt1) | = [v/(1 = po)(1 = p1) + (do| (0" IT 1) |07} |

V(L =po)(X = p1) + {(Po,0| (0" IT |¢1,0) |0™
$o,1| (0" IT |$1,0) [O™
) |
|

(
+ (
V(1 = po)(1 = p1) + (o0l (0" IT |p1,0) |O"
+ ( 0
(

+{(do,0l (0" IT |¢1,1) |0™)

+ (0,1 | (0" IT |$1,1) [0™)
+ {(¢o,0l (0" T |$1,1) [0™)
+{(¢0,1| (0" IT |$o,1) [0™)

~ ~  ~ ~—

G0,1] (0" IT |¢1,0) [O™
+ (¢o,1| (0" II(|p1,1) — [¢o,1)) [0™)

> (1= po) + [T g01) [07) |I* — > 117 0.0) 107 - 11T [1.a) [07) | = [ 161.1) = [é0.0) |
(¢,)€{(0,0),(0,1),(1,0)}

> (1—=po) + (po —3"/%) = 39!/ =

=1- 671/2 -0
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where we used the assumption that py > p; in the first inequality and Claim 15 and the assumption
that || [¢1.1) — |¢0.1) || < 6 in the second inequality. We note that 1 — 6y1/2 —§ > 0 since we assume
(12412 +26)1/2 < 1.

Then, we have

| 190) (ol = [¥1) (W1l ller = /1 — | (Yole1) |2

<\/1291/2 426

This completes the proof of Lem. 8. O
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