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Abstract. Ring-SIS based Σ-protocols require the construction of a challenge set C in some ring R,
usually an order in a number field L. These protocols impose various requirements on the subset C,
and constructing a good or even optimal challenge set is a non-trivial task that involves making various
trade-offs.

In particular, the set C should be ’large’, elements in C should be ’small’, differences of distinct elements
in C should be invertible modulo a rational prime p, this prime p should be small, and finally primes
p that split in many factors are favorable. Clearly, these requirements on C require certain trade-offs.
The splitting behavior and size of the prime p, for example, influence the invertibility condition.

Given an order O in an arbitrary number field L, this work aims at constructing subsets C ⊂ O with
precisely the above mentioned properties. Cyclotomic number fields possess some convenient properties
and as a result most protocols are defined over these specific fields. However, recent attacks have shown
that these convenient properties might also be of use to an attacker, thereby weakening or even breaking
the cryptographic schemes.

In this paper, we show that a known result on constructing challenge sets in cyclotomic number
fields [LS18] follows from standard Galois theory, thereby simplifying the proof. In addition, this ap-
proach leads to a natural generalization from cyclotomic to arbitrary number fields. Along the way we
prove a conjectured result on the practical applicability for cyclotomic number fields and prove the
optimality of certain constructions. We apply the generalization to construct challenge sets in trinomial
number fields of the form Q[X]/(f) with f = Xn + aXk + b ∈ Z[X] irreducible. Finally, we find a
new construction for challenge sets resulting in smaller prime sizes at the cost of slightly increasing the
`2-norm of the challenges.
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1 Introduction

Many cryptographic protocols, such as identification and digital signature schemes, require one party (prover
P) to convince another party (verifier V) of knowing the pre-image of some element under a one-way function
without leaking information about this pre-image, i.e. in zero-knowledge. In the number-theoretic setting,
Schnorr suggested an elegant and efficient interactive protocol for producing these so-called zero-knowledge
proofs [Sch89]. Three round interactive proofs, such as Schnorr’s protocol, are called Σ-protocols. In turn,
the Fiat-Shamir heuristic transforms any Σ-protocol into a non-interactive proof [FS86]. Recently the Fiat-
Shamir transformation has proven to be secure in the Quantum Random Oracle Model [DFMS19, LZ19].

Lattice based Σ-protocols require, in addition, a proof that the pre-image is ’short’. Because of this
additional requirement, it has proven to be challenging to adopt Schnorr’s approach to the lattice setting.

Firstly an honest prover might be restricted to choose pre-images from a set that is smaller than the
set the pre-image can be proven to belong to, i.e. P knows a pre-image in some set S but can only prove
knowledge of a pre-image in some strictly larger set S′. This discrepancy is called the soundness slack of the
protocol. In contrast to the naive approach, Lyubashevsky’s rejection sampling technique [Lyu09, Lyu12]
significantly reduces the soundness slack.



Secondly, in contrast to the number-theoretic protocols, many lattice based Σ-protocols suffer from a
large soundness error and have to be repeated many times to achieve the desired security level. The number
of repetitions is also called the overhead of the protocol and until recently no approaches were known to
significantly reduce this overhead. The first Ring-SIS based protocols achieving a small soundness error were
proposed at CRYPTO ’19 [BLS19, YAZ+19]. The proposed solutions do result in larger proof sizes and still
have to be repeated a small number of times.

In contrast to proving knowledge of a single pre-image, when proving the knowledge of many pre-images
the amortized overhead can be reduced significantly without increasing the soundness slack [CD09, DKL+13,
BDLN16, CDXY17, BBC+18].

Another approach to limit the soundness slack and overhead of lattice based Σ-protocols is by relaxing
the statement that is proven. Instead of proving knowledge of a short pre-image of a public element, P proves
knowledge of a pre-image of a related element. These relaxed protocols are called approximate Σ-protocols.
For some cryptographic primitives approximate proofs of knowledge are sufficient, but others require exact
proofs of knowledge [LS18].

A key component in (approximate) Σ-protocols is the challenge set C. In this work we focus on the
protocols based on the Ring-SIS assumption. These protocols work over a ring R/p where R is usually the
ring of integers of a number field L and p is a rational prime. The field L is often chosen to be cyclotomic,
i.e. L = Q(ζm) for some primitive mth-root of unity ζm with minimal polynomial Φm(X).

The efficiency of these protocols critically depends on the choice of a good challenge set C ⊂ R/p.
The Ring-SIS hardness condition requires elements in C to have small norm. The approximation factor is
determined by the norms of the challenges in C. To achieve a small soundness error, the set C should be large
(|C| ≈ 2256). And for practical efficiency the prime p should be as small as possible. Additional efficiency
improvements can be obtained by using the Chinese-Remainder Theorem [Ber01], for which the added value
depends on the splitting behavior of the rational prime p in the ring R. In fact, the more distinct prime factors
p has in R, the more efficient elementary operations in R/p can be implemented. Finally, when using these
Σ-protocols as subroutines in other cryptographic protocols (e.g. group signature schemes), the differences
c− c′ of elements in c, c′ ∈ C might be required to be invertible in R/p [BKLP15, LN17, BDL+18, dPLS18].

Hence good challenge sets C ⊂ R/p satisfy the following properties:

– elements in C are ’small’,

– C is large,

– the prime p is small,

– p splits in many factors in R,

– all non-zero elements in C − C = {c− c′|c, c′ ∈ C} are invertible.

When R is the ring of integers of a number field K, a subset E ⊂ R for which all mutual differences
are invertible is called an exceptional set. The maximal cardinality of such a subset E is called the Lenstra
constant L(K) of K [Len76] and finding number fields with large Lenstra constant has been of independent
interest for many years. Exceptional sets also appear in cryptographic primitives, such as black-box secret
sharing [DF94, CF02, CFS05]. However, our situation is slightly different. Firstly, we only require mutual
differences to be invertible modulo a rational prime p and, secondly, we additionally require elements to be
small.

The above requirements introduce compromises between, for example, the invertibility condition and
the splitting behavior of the prime p. Lyubashevsky and Seiler [LS18] showed that, when R is the ring of
integers in a cyclotomic number field L, there exist primes p that split in more than two factors and for
which good challenge sets C ⊂ R/p exist. Their main result is stated in Theorem 1. In this theorem Φm(X)
is the mth-cyclotomic polynomial, i.e. the minimal polynomial of an mth-primitive root of unity ζm, ϕ is the
Euler totient function and the quantities s1(m) and s1(z) are the largest singular values of matrices that
will be defined in Section 2.
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Theorem 1 ([LS18]). Let m =
∏
peii for ei ≥ 1 and z =

∏
pfii for 1 ≤ fi ≤ ei. If p is a prime such that

p ≡ 1 mod z and ordm(p) = m/z, then the polynomial Φm(X) factors as

Φm(X) ≡
ϕ(z)∏
j=1

(Xm/z − rj) mod p,

for distinct rj ∈ (Z/(p))∗ where Xm/z − rj are irreducible in the ring Z[X]/(p). Furthermore, any y ∈
Z[X]/(p, Φm(X)) that satisfies either

0 < ||y||∞ <
1

s1(z)
p1/ϕ(z) or

0 < ||y|| <
√
ϕ(m)

s1(m)
p1/ϕ(z)

has an inverse in Z[X]/(p, Φm(X)).

To prove this theorem, Lyubashevsky and Seiler construct a specific lattice L and show that an inverti-
bility condition follows from a lower bound on the length of the shortest vector of this lattice. In addition,
they explicitly express polynomials in the ring Z[X]/(Φm(X)) in terms of a basis over some subring and
relate the invertibility to this subring.

As many other cryptographic constructions based on ideal lattices, the work of Lyubashevsky and Seiler
focuses on cyclotomic number fields. However, a number of recent attacks have exposed certain vulnerabilities
of some of these constructions. These vulnerabilities are due to additional structure of cyclotomic number
fields. In general, the attacks consist of two steps:

1. Given a principal ideal I in the ring R, find an arbitrary generator g ∈ R of I,
2. Given a principal ideal I and a generator g of this ideal, find a short generator h of I.

The first step in this attack is also referred to as solving the Principal Ideal Problem (PIP). For cyclotomic
number fields L with prime power conductor Biasse and Song [BS16] gave a quantum algorithm for solving
this problem in time polynomial in the degree of L/Q.

For the second step note that g and h generate the same ideal and hence differ by a unit, i.e. g = hu for
some u ∈ R∗. For the number field L, with embeddings σi : L → R for 1 ≤ i ≤ r and σi, σ̄i : L → C for
r + 1 ≤ i ≤ r + s, we have the logarithmic embedding,

Log : L∗ → Rr+s, α 7→ (log(|σ1(α)|), . . . , log(|σr+s(α)|)) .

It was remarked that since h is small it follows that Log(g) = Log(hu) lies close to the log-unit lattice
Log(R∗) [Ber14, CGS14]. Using this observation, a polynomial time algorithm for cyclotomic number fields
with power-of-two conductor was claimed to be found [CGS14]. A generalization to prime-power cyclotomic
number fields accompanied with a rigorous proof was given in [CDPR16]. Moreover, strong evidence was
found that these types of attacks are not restricted to principal ideals [CDW17].

Fortunately, only a handful of cryptographic primitives [SV10, GGH13, LSS14, CGS14] rely directly on
the hardness of of the Short Generator Principal Ideal Problem (SG-PIP) and are therefore broken by this
type of attack.

In addition, Bernstein [Ber14] warned for the possibility of exploiting subfields. Subfield lattice attacks
were originally proposed in [GS02] and generalized in [ABD16]. The resulting attacks run in subexponential
time and affect the asymptotic security of some fully homomorphic encryption schemes.

The main conclusion that can be drawn from these attacks is that some lattices contain structure that can
be exploited by an attacker, thereby challenging the assumption that solving lattice problems for structured
lattices is as hard as solving them for unstructured ones.

One approach to mitigate these potential threats is by removing all ring structure and to work over
unstructured lattices [BCD+16, SSZ17]. Another approach is to only use number fields that contain no
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non-trivial subfields [BCLvV17, BGL+18]. Bernstein [Ber14] proposed the use of the ring Z[X]/(p, f) with
f = Xn−X − 1 (n prime) irreducible modulo the rational prime p. The field of fractions of this ring has no
proper subfields. In this work, we will consider the more general situation in which f = Xn+aXk+b ∈ Z[X]
(k < n) is an irreducible trinomial.

1.1 Contributions

In this work we slightly reformulate Theorem 1 to obtain Theorem 2. The differences between the two are that
the original theorem contains additional conditions required for the existence of primes of the appropriate
form, and that it treats the explicit factorization of cyclotomic polynomials. Besides these differences both
Theorems are equivalent.

The main contribution of this work is fourfold:

1. The reformulation of Theorem 1 induces a simplified proof that follows from standard Galois theory.
Firstly, we recognize the implicit use of decomposition fields in [LS18]. Utilizing known results on de-
composition fields allows us to avoid the use of explicit expressions of field elements. Secondly, we relate
the invertibility condition of the theorem to the algebraic norm of number field elements, which avoids
the construction of a lattice L and the use of lattice theory to prove invertibility.

2. The practical applicability of this theorem depends on size of the values s1(m) and s1(z). In [LS18], an
upper bound for these values is conjectured and in this work we prove this upper bound. Moreover, we
show precisely which bases of cyclotomic number fields with prime power conductor are optimal.

3. Moreover, this new formulation induces a natural generalization from cyclotomic number fields to arbi-
trary number fields. In Section 6, we present the generalization of Theorem 2 and in Section 7 we show
the applicability to the class of rings R ∼= Z[X]/(f) where f is a trinomial. Finally, we compare the
resulting parameters of a specific trinomial number field to those of a power-of-two cyclotomic number
field.

4. Finally, we introduce a new method for defining challenge sets directly in the canonical embedding of
the number field. This opens the possibility to consider challenges that are bounded in the `1-norm
which indeed gives us better bounds for the rational primes of the considered Σ-protocols at the cost
of increasing the `2-norm of the challenges. This trade-off is considered for a power-of-two cyclotomic
number field.

Theorem 2 (Invertibility). Let OL be the ring of integers in a cyclotomic number field L = Q(ζm) of
conductor m, let z | m and let p be a rational prime with p ≡ 1 mod z and ordm(p) = ϕ(m)/ϕ(z). Then for
γ ∈ OL/p, it holds that if

0 < ||γ|| <
√
ϕ(m)

s1(m)
p1/ϕ(z) or (1)

0 < ||γ||∞ <
1

s1(z)
p1/ϕ(z), (2)

then γ is invertible in OL/p.

2 Preliminaries

Let L = Q(ζm) be a cyclotomic number field of conductor m. Without loss of generality we assume the
primitive roots of unity to satisfy ζkζl = ζkl for all k, l ∈ Z>0 that are relatively prime. The degree of L
over Q is n = ϕ(m), L/Q is Galois with Galois group G = {σi : 0 ≤ i ≤ n− 1} and L/Q has integral basis
Bm =

(
ζim
)
0≤i≤n−1. Moreover, for any z | m we define Bzm =

(
ζim
)
0≤i≤ϕ(m)/ϕ(z)−1 as a basis for L over

K = Q(ζz). The basis Bzm gives rise to natural projections

πj : L→ K,

ϕ(m)/ϕ(z)−1∑
i=0

γiζ
i
m 7→ γj (0 ≤ j ≤ ϕ(m)/ϕ(z)− 1) .
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Since Bzm is a basis, for all ideals I of K and for all γ ∈ L it holds that

πj(γ) = 0 mod I ∀j ⇐⇒ γ = 0 mod IOL.

The coefficient embedding

ψm : L→ Qn,
n−1∑
i=0

yiζ
i
m 7→

 y0
...

yn−1

 ,

equips L with a geometry. Note that if z | m and γ ∈ K = Q(ζz), the `2-norms defined over K and over L
are identical, and the same holds for the ∞-norm. Moreover, it clearly holds that

||γ||∞ := ||ψm(γ)||∞ = max
0≤j≤ϕ(m)/ϕ(z)−1

||πj(γ)||∞,

||γ|| := ||ψm(γ)|| =

√√√√ϕ(m)/ϕ(z)−1∑
j=0

||πj(γ)||2.

Another way of equipping the number field L with a geometry is via the canonical embedding

f : L→ Cn, γ 7→

 σ0(γ)
...

σn−1(γ).


The relation between the coefficient and canonical embedding is depicted in Figure 1, where Mm is the

unique linear mapping that makes this diagram commute. Hence, the matrix Mm is given by

Mm =
(
σi(ζ

j
m)
)
0≤i,j≤n−1 ∈ L

n×n.

L

Qn Cn

ψm f

Mm

Fig. 1. Coefficient and canonical embedding of L = Q(ζm).

Moreover, we let s1(m) := s1(Mm) denote the largest singular value of Mm, i.e.

s1(m) = max
u∈Cn\{0}

||Mm u||
||u||

.

Let now z | m be some integer and suppose that p - m is a rational prime with ordm(p) = ϕ(m)/ϕ(z), i.e.
ϕ(m)/ϕ(z) is the smallest positive integer such that pϕ(m)/ϕ(z) ≡ 1 mod m. Then p splits into ϕ(z) distinct
primes in L [Was97, Theorem 2.13]. If, in addition, p ≡ 1 mod z, we find that p splits in ϕ(z) distinct
factors, hence completely, in K = Q(ζz) ⊂ L. In particular, K is the decomposition field of all primes p|p in
L. Recall that the decomposition group of a prime p is the subgroup of G that fixes p and its fixed field is
the decomposition field of p. In this case, it follows that p splits completely in K and p∩K is inert in L for
all p|p.
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3 Invertibility of integral elements in a cyclotomic number field

We are now ready to prove Theorem 2.

Proof (Proof of Theorem 2). We first prove that inequality 1 gives a sufficient condition for γ ∈ OL to be
invertible in OL/p. For any γ ∈ OL it follows, by the inequality of the arithmetic and the geometric mean,
that ∣∣NL/Q (γ)

∣∣2/ϕ(m) ≤ 1

ϕ(m)
||Mm ·ψm (γ) ||2.

Hence, by definition of s1(m), ∣∣NL/Q (γ)
∣∣2/ϕ(m) ≤ s1(m)2

ϕ(m)
||ψm (γ) ||2,

=
s1(m)2

ϕ(m)
||γ||2.

(3)

Now suppose Equation 1 holds. Substituting this equation in inequality 3 and raising both sides to the
power ϕ(m)/2 gives

0 <
∣∣NL/Q (γ)

∣∣ < pϕ(m)/ϕ(z).

But since ordm(p) = ϕ(m)/ϕ(z), it follows that the inertia degree of any prime p above p equals ϕ(m)/ϕ(z)
and thus NL/Q (p) = pϕ(m)/ϕ(z). So if γ satisfies Equation 1, it holds that

0 <
∣∣NL/Q (γ)

∣∣ < NL/Q (p) ,

for any prime p ⊂ OL above p. Therefore γ /∈ p and thus γ ∈ (OL/p)
∗

for all p | p. Hence, γ is invertible in
OL/p, which proves the first claim.

We now prove that inequality 2 gives a sufficient condition for γ to be invertible in OL/p. Let p ⊂ L be
a prime above p and let K = Q(ζz) ⊂ L. Since p ≡ 1 mod z and ordm(p) = ϕ(m)/ϕ(z), the decomposition
field of p is K and the prime P = p ∩K is inert in L, i.e. p = POL.

Let πj : K → L for 0 ≤ j ≤ ϕ(m)/ϕ(z)−1 be the projections associated to basis Bzm of L over K and let
γ be such that it satisfies Equation 2. We will show that there exists a j such that πj(γ) ∈ (OK/P)

∗
from

which it follows that γ ∈ (OL/p)
∗
.

Since

0 < ||γ||∞ <
1

s1(z)
p1/ϕ(z),

there exists a j such that

0 < ||πj(γ)|| <
√
ϕ(z)

s1(Mz)
p1/ϕ(z).

For this j we find, similar to the first part of this proof, that

0 <
∣∣NK/Q (πj(γ))

∣∣ < NK/Q (P) ,

and therefore that πj(γ) is invertible in OK/P. Since P is inert in L, it follows that πj(γ) ∈ (OL/p)
∗

and,
hence, γ ∈ (OL/p)

∗
. Since p | p was arbitrary, it follows that γ ∈ (OL/p)∗, which proves the second part of

the theorem.

To show that Theorem 2 is not an empty statement, we prove the existence of primes p satisfying the
conditions in this theorem. The following lemma gives sufficient conditions for the existence of infinitely
many primes p satisfying the conditions of Theorem 2. A similar proof of this lemma was already given
in [LS18]. Recall that the radical of an integer n is given by

rad(n) =
∏

p|n, p prime

p.
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Lemma 1 (Existence). Let z,m be integers such that z | m. If rad(m) = rad(z), and 8 | m only if 4 | z,
then there exist infinitely many primes p such that p = 1 mod z and ordm(p) = ϕ(m)/ϕ(z) = m/z.

Proof. Let m =
∏g
i=1 p

ei
i and z =

∏g
i=1 p

fi
i with 0 ≤ fi ≤ ei be the prime factorizations of m and z. Since

z | m, we have the following well-defined exact sequence

0 −→ Ker −→ (Z/mZ)
∗ ψ−→ (Z/zZ)

∗ −→ 1,

with ψ(x) = x mod z and Ker = ker(ψ) = {x ∈ (Z/mZ)
∗

: x ≡ 1 mod z}. We first show that Ker contains
an element of order ϕ(m)/ϕ(z). Note that ϕ(m)/ϕ(z) = m/z, because rad(m) = rad(z).

Now note that

Ker ∼= (Z/mZ)
∗
/ (Z/zZ)

∗ ∼=
g∏
i=1

(Z/peii Z)
∗
/(Z/pfii Z)∗.

Since rad(m) = rad(z), it follows that fi ≥ 1 for all i, and

(Z/peii Z)
∗
/(Z/pfii Z)∗ ∼=

{
Z/2Z× Z/2ei−fi−1Z, if pi = 2, ei > 2 and fi = 1,

Z/pei−fii Z, otherwise.

Since 8 | m only if 4 | z, it follows that

Ker ∼=
g∏
i=1

Z/pei−fii Z.

Hence Ker is cyclic and contains an element of order m/z. By Dirichlet’s theorem on arithmetic progressions
it follows that there are infinitely many primes p with ordm(p) = m/z and p ≡ 1 mod z, which proves the
lemma.

4 Singular values for cyclotomic number fields

The applicability of Theorem 2 depends on the size of the values s1(m) and s1(z), and in [LS18] an upper
bound for these values was conjectured. In this section we prove this upper bound.

Recall that s1(m) is the largest singular value of the matrix

Mm =
(
σi(ζ

j
m)
)
0≤i,j≤n−1 .

In [LPR13] it was already shown that the following equality holds for prime powers m = pk:

s1(m) =
√
τ(m), (4)

where

τ : Z→ Z, τ(m) =

{
m, if m is odd,

m/2, if m is even.

In general Equation 4 does not hold, but Lyubashevsky and Seiler [LS18] conjectured the following inequality:

s1(m) ≤
√
τ(m), ∀m ∈ Z>0.

Our proof of this conjectured inequality uses techniques similar to the ones used in the proof of Equa-
tion 4 [LPR13]. To this end, let us consider the n×m matrix

Am =
(
σi(ζ

k
m)
)
0≤i≤n−1, 0≤k≤m−1 .
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Recall that n = ϕ(m) and note that the matrix Mm is an n× n submatrix of Am, and therefore

s1(m) ≤ s1(Am), ∀m ∈ Z>0.

Moreover, let m = pe11 . . . p
eg
g be the prime factorization of m, then it is easily seen that, up to permutation

of rows and columns,
Am = Ape11 ⊗ · · · ⊗ Apegg . (5)

Recall that primitive roots of unity are chosen such that ζkl = ζkζl for all k, l ∈ Z>0 that are relatively
prime.

Lemma 2. Let Bm := A†mAm, then

Bm =
(
TrL/Q

(
ζl−km

))
0≤k,l≤m−1 . (6)

Moreover

TrL/Q
(
ζkm
)

=
ϕ(m)

ϕ(m/ gcd(m, k))
µ(m/ gcd(m, k)), (7)

where µ(l) equals the sum of the primitive lth-root of unities.

Proof. The (k, l)th-entry of A†mAm equals∑
σ∈G

σ(ζkm)σ(ζlm) =
∑
σ∈G

σ(ζl−km ) = TrK/Q
(
ζl−km

)
,

proving Equation 6.
Moreover, ζkm is a primitive lth-root of unity with l = m/ gcd(m, k), and G = Gal (Q(ζm)/Q) acts

transitively on the set of primitive lth-root of unities. Hence, the size of the orbit of this group action is ϕ(l)
and

TrL/Q
(
ζkm
)

=
ϕ(m)

ϕ(l)
µ(l),

proving Equation 7.

The function µ(l) is called the Möbius function and it is given by

µ(l) =


1, if l is square free with an even number of prime factors,

−1, if l is square free with an odd number of prime factors,

0, if l is divisible by a square.

In particular, it follows from Lemma 2 that for prime powers m = pe

TrL/Q
(
ζkm
)

=


(p− 1)pe−1, if k = 0,

0, if pe−1 - k,
−pe−1, otherwise.

Hence, for prime powers,
Bm = Bpe = pe−1Bp ⊗ Ipe−1 , (8)

and
Bp = pIp − 1p1

T
p , (9)

where Ik is the k × k identity matrix and 1k ∈ Zk is the all-ones vector.
The m×m matrix Bm of Lemma 2 is of interest since the largest singular value of any matrix A equals

the square root of the largest eigenvalue of A†A. The following lemma shows that the matrix Bm only has
two different eigenvalues.
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Proposition 1. The matrix Bm has eigenvalues 0 and m, with multiplicities m − ϕ(m) and ϕ(m), respec-
tively.

Proof. Let m = pe11 . . . p
eg
g be the prime factorization of m, then by Equation 5 it follows that

Bm = Bpe11 ⊗ · · · ⊗ Bpegg .

Hence, it suffices to prove the statement for prime powers m. So let us assume m = pe for some prime p and
positive integer e.

We have already seen that in this case Bm = pe−1Bp⊗ Ipe−1 and Bp = pIp− 1Tp 1p. The eigenvalues of Bp
can easily be shown to be equal to 0 and p, with multiplicities 1 and p−1, respectively. Hence the eigenvalues
of Bm are 0 and pe with multiplicities pe−1 and (p− 1)pe−1 respectively, which proves the proposition.

By Proposition 1 it therefore follows that

s1(m) ≤ s1(Am) =
√
s1(Bm) =

√
m, ∀m ∈ Z>0.

Now note that if 2 | m, the following identity holds for some matrix A ∈ Cn/2×m:

Am = (A,−A) .

Hence, instead of the matrix Am we can also consider the matrix

Ãm =
(
M(ζkm)

)
1≤k≤τ(m)

,

and obtain the following slightly stronger result that was conjectured in [LS18].

Proposition 2 (Conjecture 2.6 of [LS18]). For all positive integers m, s1(m) ≤
√
τ(m).

Since all columns of the matrix Mm have norm
√
ϕ(m) we also obtain a lower bound for the largest

singular value s1(m). In fact, we obtain√
ϕ(m) ≤ s1(m) ≤

√
τ(m), (10)

with an equality on both sides of s1(m) if and only if m is a power of 2.

5 Optimal basis for cyclotomic number fields

In the previous section we have proven an upper and a lower bound for the largest singular value s1(m) of
the matrix Mm. This matrix was constructed from the power basis 1, ζm, . . . , ζ

n−1
m of L = Q(ζm). A question

that remains is whether we can find another integral basis B = {α0, . . . , αn−1} with the same or even a
smaller largest singular value associated to it. To this end, let us consider the matrix

MB = (σi(αj))0≤i,j≤n−1 ∈ L
n×n,

and define s1(B) to be its largest singular value. From the following lemma it follows that the lower bound
of Equation 10 does not only hold for the power basis, but for all integral bases of L.

Lemma 3. Let B be an integral basis of Q(ζm), then for all α ∈ B, it holds that∥∥∥(σi(α))0≤i≤n−1

∥∥∥ ≥√ϕ(m).

Moreover, we have equality if and only if αm = ±1.
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Proof. By the inequality of the arithmetic and geometric mean we have

1

n

∥∥∥(σi(α))0≤i≤n−1

∥∥∥2 ≥ ∣∣NL/Q (α)
∣∣1/n ,

with equality if and only if |σi(α)| = |σj(α)| for all i, j. Moreover, since α is integral and non-zero it holds
that |NL/Q (α) | ≥ 1 and therefore that∥∥∥(σi(α))0≤i≤n−1

∥∥∥ ≥ √n =
√
ϕ(m),

with equality if and only if |σi(α)| = 1 for all i or equivalently αm = ±1.

Corollary 1. Let B be an integral basis of Q(ζm), then s1(B) ≥
√
ϕ(m).

Proof. Let α ∈ B, then (σi(α))0≤i≤n−1 is a column of MB and

s1(B) ≥
∥∥∥(σi(α))0≤i≤n−1

∥∥∥ .
The corollary now follows from Lemma 3.

The following theorem shows, for m a prime power, that any basis B with s1(B) ≤
√
τ(m) can only

contain roots of unity (up to sign).

Theorem 3. Let m = pe be a prime power and let B be a basis of Q(ζm) with s1(B) ≤
√
τ(m), then for all

α ∈ B it holds that αm = ±1.

Proof. Let α ∈ B be one of the basis vectors. Then there exists a non-zero x ∈ Zn such that

Mm x = (σ0(α), . . . , σn−1(α))
T
.

Moreover, s1(B) ≤
√
τ(m) implies that

‖Mm x‖ ≤
√
τ(m).

If ‖Mm x‖ =
√
ϕ(m) the theorem follows from Lemma 3, so we are left to consider the case√

ϕ(m) < ‖Mm x‖ ≤
√
τ(m). (11)

If p = 2, then τ(m) = ϕ(m) = m/2 and Equation 11 results in a contradiction. So let us assume that p
is an odd prime and therefore τ(m) = m.

Analogous to the deduction of Equations 8 and 9 it can be shown that

Gm := M†m Mm =
(
peIp−1 − pe−11p−11Tp−1

)
⊗ Ipe−1 .

Hence all entries of the Gram matrix Gm are divisible by pe−1 and, together with Equation 11, it follows
that

xTGmx = 0 mod pe−1 and (p− 1)pe−1 < xTGmx ≤ pe,

which implies
xTGmx = pe.

If we let yi =
(
xi, xi+pe−1 , . . . , xi+(p−2)pe−1

)
∈ Zp−1 for 1 ≤ i ≤ pe−1, we can rewrite this equation as

follows

xTGmx = pe−1
pe−1∑
i=1

yTi Gpyi = pe.

10



Since for all non-zero y ∈ Zp−1 it holds that yTGpy ≥ p− 1 (Lemma 3), we see that there is exactly one
i such that yi is non-zero (recall that p is odd). Hence,

xTGmx = pe−1yTi Gpyi = pe ‖yi‖2 − pe−1
p−1∑
j=1

yij

2

= pe. (12)

It now follows that

p−1∑
j=1

yij = kp, for some k ∈ Z.

Hence,

|kp| ≤
p−1∑
j=1

|yij | ≤
√
p− 1 ‖yi‖

Substituting in Equation 12 then gives

pe = xTGmx ≥ pe
k2p2

p− 1
− pe−1k2p2 =

k2p

p− 1
pe,

which implies k = 0 and, again by Equation 12, ‖yi‖ = ‖x‖ = 1 contradicting the assumption that ‖Mm x‖ >√
ϕ(m). Hence, there does not exist an x ∈ Zn such that

√
ϕ(m) < ‖Mm x‖ ≤

√
τ(m) which proves the

theorem.

The proof of Theorem 3 uses the fact that, for prime powers m, all non-zero elements of the complex
lattice

{γ ∈ Cn : γ = Mm x for some x ∈ Zn}

with norm less than or equal to
√
m have norm

√
ϕ(m) and therefore correspond to roots of unity (up to

sign). This proof does not not generalize to composite conductors m. As a counterexample take m = 15, i.e.

L = Q(ζ15). Then α = 1 + ζ315 is not a root of unity and
∥∥∥(σi(α))0≤i≤n−1

∥∥∥2 = 12, hence

ϕ(m) = 8 <
∥∥∥(σi(α))0≤i≤n−1

∥∥∥2 < 15 = τ(m).

At this point we have shown that for prime powers m = pe, any integral basis of Q(ζm)/Q with s1(B) ≤√
τ(m) can only contain roots of unity (up to sign). What remains to show is whether the remaining candidate

bases are all optimal or whether some bases result in smaller singular values than others.

Theorem 4. Let m = pe be an odd prime power and let

Rm =
{
ζp

e−1i+j
m : 0 ≤ i < p, 0 ≤ j < pe−1

}
,

be the set of mth-roots of unity. Then a subset S ⊂ Rm of cardinality ϕ(m) forms a basis of Q(ζm)/Q if and
only if, for all 0 ≤ j ≤ pe − 1, the following set forms a basis for Q(ζp)/Q{

ζp
e−1i
m : ζp

e−1i+j
m ∈ S

}
.

Proof. This theorem follows directly form Theorem 3.2 of [Bos90].
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Theorem 4 shows that any basis containing only mth-roots of unity can be constructed by choosing one
of the p possible bases of Q(ζp)/Q for all 0 ≤ j ≤ pe−1 − 1. Hence, there exist precisely pp

e−1

of these bases.
The following theorem shows that all these bases have a largest singular value of exactly

√
m and that there

does not exist an integral basis of Q(ζm)/Q with s1(B) <
√
m.

Theorem 5. Let m = pe be a prime power and let B be a basis of Q(ζm)/Q containing only mth-roots of
unity. Then s1(B) =

√
τ(m).

Proof. Let us first consider the case p = 2. Then the set of mth-roots of unity is given by{
±1,±ζ1m, . . . ,±ζϕ(m)

m

}
.

Hence, any basis B of Q(ζm)/Q containing only mth-roots of unity can be obtained by taking the power
basis and changing the sign of some of its elements. From this it follows that s1(B) =

√
τ(m).

Let us now now consider the case where p is an odd prime, then τ(m) = m and s1(B)2 is the largest

eigenvalue of the Gram matrix GB = M†B MB . Since B only contains roots of unity, GB is submatrix of the
matrix Bm of Lemma 2. Hence for all 0 ≤ i, j ≤ n− 1 the ijth-entry of GB is equal to

TrL/Q
(
ζkijm

)
=

ϕ(m)

ϕ(m/ gcd(m, kij))
µ(m/ gcd(m, kij)),

for some −m < kij < m. For a different basis B̃ we obtain, by Theorem 4, that the Gram matrix GB̃ has its
ijth-entry equal to

TrL/Q

(
ζkij+p

e−1l
m

)
,

for some l ∈ Z. Hence, if i 6= j then kij 6= 0 and gcd(m, kij) = gcd(m, kij + pe−1l) from which it follows that
the ijth-entries of the Gram matrices GB and GB̃ are equal. Moreover, the diagonal elements of the Gram

matrices GB and GB̃ are all equal to ϕ(m). Hence GB = GB̃ and s1(B) = s1(B̃). By Equation 4 it follows
that s1(B) =

√
m which proves the theorem.

When m a composite number the above theorem does not hold. As a counter example we can take
m = 105 = 3× 5× 7 with largest singular value s1(m) = 9, 95.. <

√
105. When we take B to be the powerful

basis [LPR13], also containing only roots of unity, we obtain a largest singular value s1(B) =
√

105. Hence
for m = 105, not all bases containing only roots of unity result in the same largest singular value.

6 Generalization to arbitrary number fields

Our proof of Theorem 2 has paved the road to a generalization from the ring of integers in a cyclotomic
number field to arbitrary orders O in arbitrary number fields L.

To this end we define, for an integral basis BL/Q = (β0, . . . , βn−1) of L/Q, the matrix

M
(
BL/Q

)
:= (σi(βj))0≤i,j≤n−1 ∈ L̄

n×n, (13)

where L̄ is an algebraic closure of L and σi : L→ L̄ are the complex embeddings of L. Moreover, we define
s1(BL/Q) to be the largest singular value associated to this matrix, i.e.

s1(BL/Q) := s1(M(BL/Q)).

In the cyclotomic case we inherited a Euclidean norm from the coefficient embedding that in turn was

defined by the choice of basis Bm =
(

1, ζm, . . . , ζ
ϕ(m)−1
m

)
. This cyclotomic basis has the useful property that

for all z | m, there exists a basis Bzm of Q(ζm)/Q(ζz) such that Bm = Bzm ⊗ Bz (⊗ denotes the Kronecker
product). For general number fields K ⊂ L, and arbitrary bases BL/Q, we can not expect the existence of
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bases of K/Q and L/K with this property. For this reason we make the dependence of the norm on the basis
BL/Q = (β0, . . . , βn−1) explicit and denote by || · ||BL/Q the `2-norm associated to the coefficient embedding

ψ : L→ Qn,
n−1∑
i=0

yiβi 7→

y1...
yn

 .

The proof of the generalization of Theorem 2 is analogous to the proof in Section 1. However, we do
encounter a number of subtleties. Firstly, the extension L/Q is not necessarily a Galois extension. In this case
the primes p above a rational prime p can have different inertia degrees and ramification indices. Moreover,
decomposition fields are only defined for Galois extensions. Hence, the second invertibility condition of
Theorem 2 is not applicable to number fields that are not Galois.

Secondly, in contrast to the ring of integers OL, an order O might not be a unique factorization domain.
For this reason we only consider rational primes p such that the ideal (p) is relatively prime to the conductor

fO = {γ ∈ OL : γOL ⊂ O} .

For these primes we have the following lemma.

Lemma 4. Let O be an order in a number field L and let p be rational prime such that the ideal (p) is
relatively prime to the conductor fO, then

O/(p) ∼= OL/(p).

Proof. Since O ⊂ OL, we have the following injective ring homomorphism,

f : O/(p) ∼= OL/(p), x 7→ x.

Moreover, since fO and (p) are relatively prime, for every y ∈ OL there exists a γ ∈ fO ⊂ O and an α ∈ (p)
such that

γ + α = y.

Hence f (γ mod (p)) = y mod (p) showing that f is surjective and thereby an isomorphism.

Thirdly, for arbitrary towers of number fields fields Q ⊂ K ⊂ L, the order OL does not have to be free
over OK . A sufficient condition for OL to be free over OK is that OK is a principal ideal domain. This
follows from the structure theorem for finitely generated modules over principal ideal domains and the fact
that OL is a torsion free OK-module (e.g. [Lan02, Theorem 7.3]).

However, even if OL is not free over OK , the order O contains, by definition, a basis of L/Q and thus
a basis BL/K = (α0, . . . , αl−1) of L/K. Let B∗L/K = (α∗0, . . . , α

∗
l−1) be the trace dual basis that is uniquely

defined by the following relation:

TrL/K(αiα
∗
j ) =

{
1, if i = j,

0, otherwise.

Then we have the following inclusion [Sti93, Theorem 3.3.4]:

l−1∑
i=0

OKαi ⊂ O ⊂
l−1∑
i=0

OKα∗i .

Hence, there exists a freeOK-module M =
∑l−1
i=0OKα∗i that containsO. To the dual basis B∗L/K we associate,

as in the cyclotomic case, the projections

πj : M → OK ,
l−1∑
i=0

γiα
∗
i 7→ γj , for 0 ≤ j ≤ l − 1.

The module M can in general be larger than the ring of integer OL and the ring M/p does not have to be
well-defined for all primes p. For this reason, we only consider primes p for which p - [M : O].

Altogether we thus obtain the following generalization of Theorem 2.
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Theorem 6. Let L/Q be a number field of degree n containing an order O with Z-basis BL/Q. Moreover,
let p be a rational prime that is unramified and relatively prime to the conductor fO. Then p factors in L as

(p) =

g∏
i=1

pi,

where pi is a prime in L with inertia degree fi for all i. Moreover, γ ∈ O/(p) is invertible if

0 < ||γ||BL/Q <

√
n

s1(BL/Q)
pmin1≤i≤g(fi/n).

Assume in addition that L/Q is Galois, hence fi = f for some f and for all i. Let Ki denote the decomposition
field of pi with integral basis BKi/Q and let Mi ⊃ O be a free OKi

-module with independent projections
πij : Mi → OKi

for 1 ≤ j ≤ f . Moreover, assume that p - [Mi : O] for all 1 ≤ i ≤ g. Then if for all i there
exists a j such that

0 < ||πij(γ)||BKi/Q
<

√
g

s1(BKi/Q)
p1/g,

then γ is invertible in O/(p).

Note that if the Galois extension L/Q is Abelian, then for all i, Ki = K for some K ⊂ L.
A final practical remark in generalizing these results is that the largest singular value s1(B) for certain

bases B of cyclotomic number fields is small, resulting in favorable invertibility conditions. For bases of arbi-
trary number fields this largest singular value might very well become large rendering certain cryptographic
schemes over these fields inefficient.

7 Trinomial number fields

In this section we discuss the construction of challenge sets in orders of the form O ∼= Z[X]/(f) with
f = Xn + aXk + b ∈ Z[X] (k < n) an irreducible trinomial. For a root α ∈ O of f , we show that the largest
singular value associated to the power basis Bf =

(
1, α, . . . , αn−1

)
of O only grows linearly in the degree n

of f and that we are still able to construct good challenge sets.
Let α be a root of f and let L = Q(α) with complex embeddings σi for 0 ≤ i ≤ n− 1. Then the matrix

M(Bf ) is defined as

M(Bf ) =
(
σi(α

j)
)
0≤i,j≤n−1 ∈ L̄

n×n,

for some algebraic closure L̄ of L. Note that for a different choice of root α, the rows of the matrix M(Bf )
are permuted and its singular values stay the same, which justifies our slight abuse of notation.

In the remainder of this section we prove an upper bound for the largest singular value s1(M(Bf )). To
this end we state a theorem that was originally proved in 1908 by Bohl [Boh08] and later reformulated
in [TdW16].

Theorem 7 ([Boh08, TdW16]). Let f = Xn + aXk + b ∈ C[X]. Let β ∈ R>0 and N be the number of
roots of f with norm smaller than or equal to β. Then the following holds:

1. If |b| ≥ βn + |a|βk, then N = 0,
2. If βn ≥ |a|βk + |b|, then N = n,
3. If |a|βk ≥ βn + |b|, then N = k.

From this theorem the following result is obtained. For notational convenience we restrict ourselves to
irreducible polynomials in Z[X].
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Corollary 2. Let f = Xn + aXk + b ∈ Z[X] be irreducible with roots α0, . . . , αn−1. Then

max
i

(|αi|) ≤ (|a|+ |b|)
1

n−k .

Proof. Let β = (|a|+ |b|)
1

n−k , then since f is irreducible it follows that β ≥ 1. Hence

βn ≥ βk(|a|+ |b|) ≥ |a|βk + |b|,

and by Theorem 7 it follows that all n roots have their norm upper bounded by β, which proves the corollary.

We are now ready to give an upper bound for the largest singular value s1(M(Bf )).

Lemma 5. Let f = Xn + aXk + b ∈ Z[X] be an irreducible polynomial. Then

s1(M(Bf )) ≤ n (|a|+ |b|)
n−1
n−k .

Proof. Let α0, . . . , αn−1 be the roots of f and define αl :=
(
αl0, . . . , α

l
n−1
)T

. Then αl, for 0 ≤ l ≤ n− 1, are
precisely the columns of M(Bf ). Moreover, by Corollary 2 it follows that for all 0 ≤ l ≤ n− 1

||αl||∞ ≤ (|a|+ |b|)
l

n−k ,

≤ (|a|+ |b|)
n−1
n−k .

(14)

Hence for all 1 ≤ i, j ≤ n
|M(Bf )ij | ≤ (|a|+ |b|)

n−1
n−k ,

and

s1(M(Bf )) ≤ ||M(Bf )||HS ,

=

√√√√ n∑
i,j=1

|M(Bf )ij |2,

≤ n (|a|+ |b|)
n−1
n−k .

A similar upper bound is given in Lemma 5.5 of [PP19]. They consider a more general class of polynomials
and derive a slightly larger uppper bound. The following lemma yields a minor improvement of Lemma 5.

Lemma 6. Let f = Xn + aXk + b ∈ Z[X] be an irreducible polynomial. Then

s1(M(Bf )) ≤ n

√√√√√ (|a|+ |b|)
2n

n−k − 1

n
(

(|a|+ |b|)
2

n−k − 1
) ,

with for fixed k

lim
n→∞

(|a|+ |b|)
2n

n−k − 1

n
(

(|a|+ |b|)
2

n−k − 1
) =

(|a|+ |b|)2 − 1

2 log(|a|+ |b|)

Proof. The first part of the proof of this theorem is analogous to the proof of Lemma 5. We use the first
inequality of Equation 14 to obtain the following upper bound:

s1(M(Bf )) ≤ ||M(Bf )||HS ,

=

√√√√ n∑
i,j=1

|M(Bf )ij |2,

≤

√√√√n

n−1∑
l=0

(|a|+ |b|)
2l

n−k ,
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from which the first claim of the theorem follows by the summation formula for geometric series.

Now we prove the second claim of the theorem. For the numerator in the limit we have

lim
n→∞

(|a|+ |b|)
2n

n−k − 1 = lim
n→∞

(|a|+ |b|)
2

1−k/n − 1

= (|a|+ |b|)2 − 1,

and for the denominator we have

lim
n→∞

n (|a|+ |b|)
2

n−k − n = lim
N→0

(|a|+ |b|)
2N

1−kN − 1

N
,

= lim
N→0

d
dN

[
(|a|+ |b|)

2N
1−kN − 1

]
d
dN [N ]

,

= lim
N→0

(|a|+ |b|)
2N

1−kN log (|a|+ |b|) 2
(1−kN)2

1
,

= 2 log(|a|+ |b|),

where the second equality follows from L’Hôpital’s rule. This proves the second claim of the lemma.

Hence, the largest singular value s1(M(Bf )) grows at most linearly in the degree n of f . For cyclotomic
number fields L of conductor m an upper bound on the largest singular value s1(m) could have been obtained
by applying the same proof technique. This would have resulted in the sub-optimal upper bound:

s1(m) ≤ ϕ(m).

In comparison, in Section 4 we proved the upper bound s1(m) ≤
√
τ(m). The main difference is that in the

proofs of Lemmas 5 and 6 we merely considered the size of the entries of M(Bf ) and not the orthogonality
of its columns. This observation suggests that there might be room for improvement in upper bounding the
value s1(M(Bf )) for trinomials f .

8 Factorization pattern of rational primes in trinomial fields

The invertibility results, Theorem 2 and Theorem 6, depend on the factorization pattern of rational primes
p in the field L. For cyclotomic number fields the factorization patterns were described by Lemma 1. In
this section, we will do the same for certain trinomial fields, i.e. fields of the form L = Q[X]/(f) with
f = Xn + aXk + b ∈ Z[X] (k < n). In particular, we restrict ourselves to trinomials of the following form
f = Xn −X − 1. The trinomials of this form are irreducible [Sel57] and their Galois group is the symmetry
group Sn [Osa87], which is maximal.

The NTRU Prime cryptosystem [BCLvV17], for example, recommends using polynomials of this form
with n prime. Taking f to be of prime degree ensures that L only has trivial subfields, thereby ruling
out possible subfields attacks. Moreover, the fact that the Galois group of L is Sn ensures that L is not
contained in a cyclotomic field. In addition, a maximal Galois group will ensure L does not have a lot of
automorphisms. Finally, [BCLvV17] recommends the use of primes p that are inert in L to avoid the existence
of homomorphisms form OL/(p) to smaller rings. Such homomorphisms have been used to break specific
instances of Ring-LWE based cryptosystems [CLS16].

In this work, we have aimed to find suitable primes that split in as many factors as possible so that the
Chinese Remainder Theorem (CRT) can be applied to implement efficient ring operations. This contradicts
the recommendation of choosing rational primes p that are inert in L. For this reason we will consider
different factorization patterns, ranging from inert primes to completely splitting primes.
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8.1 Chebotarev’s Density Theorem

For any number field L/Q of degree n the Galois group G = Gal (L/Q) is a subgroup of the symmetry group
Sn. Moreover every rational prime p that is unramified in L corresponds to a conjugacy class of G ⊂ Sn,
namely the conjugacy class of the Frobenius elements of the primes p in L that lie over p. As permutations
in Sn, the elements in a conjugacy class all have the same cycle structure.

Let us now write (f1, f2, . . . , fg) with f1 ≥ f2 ≥ · · · ≥ fg for the decomposition type (or factorization
pattern) of p in L, i.e. p =

∏g
i=1 pi where pi is prime in L and has inertia degree fi. Then the decompo-

sition type of p equals the cycle structure of the corresponding conjugacy class in G ⊂ Sn. Moreover, by
Chebotarev’s Density Theorem the density of unramified primes with a particular decomposition type is
proportional to the size of the associated conjugacy class in G [Tsc26].

In our case, L = Q[X]/(f) with f = Xn −Xk − 1, the fact that the Galois group equals Sn thus implies
that for every possible partition P of n there exists an infinite amount of primes with decomposition type P
in L.

The density of unramified primes that are inert in L is, for example, equal to 1/n and if k|n the density
of unramified primes with decomposition type (n/k, . . . , n/k) (k times) is equal to

kk

k!nk
.

9 Challenge sets

In this section we construct challenge sets in the number field L, where we let L be either the cyclotomic
number field Q(ζ512) or the trinomial field Q[X]/

(
X256 −X − 1

)
. Our constructions follow the approach

of [LS18] in which a challenge set of cardinality ≈ 2237 is constructed. For quantum security a challenge set
of size approximately 2256 is typically chosen, but in [LS18] it is argued that 2237 should be large enough.

The challenge sets are constructed via the coefficient embedding, using a power basis
(
1, β, . . . , βn−1

)
of

L/Q, allowing us to represent elements in OL by vectors in Zn. For both the cyclotomic and the trinomial
number field challenge sets of the following form are considered,

Cn =

{
γ =

n−1∑
i=0

aiβ
i ∈ OL : ‖a‖2 = R, ‖a‖∞ = 1

}
, with |Cn| =

(
n

R

)
2R, (15)

where n = 256 is the degree of the field extension and R ∈ Z≥0 is minimized under the condition that
|Cn| ≥ 2237. The size of the challenge set can be increased by including all elements with norm at most R,
i.e. not only those with norm equal to R, and by dropping the condition on the infinity norm. However, it
turns out that the minimal R for which |C| ≥ 2237 is the same in both cases. Moreover, the cardinality of
challenge sets of Equation 15 is easily computed and for these challenge sets Lemma 7 can be applied to
achieve another minor improvement.

For the cyclotomic number field we also consider the following construction, which depends on the de-
composition type of the rational prime p,

C = Cn/f × · · · × Cn/f︸ ︷︷ ︸
f-times

, with |C| =
(
n/f

R

)f
2fR. (16)

Each factor in the Cartesian product of Equation 16 corresponds to an element in the decomposition
field LDp of a prime p with n/f distinct factors in L, all of inertia degree f . Together these factors define,
via a basis of L/K, an element of OL. When referring to the decomposition field techniques challenge sets
of this form are used. Again, R is chosen to be the smallest integer for which |C| ≥ 2237.

Subsequently, we apply Theorem 2 and Theorem 6 to find the minimal size of rational primes p for
which all elements in C − C = {c − c′|c, c′ ∈ C, c 6= c′} are invertible modulo p. We only consider odd and
unramified primes. These theorems relate the invertibility condition to the norms R of the elements in the

17



challenge set. We can immediately bound the norm of elements of elements in C −C by 2R, but the following
lemma combined with the fact that 2 is invertible modulo any odd prime gives us a small improvement. This
observation was already made in [LS18] and applied to their ad-hoc example.

Lemma 7. Let Cn be as in Equation 15. Then for all x ∈ Cn − Cn, either ∃y ∈ Zn such that x = 2y and
‖y‖ ≤

√
R or ‖x‖ ≤

√
4R− 2.

Proof. The norm of x ∈ Cn − Cn is maximal if x = y − (−y) for some y ∈ C, i.e. x = 2y with ‖y‖ ≤
√
R.

Moreover, ‖x‖∞ ≤ 2 and ‖x‖1 = 2R for all x ∈ Cn − Cn. Therefore, the next largest element of Cn − Cn
contains R− 1 entries equal to ±2, two entries equal to ±1 and all other entries equal to 0. Hence, the next
largest element has `2-norm

√
4R− 2, which proves the lemma.

Recall that the invertibility condition depends on the decomposition type of p in L. The decomposition
types of unramified rational primes in the Q(ζ512) follow from Lemma 1 and in Section 8.1 the decomposi-
tion types of primes in Q[X]/

(
X256 −X − 1

)
were described. In particular, in Q(ζ512) the decomposition

type of p is uniquely determined by the number of prime factors in Q(ζ512) and no rational prime is inert
in Q(ζ512). In contrast, for any partition of n there exists a rational prime p that factors accordingly in
Q[X]/

(
X256 −X − 1

)
. For a fair comparison between the two fields only rational primes for which all prime

factors in L have the same inertia degree are considered.
In Table 1 the resulting prime sizes for L = Q(ζ512) are displayed. Both for the standard approach and

the decomposition field approach. Each row in this table represents a decomposition type and Chebotarev’s
Density Theorem gives us the density of the unramified primes of the corresponding decomposition type.
Note that the sum of these densities is 1 since all possible decomposition types are represented in this table.

Lyubashevsky and Seiler [LS18] introduced the decomposition field approach and gave an ad-hoc example
of a challenge set in Q(ζ512) in which they considered primes with g = f = 16. They showed that in this case
primes p larger than 230,45.. achieve the desired invertibility. This result can also be retrieved from Table 1.

Number of prime Inertia Chebotarev’s Prime size Prime size
factors (g) degree (f) Density (log2(p)) (decomp. field)

1 256 0 − −
2 128 1/2 7, 71.. 1

4 64 1/4 15, 42.. 5, 16..

8 32 1/8 30, 85.. 13, 28..

16 16 1/16 61, 71.. 30, 45..

32 8 1/32 123, 42.. 78, 51

64 4 1/64 246, 85.. 184, 15..

128 2 3/256 493, 71.. 430, 58..

256 1 1/256 987, 42.. 987, 42..

Table 1. Minimal size of p such that all elements in C − C ⊂ OL, with L = Q (ζ512), are invertible modulo p. C is
chosen of the form of Equation 15 in the standard approach and of the form of Equation 16 in the decomposition
field approach.

In Table 2 the resulting prime sizes for L = Q[X]/
(
X256 −X − 1

)
are displayed. The singular value

s1(BL/Q), associated to the power basis BL/Q =
(
1, X, . . . ,X255

)
, is equal to 31, 33... In comparison, the

singular value for the cyclotomic field equals 16. Hence the minimum prime sizes are larger for the trinomial
field by an additive term

g log2

(
31, 33..

16

)
≈ g.

Moreover, since L is not Galois we can not apply the decomposition field technique.
Again each row represents a decomposition type and the densities of the unramified primes of the corre-

sponding decomposition type are given. Note that, in this case, the sum of these densities is not equal to 1,
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because many other decomposition types are possible in L. Moreover, the densities for some decomposition
types are extremely small, making it probably very hard to find primes of these specific decomposition types.
Additionally these small densities are likely to cause the actual primes to be much larger than the lower
bounds given by Table 2.

Number of prime Inertia Chebotarev’s Prime size
factors (g) degree (f) Density (log2(p))

1 256 2−8 4, 82..

2 128 2−15 9, 65..

4 64 2−28,58.. 19, 30..

8 32 2−55,29.. 38, 61..

16 16 2−108,25.. 77, 22..

32 8 2−213,66.. 154, 45..

64 4 2−423,99.. 308, 91..

128 2 2−844,16.. 617, 83..

256 1 2−1683,99.. 1235, 67..

Table 2. Minimal size of p such that all elements in C − C ⊂ OL, with L = Q[X]/
(
X256 −X − 1

)
, are invertible

modulo p. C is chosen of the form of Equation 15.

10 Challenge sets in the canonical embedding

Thus far, challenge sets have been defined via the coefficient embedding ψB : L → Qn of our number field,
which depends on the choice of integral basis B of L/Q. These challenge sets correspond to sets of elements
in the lattice Zn of bounded norm. The cardinality is easily computed and with some additional restrictions
we even find the expressions of equations 15 and 16.

However, the appropriate embedding to consider is actually the canonical embedding f : L → Cn. In
contrast to the coefficient embedding, this embedding is basis independent and preserves products. Moreover,
it induces other Euclidean norms on L and OL, which are directly related to the hardness of the Ring-SIS
problem underlying the security of the cryptographic protocols.

The canonical embedding f maps L into an n-dimensional R-vector space KC ⊂ Cn. Moreover, the image
f(OL) is a full-rank lattice in KC [Neu99, Section 1.5]. Challenge sets defined via the canonical embedding
are of the form γ ∈ OL : ‖f(a)‖ =

√√√√n−1∑
i=0

|σi(γ)|2 ≤ R

 ,

for some radius R ≥ 0. Hence, these challenge sets correspond to sets of elements in the lattice f(OL) of
bounded norm. Depending on the lattice f(OL) and the radius R the cardinality of these challenge sets can
be hard to compute.

The coefficient and canonical embedding are related via the matrix M(B) (Equation 13), namely f(γ) =
M(B) · ψB(γ) for all γ ∈ L. Moreover, we have the following inclusion

C := {γ ∈ OL : ‖ψB(a)‖ ≤ R} ⊂ {γ ∈ OL : ‖f(a)‖ ≤ s1(B)R} =: C̃,

where s1(B) is the largest singular value of the matrix M(B).
All previous challenge sets have been constructed via the coefficient embedding and an invertibility result

has been obtained by an implicit mapping to the canonical embedding, which gave rise to the largest singular
value s1(B) in the invertibility bounds of Theorem 2 and Theorem 6. The invertibility properties of the sets
C and C̃ are therefore the same, hence they both result in the same prime sizes. However, the set C̃ can be
strictly larger than C, which means that the challenge set C might be suboptimal.
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When L is a cyclotomic number field with conductor m = 2k and B is the power basis, the matrix M(B)
is orthogonal and both embeddings result in similar challenge sets. In fact, in this case

{γ ∈ OL : ‖ψB(a)‖ ≤ R} = {γ ∈ OL : ‖f(a)‖ ≤ s1(m)R} ,

where s1(m) =
√
m/2. Power-of-two cyclotomic number fields thus have the convenient property that the

`2-norms in the two different embeddings only differ by a factor s1(m).
The following lemma recaps the invertibility result used in our proof of Theorem 2. However, this lemma

directly uses the canonical embedding which removes the largest singular value. Moreover, this lemma con-
siders arbitrary `k-norms.

Lemma 8. Let L/Q be a number field of degree n and let f : L→ Cn be the canonical embedding. Then for
all γ ∈ L and for all k ≥ 1, ∣∣NL/Q (γ)

∣∣ ≤ (‖f (γ)‖k
k
√
n

)n
.

Proof. The proof immediately follows from inequality of the arithmetic and the geometric mean.

Lemma 8 suggests the approach to define challenge sets using different `k-norms, i.e. challenge sets of
the form

{γ ∈ OL : ‖f(a)‖k ≤ R} .
In particular, if we take k = 1 the denominator in Lemma 8 is n ≥

√
n, which might give a stronger

invertibility result. However, we will also have to increase the radius R, in comparison to the `2 approach,
to achieve a sufficiently large cardinality. An additional downside of this approach is that we can not apply
Lemma 7 to further reduce the prime size. However, it still turns out to be the case that we can obtain
smaller prime bounds when applying this `1-norm approach.

We will apply this approach to our running example L = Q(ζ512), where we will consider rational primes
with different decomposition types. As in Section 9, the challenge set C̃ will be a Cartesian product of sets
in the decomposition field K (Equation 16). These sets are of form

C̃K := {γ ∈ OK : ‖f(a)‖1 ≤ R} .

Again the radius R of these sets will be chosen to be the minimal value for which C̃ has cardinality at least
2237. The cardinality of these sets is computed by enumerating all relevant lattice vectors and computing
their `1-norm in the canonical embedding. This is a computationally intensive task and for this reason we
only consider rational primes that split in at most 16 factors, i.e. the dimension of the decomposition field
K is at most 16. The resulting prime sizes are shown in Table 3. For comparison, the `2-norm results of
Section 9 are also displayed in this table.

Table 3 shows that, for primes that split in at least 8 factors in L, we can indeed achieve smaller prime sizes
by considering the `1-norm directly in the canonical embedding. However, it must me noted that choosing
the challenge sets in this manner does increase the `2-norm of the challenges. When we choose primes p that
split in 16 prime factors the `2 approach bounds the `2-norms of challenges at 8, while the `1-approach results
in challenges c with ‖c‖ ≤ 4

√
7 ≈ 10, 58. The increased `2-norm makes the underlying Ring-SIS problem

easier to solve, hence decreasing the prime size comes at a costs. We have introduced here a new trade-off
and showed the results for the most extreme cases, either only bounding the `2-norm or only bounding the
`1-norm. However, depending on the application other trade-offs taking both norms into account might be
optimal.

To summarize, defining challenge sets in the canonical eliminates the largest singular value term s1(B)
in the invertibility results. Especially, when the matrix MB is far from orthogonal this approach will lead to
better parameters. In the case of cyclotomic number fields L = Q(ζm) with power basis B these improvements
are directly related to the number of distinct odd prime factors of the conductor m, i.e. the more distinct
odd prime factors m has the more beneficial it will be to define challenge sets in the canonical embedding.
Another benefit of this approach is that other norms can be considered to improve specific parameters of the
resulting cryptographic protocols and to introduce new trade-offs between these parameters. A downside of
this approach is that determining the cardinality of challenge sets becomes more complex.
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Number of prime Inertia Chebotarev’s Prime size (`2) Prime size (`1)
factors (g) degree (f) Density (log2(p)) (log2(p))

1 256 0 − −
2 128 1/2 1 2

4 64 1/4 5, 16.. 5, 53..

8 32 1/8 13, 28.. 12, 07..

16 16 1/16 30, 45.. 30, 01..

Table 3. Minimal prime size for challenge sets in OL with L = Q(ζ512) chosen via the canonical embedding.
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EUROCRYPT 2016 - 35th Annual International Conference on the Theory and Applications of Crypto-
graphic Techniques, Vienna, Austria, May 8-12, 2016, Proceedings, Part II, volume 9666 of Lecture Notes
in Computer Science, pages 559–585. Springer, 2016.
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