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Abstract. The automatic search method based on Mix-integer Linear
Programming (MILP) is one of the most common tools to search the dis-
tinguishers of block ciphers. For differential analysis, the byte-oriented
MILP model is usually used to count the number of differential active
s-boxes and the bit-oriented MILP model is used to search the optimal
differential characteristic. In this paper, we present the influences be-
tween the construction and solution of MILP models solved by Gurobi:
1). the number of variables; 2). the number of constraints; 3). the order
of the constraints; 4). the order of variables in constraints. We carefully
construct the MILP models according to these influences in order to find
the desired results in a reasonable time.

As applications, we search the differential characteristic of PRESENT,
GIFT-64 and GIFT-128 in the single-key setting. We do a dual processing
for the constraints of the s-box. It only takes 298 seconds to finish the
search of the 8-round optimal differential characteristic based on the
new MILP model. We also obtain the optimal differential characteristic
of the 9/10/11-round PRESENT. With a special initial constraint, it
only takes 4 seconds to obtain a 9-round differential characteristic with
probability 2−42. We also get a 12/13-round differential characteristic
with probability 2−58/2−62. For GIFT-128, we improve the probability
of differential characteristic of 9 ∼ 21 rounds and give the first attack on
26-round GIFT-128 based on a 20-round differential characteristic with
probability 2−121.415.

Keywords: MILP, Gurobi, PRESENT, GIFT, Differential Cryptanal-
ysis

1 Introduction

Differential Cryptanalysis is one of the most important and effective attacks on
block ciphers which was first proposed by [1]. And then a lot of attacks were
devised based on this method, such as related-key difference attack, truncated
difference attack, impossible differential attack, rectangle attack and so on[2–5].
Evaluating the ability of a block cipher against the differential attack is a basic
and important requirement.



The first step of the differential analysis is to find a difference characteristic
with the high probability. The most classical method to search the optimal dif-
ferential characteristic is the branch and bound algorithm [6], which has a high
requirement for the programming ability. In recent years, the automatic search
method based on the combination optimal problem is very efficient and has at-
tracted wide attention. The search problem is described as an MILP, SMT/SAT
or CP models and solved by the corresponding solvers [7–9]. Among them, the
MILP method has been widely used in cryptanalysis. It can be used to the search
of the differential characteristics, impossible differentials, divisible property and
so on [10–12]. The Gurobi optimizer is recognized as the most efficient com-
mercial solver [13]. In previous studies, the solution time is an important factor
to evaluate the merits and demerits of different search methods. It seems that
CP or SAT method outperforms the MILP method in [14, 15]. In this paper, we
mainly focus on the influences between the construction and solution of MILP
models solved by Gurobi. Actually, the solution time can be greatly improved
with a carefully constructed MILP model.

Generally, the size of the MILP model related to the number of variables
and constraints is proportionate to the solution time. In [16], they found that
there is no clear positive correlation between the solution time and the number
of inequalities of the differential distribution table (DDT) of the s-box. This
phenomenon is much more than that one. The Gurobi optimizer is a commercial
solver and the internal algorithm isn’t published. Obviously, the search strategy
of Gurobi is not the normal depth-first traversal. Usually, reducing the number
of variables and constraints in MILP model or setting the special optimization
parameters provided by Gurobi to modify the high-level solution strategy can
accelerate the solution time [17]. In this paper, we observe the sensitivity of
the Gurobi optimizer for the description of constraints in MILP model. The
description of constraints is also an important influence to the solution time.

Our contribution. In this paper, we find that the influences between the
construction and solution of MILP models solved by Gurobi are: 1). the number
of variables; 2). the number of constraints; 3). the order of constraints; 4). the
order of variables in constraints. We carefully construct a high quality model to
search the differential characteristics. The solution time can be greatly improved
than before. The inequalities of the differential propagation of the s-box without
and with the probability information are added to the MILP model successively.
The dual processing increases the number of constraints, but the solution time
can be greatly reduced. As applications, we search the single-key differential
characteristic of PRESENT, GIFT-64 and GIFT-128.

1. For PRESENT, the inequalities of the differential branch number of the s-box
are added firstly. And then the inequalities with the probability information
are considered too. In this model, the solution time of the search of the
8-round optimal differential characteristic is reduced from 4 days to 289
seconds. We also firstly obtain the exact bounds of the probability of the
differential characteristic of 9 ∼ 11 rounds PRESENT.



2. For GIFT-64, it only takes 4 seconds to obtain the 9-round differential char-
acteristic with probability 2−42 with a special initial constraint. We also can
get a 12/13-round difference characteristic with probability 2−58/2−62.

3. We improve the probability of the differential characteristic of the 9 ∼ 21
rounds GIFT-128. Based on a 20-round differential characteristic with prob-
ability 2−121.415, we can add 4-round at its beginning and 2-round at the
end to attack 26-round GIFT-128. This is the best result for GIFT-128.

Organization. The paper is organized as follows. In Sect.2, we give a brief intro-
duction of the automatic search tool based on MILP method. The relationship
between the construction and solution of the MILP models solved by Gurobi
is presented in Sect.3. We apply the high quality MILP model to PRESENT,
GIFT-64 and GIFT-128 in Sect.4. Finally, we conclude this paper in Sect.5.

2 The automatic search tool based on MILP method

2.1 The construction and solution of MILP models

Mouha et al. [7] proposed the first framework to count the number of differential
active s-boxes for AES. A MILP problem mainly contains two parts: the objective
and the constraints. The objective can be set to the number of the active s-box
or the differential probability. The constraints are based on the components of
block ciphers, including the linear operations (e.g. XOR, MDS) and nonlinear
operations(e.g. AND, S-box).

The byte- and bit-oriented models in differential analysis are presented as
follows.

1. The byte-oriented MILP model. Model of this kind is usually used to
account the number of differential active s-boxes of block ciphers. The con-
straints mainly come from the linear operations.
(a) The XOR operation: z = x⊕y. (x, y, z) /∈ {(0, 0, 1), (0, 1, 0), (1, 0, 0)} are

the impossible differential patterns. Based on the logical condition, the
constraints are: x+ y − z ≥ 0

x− y + z ≥ 0
−x+ y + z ≥ 0

(1)

(b) The linear operation with the branch numberB: (x0, . . . , xn−1)→ (y0, . . . , yn−1).
∑
i

(xi + yi)−B · d ≥ 0

d− xi ≥ 0, i ∈ {0, . . . , n− 1}
d− yi ≥ 0, i ∈ {0, . . . , n− 1}

(2)

where d is a dummy variable taking values in {0, 1}.
The s-box operation doesn’t require any constraints. The objective in byte-
oriented MILP model is the sum of the variables representing the input words
of s-boxes

∑
xi.



2. The bit-oriented MILP model. This model is more detailed than the
byte-oriented model.
(a) The XOR operation: z = x⊕y. The (x, y, z) /∈ {(0, 0, 1), (0, 1, 0), (1, 0, 0), (1, 1, 1)}

are the impossible differential patterns. Based on the logical condition,
the constraints are: 

x+ y − z ≥ 0
x− y + z ≥ 0
−x+ y + z ≥ 0
−x− y − z ≥ −2

(3)

(b) The s-box operation: (x0, . . . , xn−1)
s−box−−−−→ (y0, . . . , ym−1). For this op-

eration, we can further divide it into three classes:
i. Without considering the differential propagation of the s-box, only

the non-zero input difference must results in the non-zero output dif-
ference. By using this model, the differential properties of the linear
layer of the block cipher can be analyzed.
In this situation, a variable is introduced to mark a s-box, which
means that A = 1 if the input word of the s-box is nonzero, otherwise
A = 0. Then the constraints are:{

A− xi ≥ 0, i ∈ {0, . . . , n− 1}
x0 + . . .+ xn−1 −A ≥ 0

(4)

For the bijective property of the s-box, the nonzero input difference
must result in nonzero output difference and vice versa. The con-
straints are:{

ny0 + . . .+ nym−1 − x0 − . . .− xn−1 ≥ 0
mx0 + . . .+mxn−1 − y0 − . . .− ym−1 ≥ 0

(5)

The objective of this situation is
∑

Ai.
ii. Considering the possibility of the differential propagation patterns

of the s-box. The impossible differential propagation patterns are ex-
cluded by inequalities which can be generated by the SAGE software
[10]. The exact lower bounds of the differential active s-boxes can be
obtained. The objective function is also minimize

∑
Ai.

iii. We can further consider the probability of the differential propaga-
tion of the s-box. The probability of the optimal difference charac-
teristic can be obtained. In this model, it is necessary to introduce
some variables to distinguish the probability. For example, if there
are two nontrivial probability for a 4-bit s-box, two variables (p0, p1)
need to be introduced:

(p0, p1) =

 (0, 0), if Pr[(x0, x1, x2, x3)→ (y0, y1, y2, y3)] = 20

(0, 1), if Pr[(x0, x1, x2, x3)→ (y0, y1, y2, y3)] = 2−2

(1, 0), if Pr[(x0, x1, x2, x3)→ (y0, y1, y2, y3)] = 2−3

(6)



This model is used to search the optimal differential characteris-
tic of block ciphers. The objective function is minimize

∑
(3p0 +

2p1). The probability of the optimal differential characteristic is
2−min

∑
(3p0+2p1).

After defining the objective function and the constraints, we can construct
the corresponding MILP instance which is often described in LP formate and
solved by the Gurobi optimizer.

3 The observations of the construction and solution of
MILP models solved by Gurobi

Reducing the solution time is what we’ve been looking for. However, there is
no clear positive correlation between the number of inequalities of the DDT
of s-box and the solution time as found in [16]. The Gurobi optimizer is one
of the best performance solvers for MILP problems. While the internal search
algorithms are not public. We study the relationship between the construction
and solution of MILP models solved by Gurobi through several tests. We output
all the solutions of each model by setting the parameter PoolSearchMode=2. We
check the sequence of the solutions of each model to reflect the search strategy
of Gurobi.

Obviously, the search strategy of Gurobi is not the normal depth-first traver-
sal. The sequence of solutions of this model doesn’t have any particular rule even
in the empty model. Only variables need to be defined in the empty model. For
example, the sequence of the empty model with x0x1x2x3 is (0000, 1000, 0100, 1100, 0
010, 1010, 0110, 1110, 0001, 1001, 0101, 1101, 0011, 1011, 0111, 1111) as shown in
Fig.1. The order of the first half of the solutions is regular while the later is
not.
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Fig. 1. The sequence of the empty model with x0x1x2x3

The advanced searching algorithms in Gurobi bring this phenomenon. It’s
the key to improve the solution time. We need to know what can change the
search strategy and how to carefully construct a high quality MILP model. It’s



the kernel in this paper. Next, we mainly focus on the relationship between
the construction and solution of MILP models. We can change the number and
order of variables and constraints. Actually, all of them would influence the
search strategy of Gurobi. The growth of the number of variables will expand
the search space which isn’t a wise choice. So we only focus on the remaining
three situations with the following tests. All models in tests have an empty
objective function.

Test 1 The influence of the number of constraints. The inequalities in the first col-
umn of Appendix A are about the DDT of the GIFT s-box. This constraints
are added in the two models. A redundant constraint (−1,−1,−1, 1, 0, 0,−1, 0, 3)
is later added at the end in the second model. Obviously, the solutions of
two models are the same. We solve two models by Gurobi and output the
whole solutions one by one. The test results show that the sequences of the
solutions of two models are different after the 95-th solution which is equal
to (01000111) and (11100001) respectively. Even we describe the constraints
of the GIFT s-box twice, the sequence of solution is changed after the 20-th
solution.

Test 2 The influence of the order of constraints. We rotate down the constraints in
the first column of Appendix A to produce a total of 21 models. The results
show that the sequence of the solutions is different to the models with the
number of rotation (0 ∼ 4, 17 ∼ 20) and the number of rotation (5 ∼ 16).
We may obtain more kinds of sequences if the order of constraints is set
randomly.

Test 3 The influence of the order of variables in constraints. We change the order
of variables in constraints by the left rotation. The constraints also come
from the first column of Appendix A. For example, the constraint a0x0 +
a1x1+ . . .+an−1xn−1 ≥ C is rotated left by one position to get a1x1+ . . .+
an−1xn−1+a0x0 ≥ C. Eight models can be constructed by this change. The
sequence of solutions for each model is not the same as shown in results.

As shown above, the Gurobi optimizer is very sensitive to the construction
of MILP models. This sensitivity may bring unexpected advantages or disadvan-
tages. In practice, we want to optimize the solution of the model by adjusting
the description of the constraints in the model, so that we can obtain a optimal
or higher quality solution in less time. We present some applications to show the
feasibility of this way in next section.

The computation is performed on PC (Intel(R) Core(TM) i7-7500U CPU,
2.70 GHz, 8.00GB RAM, 4 cores, window10) with the optimizer Gurobi7.5.2.

4 Applications

4.1 Application to PRESENT

PRESENT is an Ultra-Lightweight block cipher proposed by Bogdanov et al.[18].
Its a 32-round SP-network with block size 64-bit and key size 80-bit or 128-bit.



Each round of PRESENT consists of three operations: sBoxLayer, pLayer and
addRoundKey. The round function is shown in Fig.2. The sBoxLayer adopts the
same sixteen 4-bit s-box, which is the only nonlinear component of this cipher.
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Fig. 2. The round function of PRESENT

For PRESENT, it’s enough to add the constraints of the s-box operation.
Based on the MILP method, the lower bounds of the number of differential active
s-boxes under the single-key setting are given in [19]. The mainly constrains in
the model are the differential branch number of s-box which is equal to 3. Then
the inequalities of the DDT of the s-box are included to search the optimal
difference characteristic [20]. The probability information is added according
to the equation (6). It takes 4 days to search the 8-round optimal probability
differential characteristic.

We carefully construct a new model to reduce the solution time. In section
3, we can change the search strategy of the solver by adjusting the number of
constraints. Therefore, we try to do the dual processing for the s-box. That
means the constraints of the differential branch number of the s-box are added
in the model and then the constraints of the DDT of the s-box in Appendix A
are added later. Superficially, the increase of the constraints leads to a bigger
model file. While the solution time of the new model can be greatly improved.
The solution time of the search of the optimal difference characteristic of the
8-round PRESENT is about 298 seconds. In addition, we obtain the optimal
difference characteristics of 9 ∼ 11 rounds PRESENT in a reasonable time, as
shown in the Table 1.

4.2 Application to GIFT-64

GIFT is called “ A small PRESENT ” which has a extremely good performance
[21]. It has two versions, namely GIFT-64 and GIFT-128. GIFT-64 is a 28-
round SPN cipher with 64-bit block size. GIFT-128 is a 40-round SPN cipher
with 128-bit block size. Both versions have a key size of 128-bit. Similar to



Table 1. The results of the best single-key differential characteristic of PRESENT

Rounds log2Pr
Time

This paper [20]

8 -32 298s 4d

9 -36 184s -

10 -41 11h -

11 -46 2d -

PRESENT, each round of GIFT consists of three operations: SubCells, PermBits
and AddRoundKey. The round function of GIFT-64 is shown in Fig.3.

 

⊕ ⊕⊕

 

⊕⊕

 

⊕⊕

 

⊕⊕

 

⊕⊕

 

⊕⊕

 

⊕⊕

 

⊕⊕

 

⊕⊕

 

⊕⊕

 

⊕ ⊕⊕

 

⊕ ⊕⊕

 

⊕ ⊕⊕

 

⊕ ⊕⊕

 

⊕ ⊕⊕

 

⊕ ⊕⊕

 

⊕ ⊕⊕

 

⊕⊕

 

⊕⊕

 

⊕⊕

 

⊕⊕

 

⊕⊕

 

⊕⊕

 

⊕⊕

 

⊕⊕

 

⊕⊕

 

⊕ ⊕⊕

 

⊕ ⊕⊕

 

⊕ ⊕⊕

 

⊕ ⊕⊕

 

⊕ ⊕⊕

 

⊕ ⊕⊕

!"!!!#!!!$!!!!%!!!!&!!!!'!!!(!!!!)!!!!*!!!!+!!#"!!##!#$!!#%!!#&!!#'!#(!!#)!!#*!#+!$"!!$#!$$!$%!!$&!$'!$(!$)!!$*!!$+!!%"!!%#!!%$!!%%!!%&!%'!%(!!%)!%*!%+!!&"!!&#!&$!&%!&&!!&'!!&(!&)!!&*!!&+!!'"!!'#!'$!'%!'&!''!!'(!')!'*!'+!!!("!!(#!!($!(%!!

 +i
k

i
k

Fig. 3. The round function of GIFT-64

For GIFT-64, the design document gave the lower bounds of the differential
active s-boxes based on the MILP method [21]. The difference of the 14-round of
GIFT-64 is lower than 2−63 estimated by using the 9-round difference with prob-
ability 2−44.415. Subsequently, Zhu et.al. [22] got the 4-round iterative differential
characteristic based on the MILP method and the two-step search strategy, and
the 12/13 rounds differential characteristic with probability 2−60/2−64.

The dual processing for the s-box is also valid to other block ciphers. However,
the differential branch number of the GIFT s-box is equal to 2, which is a trivial
property. Similar to PRESENT, we add the inequalities of the DDT of s-box
without the probability information and then the constraints with probability
information according to the equation (7). There are tree nontrivial probability
values of the GIFT s-box, so we need to introduce three variables to distinguish
them:

(p0, p1, p2) =


(0, 0, 0), if Pr[(x0, x1, x2, x3)→ (y0, y1, y2, y3)] = 20

(0, 0, 1), if Pr[(x0, x1, x2, x3)→ (y0, y1, y2, y3)] = 2−1.415

(0, 1, 0), if Pr[(x0, x1, x2, x3)→ (y0, y1, y2, y3)] = 2−2

(1, 0, 0), if Pr[(x0, x1, x2, x3)→ (y0, y1, y2, y3)] = 2−3

(7)



The objective function is minimize
∑

(3p0+2p1+1.415p2). Since 3 variables
are required to distinguish the probability information. It’s more difficult to solve
the MILP model of GIFT than PRESENT. The solution time of the search of the
optimal differential characteristic of 9-round GIFT-64 is still intolerable under
the new model. As we known, the Gurobi optimizer usually returns a high quality
feasible solution soon, while takes a long time to prove whether the solution is
optimal. According to Test 3, we try to construct different models by changing
the order of variables in the initial constraint and solve them with 10 seconds.
Here, the initial constraint is the input difference of the first round:

x0 + x1 + . . .+ x63 ≥ 1

Obviously, 64 models can be obtained through the left rotation of the vari-
ables in the initial constraint. The Gurobi is very sensitive to this minor change
in the new model. It is worth noting that this sensitivity will greatly weaken if
the MILP model only contains the constraints of the s-box with the probability
information. The current solutions returned to us by Gurobi given by different
models with 10 seconds are different. Actually, we also set the optimization pa-
rameter MIPFocus=2 to find a higher quality solution as quickly as possible. The
results of the search of differential characteristic of 9-round GIFT-64 is shown
in Fig.4. When the number of left rotation is equal to 24, the solver returns a
feasible solution with 42 which appeared in the 4-th seconds. However, a feasible
solution is equal to 87.83 which cannot be improved to 42 in a reasonable time
under the default initial constraint.

Fig. 4. The results of the 9-round GIFT-64

The 9-round differential characteristic with probability 2−42 is shown in Table
2. We also obtain some 4-round iterative differential characteristics with prob-
ability 2−20, e.g. (0000 0000 0202 0000) → (0000 0000 0202 0000). And we can



Table 2. The differential characteristic of 9-round GIFT-64

Rounds Differential log2Pr

input 0000 000c 0000 0006 1

1 0000 0000 0202 0000 -4

2 0000 0050 0000 0050 -8

3 0000 0000 0000 0202 -14

4 0000 0005 0000 0005 -18

5 0000 0000 0202 0000 -24

6 0000 0050 0000 0050 -28

7 0000 0000 0000 0202 -34

8 0000 0005 0000 0005 -38

9 0080 0404 0202 0101 -42

generate a 12/13 rounds differential characteristics with probability 2−58/2−62

in Appendix B.

4.3 Application to GIFT-128

For GIFT-128, the design document gave the lower bounds of the active S-box
of 1 ∼ 9 rounds GIFT-128 based on the MILP method [21]. They obtained a
9-round differential characteristic with probability 2−46.99. In [22], they searched
the optimal differential characteristic under some limitations. The r-round search
is divided into ri(i = 1, 2, . . . , t) rounds sub-ciphers,

∑t
1 ri = r. The probability

thresholds of each sub-cipher are set in advance. The output difference of the
ri-round sub-cipher is regarded as the input difference of the ri+1-round sub-
cipher. They obtained the differential characteristic of 18-round of GIFT-128
with probability 2−109 and gave a 23-round differential attack.

Under the new model, we search the optimal differential characteristic of
GIFT-128. We divide the r-round search to two parts rf and rb, r = rf + rb.
The hamming weight of the input (or output) difference is equal to 1 in rb
(or rf )-round search. For GIFT-128, we set a active position to 1 and others
to 0. A triple (ip, rf , rb) marks the search patterns, where ip represents the
active position, rf and rb represent the number of round extended forward and
backward respectively. For ip ∈ {0, . . . , 127}, we search the optimal differential
characteristic of rf ∈ {2, 3, 4} and rb ∈ {3, 4, 5, 6}. We choose 16 positions
ip ∈ {4, 12, 19, 23, 27, 31, 36, 44, 51, 55, 59, 63, 68, 76, 100, 108} which have the 9-
round differential characteristics with probability 2−47 when rf = 3 and rb = 6
to further do the high rounds’ search. The results is showed in Table 3.

The differential attack on 26-round GIFT-128. Based on the 20-round
differential characteristic (0000 0000 0000 0000 0000 0000 0000 00a0)→ (0000 0000
4001 0000 2000 0000 1004 0000) with probability 2−121.415, a 26-round differential
attack can obtained by extending forward 4-round and 2-round respectively.

The detail key-recovery process is shown in Table 5. In the data collection
phase, we would build 2n structures. Each structure traverses 64 bits undeter-
mined in△X1

S . For such a pair, it has average probability of 2n+127−34−23−7−121.415



Table 3. The results of the singe-key differential characteristics for GIFT-128

Rounds Searching Patterns
log2Pr

This paper [22]

9 (ipa, 2, 7) -45.415 -47

10 (ipa, 2, 8) -49.415 -

11 (ipb, 2, 9) -54.415 -

12 (ipb, 3, 9) -60.415 -62.415

13 (ipb, 3, 10) -67.83 -

14 (ipa, 4, 10), (ipb, 3, 11) -79 -85

15 (ipa, 2, 13) -86 -

16 (ipa, 3, 13) -91 -

17 (ipa, 4, 13) -97 -

18 (ipa, 2, 16) -103.415 -109

19 (ipa, 5, 14) -115 -

20 (ipa, 2, 18) -121.415 -

21 (ipa, 3, 18) -126.415 -
1 ipa ∈ {4, 12, 36, 44, 68, 76, 100, 108}
2 ipb ∈ {19, 23, 27, 31, 51, 55, 59, 63}

Table 4. The 21-round differential characteristic with 2−126.415 for GIFT-128

Rounds Differential log2Pr

0 0000 0000 0000 0000 0000 0000 1060 0000 1

1 0000 0000 0000 0000 0000 0000 0000 00a0 -5

2 0000 0001 0000 0000 0000 0000 0000 0000 -7

3 0800 0000 0000 0000 0000 0000 0000 0000 -10

4 2000 0000 1000 0000 0000 0000 0000 0000 -12

5 4040 0000 2020 0000 0000 0000 0000 0000 -17

6 5050 0000 0000 0000 5050 0000 0000 0000 -25

7 0000 0000 0000 0000 0000 0000 a000 a000 -37

8 0000 0000 0000 0000 0000 0011 0000 0000 -41

9 0000 0800 0000 0800 0000 0000 0000 0000 -47

10 0202 0000 0101 0000 0000 0000 0000 0000 -51

11 0000 0000 5050 0000 0000 0000 5050 0000 -61

12 0000 0000 0000 0000 0000 0000 00a0 00a0 -73

13 0000 0011 0000 0000 0000 0000 0000 0000 -77

14 00800 0000 0800 0000 0000 0000 0000 0000 -83

15 2020 0000 1010 0000 0000 0000 0000 0000 -87

16 5050 0000 0000 0000 5050 0000 0000 0000 -97

17 0000 0000 a000 a000 0000 0000 0000 0000 -109

18 0000 0000 0000 0000 0011 0000 0000 0000 -113

19 0000 0000 0000 c000 0000 6000 0000 0000 -119

20 0004 0000 0000 0200 0000 0000 0000 0000 -123

21 0000 0000 4001 0000 2000 0000 1004 0000 -126.415



= 2n−58.415 to meet the differential in 5-th round. Here we choose n = 60.415
to expect 4 pairs remaining for the right subkey guesses, the data complexity
is 2124.415. According to the key expansion algorithm in Appendix C, the bits
involved are 109 bits. It remains 2107.415 pairs which are filtered according to
X26

P . The time complexity is 2124.415 bounded by the date complexity and the
memory complexity is 2109 bits.

5 Conclusion

In this paper, firstly we present the relationship between the construction and
solution of the MILP models solved by the Gurobi optimizer. The results show
that Gurobi is very sensitive to the changes of the number and order of con-
straints and variables. We carefully construct the MILP model to search the
differential characteristics of PRESENT, GIFT-64 and GIFT-128. The solution
time of the MILP model with the dual processing of the differential propaga-
tion of the s-box has a great improvement. We firstly obtain the bounds of the
probability of differential characteristics of the 9 ∼ 11 rounds PRESENT in a
reasonable time. With a special initial constraint, we only need 4 seconds to
get the differential characteristics of 9-round GIFT-64 with probability 2−42. In
addition, We improve the probability of the differential characteristics of 9 ∼ 21
rounds GIFT-128 and obtain the first differential attack on 26-round GIFT-128.

The techniques to construct the MILP model, especially the dual processing
of the constraints of s-box, are not only suitable for the block ciphers in our
paper. In the future work, we will try to apply them to other ciphers.

Additional information. Recently, two papers have been posted to Cryp-
tology ePrint Archive[23, 24]. We have independently reached the similar results,
but the core idea is different. Compared with them, we want to emphasize:

1. We focus on the relationship between the construction and solution of MILP
models. The solution time of a carefully constructed MILP model can be
greatly improved. This has been reflected in the applications in our paper.

2. The probability of the differential characteristics of 9 ∼ 11 rounds PRESENT
is the optimal.

3. The search of the differential characteristics of 9 ∼ 21 rounds GIFT-128 is
more comprehensive and we give the first differential attack on 26-round
GIFT-128.

Here, we present our work to others for reference. And we will go on to improve
our results combined with other techniques in future.
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A The inequalities of the s-box

Table 6. The inequalities of the s-box

The GIFT s-box The PRESENT s-box

(x0x1x2x3y0y1y2y3c) (x0x1x2x3y0y1y2y3p0p1p2c) (x0x1x2x3y0y1y2y3p0p1c)

1 -1 -1 -1 0 -1 -1 0 4 0 0 0 0 0 0 0 0 -1 -1 -1 1 3 -2 -3 1 6 -1 -4 -3 3 7 0
-1 -2 0 -1 2 -1 -1 -1 5 0 0 0 0 0 0 0 0 0 0 1 0 1 2 2 0 -1 0 -1 0 -1 1 0
-1 1 -3 2 -1 0 -3 -3 8 -1 1 0 2 -1 0 -3 -3 5 8 5 0 0 0 0 1 0 0 0 1 1 -1 0
-1 1 0 -1 -1 0 -1 -1 4 1 -1 0 -2 1 0 -2 -2 5 6 5 0 1 2 -2 -4 -3 -4 -2 1 -1 12 0
-1 2 0 0 2 -1 2 1 0 -2 0 -1 -2 0 -2 1 -4 10 7 5 0 3 -3 -2 1 -4 -1 6 -3 3 7 0

-2 -1 2 -2 -1 -2 -1 2 7 4 -1 4 2 -1 1 -1 2 0 -2 -1 0 1 4 -3 2 -2 3 1 -2 2 2 0
3 1 -1 -1 2 3 1 -1 0 1 1 1 0 -1 -1 1 -1 2 1 0 0 1 -1 -1 -4 -2 4 -2 0 3 6 0
3 2 0 -1 3 2 -1 -1 0 1 1 0 2 3 1 2 2 -5 -3 -5 0 1 -1 -1 1 -1 0 -1 -1 -2 5 0
-1 -1 1 1 0 0 0 -1 2 0 2 -1 -3 1 2 -1 2 3 0 -2 0 -2 -1 -1 -2 1 2 1 2 -1 4 0
-1 -1 2 -1 -2 2 2 -1 4 -1 -2 3 -2 -3 3 3 -2 7 3 -2 0 0 -1 -1 -1 2 -2 2 -2 -1 5 0
1 3 3 2 -1 -1 2 -1 0 -1 -1 0 -1 1 -1 1 1 2 4 0 0 -1 1 1 3 2 -1 2 2 -1 -1 0
-2 2 1 2 0 0 1 1 0 -4 -1 -4 -1 -2 4 -1 3 11 6 3 0 -3 2 2 -2 1 -1 1 -4 1 6 0
2 -1 -1 2 0 0 2 1 0 0 2 1 3 2 0 1 1 -4 -2 -4 0 0 1 1 2 3 3 3 1 1 -5 0
2 1 3 2 -1 -1 -1 1 0 -3 -2 -3 4 0 1 -5 -2 11 10 12 0 1 -3 4 2 1 3 -2 -2 2 2 0

-2 -1 -2 -1 -2 2 -1 2 7 3 1 -1 -1 2 3 1 -1 0 -1 0 0 1 -2 2 -4 -2 -4 -3 1 -1 12 0
1 -1 1 0 -1 1 -1 0 2 -1 1 2 -1 -2 -2 -2 4 6 3 -1 0 3 1 1 0 2 3 2 4 2 -6 0
0 3 -1 -1 2 3 -1 3 0 -2 0 1 4 4 -1 2 -2 0 3 1 0 -4 1 -2 -2 4 -1 -3 -1 2 8 0
2 -1 1 1 1 -1 0 2 0 1 -1 -1 3 -3 0 1 0 4 1 1 0 -2 -1 -1 2 -3 0 -3 -2 -1 10 0
1 -2 0 0 2 1 2 1 0 1 -1 0 -2 4 -1 -2 -1 5 3 5 0 -4 -2 1 -2 -3 -1 4 -1 2 8 0

-3 -2 -1 2 1 -1 -2 -1 7 2 -2 -1 -1 -1 -1 -1 -1 6 7 5 0
-1 -1 -2 -2 -1 -2 2 -1 8



B The differential characteristics of GIFT-64

Table 7. The differential characteristic of 12-round GIFT-64

Rounds Differential log2Pr

input 0000 000c 0000 0006 1

1 0000 0000 0202 0000 -4

2 0000 0050 0000 0050 -8

3 0000 0000 0000 0202 -14

4 0000 0005 0000 0005 -18

5 0000 0000 0202 0000 -24

6 0000 0050 0000 0050 -28

7 0000 0000 0000 0202 -34

8 0000 0005 0000 0005 -38

9 0000 0000 0202 0000 -44

10 0000 0050 0000 0050 -48

11 0000 0000 0000 0202 -54

12 0000 0005 0000 0005 -58

Table 8. The differential characteristic of 13-round GIFT-64

Rounds Differential log2Pr

input 0000 000c 0000 0006 1

1 0000 0000 0202 0000 -4

2 0000 0050 0000 0050 -8

3 0000 0000 0000 0202 -14

4 0000 0005 0000 0005 -18

5 0000 0000 0202 0000 -24

6 0000 0050 0000 0050 -28

7 0000 0000 0000 0202 -34

8 0000 0005 0000 0005 -38

9 0000 0000 0202 0000 -44

10 0000 0050 0000 0050 -48

11 0000 0000 0000 0202 -54

12 0000 0005 0000 0005 -58

13 0808 0404 0202 0101 -62

C The key schedule of GIFT-128

For GIFT-128, four 16-bit words of the key state are extracted as the round key
RK = U ∥ V . U ← k5 ∥ k4, V ← k1 ∥ k0. The key state is then updated as
follows:



k7 ∥ k6 ∥ . . . ∥ k1 ∥ k0 ∥← k1 ≫ 2 ∥ k0 ≫ 12 ∥ . . . ∥ k3 ∥ k2

Where ≫ i is an i bits right rotation with a 16-bit word.


