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Abstract. The overstretched NTRU problem, which is the NTRU prob-
lem with super-polynomial size q in n, is one of the most important
candidates for higher level cryptography. Unfortunately, Albrecht et al.
in Crypto 2016 and Cheon et al. in ANTS 2016 proposed so-called sub-
field attacks which demonstrate that the overstretched NTRU problems
with power-of-two cyclotomic modulus are not secure enough with given
parameters in GGH multilinear map and YASHE/LTV fully homomor-
phic encryption.

Moreover, Kirchner and Fouque presented new cryptanalysis of the over-
stretched NTRU problem over general modulus in Eurocrypt 2017. They
showed that a lattice basis reduction algorithm upon middle lattice,
which is first presented by Howgrave-Graham in Crypto 2007, experi-
mentally recover secret parameters of the overstretched NTRU problem.

In this paper, we revisit the middle lattice technique on the overstretched
NTRU problem. This analysis show that the optimized middle lattice
technique has same complexity to subfield attacks, but threaten more
general base ring with poly(n) expansion factor as common in suggested
schemes like original GGH, YASHE scheme and NTRU prime rings.
Our new analysis implies that cryptosystem related to the overstretched
NTRU problem cannot be secured by changing base ring.

In addition, we present an extended (trace/norm) subfield attack for the
power-of-two cyclotomic modulus, which is also one of the middle lattice
technique. This extended subfield attack has a similar asymptotic com-
plexity to the previous subfield attacks, but with smaller constant in the
exponent term.

Keywords: NTRU, Ideal Lattice, subfield attack

1 Introduction

Given an integer polynomial F (X) of degree n, a ring R := Z[X]/〈F (X)〉, a
positive integer q and h = [f/g]q ∈ [R]q := Z[X]/〈F (X), q〉 for f , g ∈ R, the
NTRU problem NTRUR,q,M, q2

asks to find (d · f ,d · g) with bounded Euclidean
norm q/2 for ‖f‖, ‖g‖ ≤M .
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The NTRU problem was first suggested by Hoffstein, Pipher and Silver-
man [HPS98] to construct a fast public key encryption scheme NTRU. More
recently, this problem used as a base problem for many lattice-based crypto-
graphic constructions including signature schemes [HHGP+03,DDLL13], fully
homomorphic encryption (FHE) schemes [LATV12,BLLN13,DHS16], and cryp-
tographic multilinear maps [GGH13,LSS14,ACLL14].

In the original NTRU scheme, the coefficients of f and g are restricted to
{−1, 0, 1} with small modulus q. The basic approach to solve this problem is
to transform it to an approximate shortest vector problem on a lattice of di-
mension 2n (called a NTRU lattice). By applying a lattice reduction algorithm
(for instance, BKZ algorithm of block size β [HPS11]), it has time complexity
poly(n) · 2Θ(β) for β

log β = Θ( n
log q ). The best known algorithm is the combined

lattice-reduction on the middle lattice and the meet-in-the-middle attack by
Howgrave-Graham [HG07] and improved BKW algorithm by Kirchner-Fouque
[KF15]. Their time complexities are 2O(n) and 2O(n/ log log q), respectively.

FHEs and multilinear maps require a larger modulus for their functionality.
To distinguish it from the original NTRU, the NTRU problem with a modu-
lus super-polynomial in n is called the overstretched NTRU following [ABD16].
Recently, there have been several attacks on the overstretched NTRU problem.
Many of them, which are called subfield attacks, exploit the structure of the
power-of-two cyclotomic modulus. First two subfield attacks presented by Al-
brecht, Bai and Ducas [ABD16] and Cheon, Jeong and Lee [CJL16]. They used
a norm function and trace function, respectively, to reduce the dimension of the
target lattice, whose basic idea can be found also in [GS02].

These algorithms have been used to cryptanalyze FHEs and multilinear maps
based on NTRU-related problems: The GGH multilinear map [GGH13] over
R = Z[X]/〈Xn + 1〉 with suggested parameters is broken in quasi-polynomial
time of security parameter λ [ABD16,CJL16] if n is a power of two. The fully
homomorphic encryption LTV [LATV12] and YASHE [BLLN13] are attacked

in subexponential time 2O(λ/ log1/3 λ) for the parameters with claimed security
2Θ(λ) [ABD16]. When the polynomial Xn + 1 converts to an m-th cyclotomic
polynomial with a smooth integer m, the previous attacks are still applicable.

Other two approaches by Kirchner and Fouque were presented in Eurocrypt
2017 [KF17]. The first one is new subfield attack which uses the subring struc-
ture and projection technique, applicable to power-of-two cyclotomic modulus
and has similar result compared to previous two subfield attacks. On the other
hand, the second analysis is about the lattice reduction algorithm on the full
NTRU lattice with general modulus. Kirchner and Fouque demonstrated that
the lattice reduction on the full NTRU lattice yield similar performance as in
subfield attacks.

The most common idea of currently used attacks is to reduce the dimension
of NTRU lattice except the direct lattice attack presented in [KF17]. Howgrave-
Graham first introduced this idea, under the name middle lattice technique,
and combining it with Odlyzko’s meet-in-the-middle attack [HG07]. For a
2n× 2n basis matrix (bij)1≤i,j≤2n of NTRU lattice, the middle lattice technique
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is the method of recovering secret parameters using only the middle matrix
(bij)m+1≤i,j≤m+s for some m, s ∈ Z.

Unlike the expectation that limited information of the middle lattice would
be rather difficult to restore secrets solely, experimentally Fouque et al. show
that a basis reduction algorithm upon a middle lattice can recover f and g
secret parameters of NTRU problem [KF17, Sec 6.]. However it is not clear why
this technique works mathematically, and therefore the performance of middle
lattice technique was not clearly predicted.

Our Contribution. In this paper we estimate the optimized performance (and
attack complexity) of the middle lattice technique on the overstretched NTRU
problem. Our analysis show that a middle lattice technique a similar asymptotic
time complexity to the subfields [ABD16,CJL16,KF17] when an expansion factor
of the modulus polynomial F (X) is poly(n).1 To be specific, under the modified
assumption of [HPS98], the middle lattice techniques solves the NTRUR,q,M, q2

problem in time poly(n) · 2Θ(β) by using BKZ of block size β
log β ∼

27n logM
log2 q

which has only different in the constant term with respect to β
log β ∼

16n logM
log2 q

of the subfield attacks. Our new analysis indicates that the cryptanalyses of
GGH [CJL16], LTV and YASHE [ABD16] schemes are still effective regardless
of choosing a polynomial modulus of prime degree, opposed to the expectation
in [BCLvV16].

In addition, we suggest an generalization of the subfield attacks suggested in
[ABD16,CJL16], which is a variant of the middle lattice technique. Our attack
reduces the required block sizes of the BKZ algorithm from β to β′ satisfying
β′

log β′ ∼
27n logM
2 log2 q

without any assumption, while β
log β ∼

16n logM
log2 q

in the previous.

Our second attack implies that the degree should be increased from n to 32n
27

in order to maintain the same security level in the cryptosystems based on the
overstretched NTRU problems.

Technical overview. The NTRU problem with an instance h(X) = [f/g]q ∈
Rq := Z[X]/〈F (X), q〉 for a polynomial F (X) of degree n is associated with an
NTRU lattice having the following basis matrix of Hermite normal form:

B =

(
q · In φ(h)
O In

)
∈ Z2n×2n,

where φ(h) is an n-by-n matrix whose (i, j) entry is Xj ’s coefficient of h(X) ·Xi.
By identifying a polynomial of degree less than n in R as a coefficient vec-
tor in Zn, we can see that this lattice contains (f , g)T and a short vector in
this lattice gives a solution of the NTRU problem. The lattice reduction al-
gorithm to find a short vector in the NTRU lattice heavily relies on the di-
mension of the matrix. Therefore, the subfield attacks of recently suggested

1 The expansion factor is defined as sup
a,b∈K∗

‖a·b‖
‖a‖·‖b‖ . Note that most of cryptographic

schemes [Gen09,GGH13,BLLN13,LATV12] are set to be CF = poly(n).
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papers [CJL16,ABD16,KF17] focus on finding a relevant lattice of smaller di-
mension.

Our idea is based on the property of NTRU lattices having extremely short
vectors (f , g)T , (f ·X, g ·X)T , · · · , (f ·Xn−1, g ·Xn−1)T . First, we consider the
projection technique introduced by Fouque and Kirchner [KF17] that apply a
natural projection ψ from Zn to Zs (s < n) to a NTRU lattice L to obtain a
lattice L′. By a lattice reduction algorithm, those short vectors can be found
under the assumption that if a NTRU lattice L contains extremely short vectors,
short vectors of projected lattice L′ smaller than the Gaussian heuristic are
projection of short vector of L. Then one can recover the original short vectors
in the NTRU lattice by finding those vectors.

Fouque and Kirchner applied this technique to a subring lattice of the original
NTRU lattice to solve the NTRU problem more efficiently. If a subring is of
a sufficiently small dimension and still contains extremely short vectors, the
projection technique combined with BKZ finds a short element from the subring.
However, if a base modulus ring has no suitable subrings, applying the projection
technique alone cannot achieve the asymptotic result of combined technique.

In this paper, instead, we locate and utilize a sublattice of an NTRU lattice
containing extremely short vectors without using its ring structure. We show
that the sublattice consisting of the first (n + s) columns of the NTRU lattice

L has a vector of size λ1(L)n/s ≈
√
‖f‖2 + ‖g‖2

n/s
. By applying the projection

technique to this lattice, we obtain sufficiently short vector of the NTRU lattice
in the same complexity of the previous subfield or subring attacks regardless of
the ring structure.

The proposed algorithm has the similar form of asymptotic complexity poly(n)·
2Θ(β) [ABD16,CJL16], but with slightly larger leading coefficient in the expo-
nent. Our second algorithm improves this in the case of power of 2 cyclotomic
fields. We observe that the subfield algorithm can be applied similarly to h ·X−i
for any positive integer i < n.

The subfield attacks first find a pair (Tr(f · N(g)/g), N(g)) by applying
a lattice reduction to Tr(h) = [Tr(f · N(g)/g)/N(g)]q, where N(·) is a norm
function from Q[X]/〈Xn + 1〉 to Q[Xm]/〈Xn + 1〉 for a divisor m of n, and a
Tr(·) is a trace function. In our second algorithm, instead of applying lattice
reduction to each NTRU lattice for h ·X−i with basis matrix

B′ =

(
q · Im φ(Tr(h))
O Im

)
∈ Z2m×2m,

we consider the combined lattice with basis matrix:

B′′ =


q · Im φ(Tr(h)) . . . φ(Tr(h ·X−( nm−1)))
O Im . . . O
...

... . . .
...

O O . . . Im

 ∈ Z(m+n)×(m+n).

A short element of this lattice corresponds to a multiple of g. This lattice has
the same volume with, but a larger dimension than that of individual NTRU
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lattice. By taking a proper sublattice generated by the first r columns of B′′

(m < r < m+ n), we can reduce the reduction time to obtain an output.

Organization. In Section 2, we introduce some notation and preliminary in-
formation related to NTRU problems. In Section 3, we explain a new algorithm
to solve the NTRU problems with a small expansion factor. In Section 4, we
describe an improvement of the subfield attack.

2 Preliminaries

Notation. Throughout this paper, we cryptanalyze the NTRU problem over the
ring R = Z[X]/〈F (X)〉. Here n is a degree of integral polynomial F (X), and q is
a positive integer. Moreover we define K := Q[X]/〈F (X)〉. We use bold letters
to denote vectors or ring elements in Zn or R.

If m is a integer, we use the notations m mod q or [m]q as an element in Zq,
which congruent to m modulo q. On the contrary, we define ι : Zq → Z by [m]q 7→
m for − q2 < m ≤ q

2 . In general, we denote [R]q := R/〈q〉 = Zq[X]/〈F (X)〉.

For u =
n−1∑
i=0

ui · Xi ∈ K and [u]q =
n−1∑
i=0

[ui]q · Xi ∈ [R]q, we also denote

[u]q =
n−1∑
i=0

[ui]q ·Xi ∈ [R]q and ι([u]q) =
n−1∑
i=0

ι([ui]q) ·Xi ∈ R.

If two functions of f, g grow asymptotically equal, or f(x)/g(x) → 1 as
x→∞, we denote f ∼ g.

2.1 Lattices

A lattice L ⊂ Rn is the set of all Z-linear combinations of m linearly independent
vectors B = {b1, b2, · · · , bm}. We use L(B) to denote the lattice generated by
the set B. If B is a matrix, L(B) is the lattice generated by the set of columns
of B, and B is called a basis matrix of L(B). When m = n, this lattice is called
a full-rank lattice. The determinant det(L) of lattice L is defined as det(B) for
the basis matrix B of L.

The principal ideal 〈u〉 for u ∈ R corresponds to a lattice, which is deemed an

ideal lattice, when u =
n−1∑
i=0

ui ·Xi ∈ R with a column vector (u0, · · · , un−1)T ∈

Zn is identified. {u,u ·X, · · · ,u ·Xn−1} is a basis of the ideal lattice of 〈u〉.
Now we define a map φ : R→ Zn×n by u 7→

[
u,u ·X, · · · ,u ·Xn−1]. Then

φ(u) is a basis matrix of an ideal lattice 〈u〉.

Successive minima For an m-rank lattice L and its shortest vector c1, we
denote λ1(L) := ‖c1‖ as the first successive minima of L. Moreover, we induc-
tively define successive minimas as follows: for a positive integer k < m and
given successive minimas λ1(L), · · · , λk(L) and correspond independent vectors
c1, · · · , ck, let ck+1 be a nonzero shortest vector in L independent to every ci for
1 ≤ i ≤ k. We also define the (k + 1)-th successive minima λk+1(L) as ‖ck+1‖.
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Now let us present useful results about successive minimas.

Theorem (Minkowski). Let L be an m-rank lattice. Then we have

λ1(L) ≤
√
mdet(L)1/m.

Heuristic (Gaussian Heuristic). The size of successive minimas of an m-rank
lattice L asymptotically as follows

∀1 ≤ i ≤ m,λi(L) ∼
√

m

2πe
det(L)1/m.

[Ajt06] showed that a random lattice satisfies the above equation with over-
whelming probability.

Lattice reduction algorithm To find a short element of a lattice, lattice
reduction algorithms such as the LLL algorithm and the BKZ algorithm are
described in [LLL82,HPS11,ADRSD15]. These algorithms lead us to find an
approximately short vector of a lattice with bounded time.

In the case of the BKZ algorithm, by [HPS11], the quality of the algorithms
relies on the block size β. More precisely, using the BKZ algorithm upon basis
B = {b1, b2, · · · , bn}, we obtain a reduced basis B′ = {b′1, b′2, · · · , b′n}, which
satisfies:

- ‖b′1‖ ≤ 2(γβ)
n−1

2(β−1)
+ 3

2 · (detL)
1
n in poly(n, size(B)) · CHKZ(β) times or

- ‖b′1‖ ≤ 4(γβ)
n−1
β−1+3 · (Λ1(L))

1
n in poly(n, size(B)) · CHKZ(β) times,

where L is the lattice L(B), γβ ≤ β is the Hermite constant of rank β, size(B)
is the size of the largest entries of the basis matrix B, and CHKZ(β) = 2O(β) is
the cost of HKZ-reduction in dimension β. For an output b′1 of lattice reduction

algorithms, we call
b′1

det(L)1/n
and

b′1
λ1(L)

as a Hermite factor and approximate

factor, respectively.
For convenience of calculation, throughout this paper, we assume that we

have a lattice reduction algorithm Aδ , whose output contains a short vector b
with Euclidean norm less than δn ·det(L)1/n or δ2n ·λ1(L) for an n-dimensional

lattice L instead of 2(γβ)
n−1

2(β−1)
+ 3

2 · (detL)
1
n or 4(γβ)

n−1
β−1+3 · (Λ1(L))

1
n , respec-

tively.

2.2 Euclidean norm of K

For u =
n−1∑
i=0

ui ·Xi ∈ Z[X]/〈F (X)〉, we define ‖u‖ is the Euclidean norm of the

vector (u0, · · · , un−1), and denote ‖[u]q‖ = ‖ι(uq)‖. For inverses of g over [R]q
and K, in general, ‖[g]−1q ‖ 6= ‖g−1‖. Thus, we use the notation ‖g−1‖K instead
of ‖g−1‖ to avoid confusions.

Next, we show that the bound of ‖a+b‖ and ‖a ·b mod F (X)‖ for a, b ∈ K.
The following triangle inequality holds:
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Lemma 1. ‖a + b‖ ≤ ‖a‖+ ‖b‖ for any a, b ∈ K.

We present a definition related to the multiplication.

Definition. For a polynomial F (X) and ring K = Q[X]/〈F (X)〉, the expansion
factor of F is defined by

CF := sup
a,b∈K∗

‖a · b‖
‖a‖ · ‖b‖

.

Then clearly inequality ‖a · b‖ ≤ ‖a‖ · ‖b‖ ·CF holds. Note that CF is bounded
as polynomial of the degree n of F in general, which is induced by following
lemma.

Lemma 2 ([Gen09], Theorem 9). Let K = Q[X]/〈F (X)〉 and suppose F (X) =
Xn + h(X) where h(X) has degree at most n− (n− 1)/k for k ≥ 2. Then,

CF ≤
√

2n ·
(

1 + 2n · (
√

(k − 1)n · ‖F (X)‖)k
)
.

In the case of F (X) = Xn ± 1 or Xn −X − 1, CF is bounded by
√
n or 2

√
n,

respectively.

2.3 NTRU problem and its lattice based approach

In this section, we describe the NTRU problem and its related lemmas. First of
all, we state an NTRU problem as follows:

Problem 1 (The NTRU problem)
Let n and q be integers, M be a positive real number and F (X) be a degree n
integral polynomial. For a polynomial ring R := Z[X]/〈F (X)〉, f and g are sam-
pled from R and have Euclidean norms bounded by M . For given a polynomial
h = [f/g]q, the NTRU problem NTRUR,q,M,τ is to find a · f , a · g ∈ R for some
a ∈ R, such that ‖a · f‖, ‖a · g‖ ≤ τ .

In many NTRU-based applications, M is taken to be similar to poly(n). Further-
more, when q is set to be super-polynomial in n, the NTRU problem is called the
overstretched NTRU problem. In [ABD16,CJL16,KF17], the authors suggested
subfield attack to solve overstretched NTRU problem on R = Z[X]/〈Xn + 1〉 for
a power of two n with τ = q. In this paper we focus on the overstretched NTRU
problem on R = Z[X]/〈F (X)〉 for CF = poly(n) with τ = q/2 and M = poly(n).
Next, we state an useful lemma to solve the NTRU problem.

Lemma 3 ([GGH13], Lemma 3). Let f , g ∈ R = Z[X]/〈F (X)〉 be relative

prime and [g]q is invertible in [R]q = R/qR. If c ∈ R satisfies ‖c‖ < q

2CF · ‖f‖
and ‖[c · f · g−1]q‖ <

q

2CF · ‖g‖
, then c and [c · f · g−1]q are contained in the

ideal 〈g〉 and 〈f〉, respectively.
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Proof. Let w := [c · f · g−1]q. Then, [gw]q = [cf ]q. Since ‖w‖ < q/(2‖g‖ ·CF ),
we have ‖gw‖ ≤ ‖g‖·‖w‖·CF ≤ q/2 and ‖cf‖ ≤ ‖c‖·‖f‖·CF ≤ q/2. Therefore,
gw = cf in Z[X]/〈F (X)〉. Because cf ∈ 〈g〉 and f is a relative prime to g, we
can conclude c ∈ 〈g〉. With similar reasons, we have w ∈ 〈f〉. ut

Hence, Lemma 3 gives if one can find a short pair ([c · h]q, c) with an Eu-

clidean norm smaller than
q

2 · CF ·M
, one will be able to solve the NTRUR,q,M, q2

.

By employing the above property, we can describe the basic lattice-based
approach to solve the NTRU problem with an input polynomial h = [f/g]q. Let
consider the lattice L generated by following 2n× 2n basis matrix:

B =

(
q · In φ(h)
O In

)
∈ Z2n×2n.

For a polynomial c =
n−1∑
i=0

ci ·Xi, the polynomial vector (c · h, c) =
n−1∑
i=0

ci · (Xi ·

h, Xi) corresponds to a lattice point
n−1∑
i=0

ci · Bn+i, where Bn+i is the n + i-th

column vector of the basis matrix B. It implies that ([c ·h]q, c) is also identified
to lattice point of L(B). Hence, finding a short pair ([c · h]q, c) is the same as
finding a short lattice point of L(B).

We also state another lemma to solve NTRU problems. This is applicable to
the pair (a, b) where b is known to be a multiple of g.

Lemma 4. Let g be an element of R = Z[X]/〈F (X)〉 and f ∈ R be rela-
tive prime to g. For some d ∈ R, if d · g ∈ 〈g〉 ⊂ R satisfies ‖d · g‖ <

q

2 · C2
F · ‖f‖ · ‖g−1‖

then d · g and [d · g ·h]q are solution of NTRUR,q,M, q2
prob-

lem with input h.

Proof. By conditions, we have

‖d · f‖ = ‖d · f · g−1 · g‖ ≤ C2
F ‖d · g‖ · ‖f‖ · ‖g−1‖ < q/2.

Hence, [d · g · h]q has the form d · f . ut

3 A general attack on the NTRU problem

We first present the result of our analysis of the middle lattice technique as
follows:

Theorem 1 Let f and g be relatively prime elements of R = Z[X]/〈F (X)〉.
Suppose the Assumption stated below is accepted. If q satisfies 2

2

√
n

πe
· ‖f‖ · ‖g−1‖K · C2

F ≤ q1/3,

2 We can change the condition of q into 2‖f‖ · ‖g−1‖K · C2
F ≤ q

1− 2
3
√

6 . Refer to the
Appendix A for its details.
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one can solve the NTRUR,q,M,q/2 problems upon [f/g]q in poly(n) · 2O(β) time

by using the BKZ algorithm with block size β with β/ log β ≥ 27n logM
log2 q

+ o(1).

In the case of the overstretched NTRUR,q,M,q/2 problems, the inequality condi-
tion is asymptotically satisfied if the value of ‖g−1‖K ,M and CF are poly(n)
size.

Our main strategy for analyzing the middle lattice technique on the NTRU
problem is to interpret the middle lattice as the projection of a sublattice of the
NTRU lattice. Note that the projection technique is effective in a lattice having
two properties: first, it has a very short vector so that its projection is still far
smaller than the other short vectors implied by the Gaussian Heuristic. Secondly,
The short vector in the original NTRU lattice can be computed efficiently from
the output vectors of the projection technique because of its algebraic structure.

The first is assumed by the following statement:

Assumption. Let f , g ∈ R = Z[X]/〈F (X)〉 be relative prime and short ele-
ments, [g]q invertible in [R]q = R/〈q〉, and h = [f/g]q. Let L be an NTRU-lattice
generated by following 2n× 2n basis matrix:

B =

(
q · In φ(h)
O In

)
∈ Z2n×2n.

The lattice contains (f ·Xi, g ·Xi)T , which are extremely short vectors com-
pared to

√
n

2πe ·det(L)1/2n, the expected size of successive minimas by the Gaus-
sian Heuristic. Let consider ψ : Zn → Zm a projection map and projected lattice
L′

L′ := ψ(B) =

(
q · Im ψ(φ(h))
O In

)
,

where ψ(φ(h)) is a concatenation of ψ(h ·Xi) for 0 ≤ i < n. The lattice L′ still
contains extremely short vectors (ψ(f ·Xi), g ·Xi)T for 0 ≤ i < n.

We assume that for n ≤ i ≤ n + m, the i-th successive minima of lattice L′
satisfies the Gaussian Heuristics. In other words,

λi(L′) ≈
√
n+m

2πe
det(L′)1/n+m, for n ≤ i ≤ n+m.

When the map ψ is identity, the above assumption typically is used to solve
the NTRU lattice [HPS98, Sec 3.6.1]. The attack uses only the fact that lattice
has very short elements. It is therefore reasonable to use the same assumptions
for the projected lattice.

3.1 Projection and Sublattice technique

Now we can use the projection technique on the lattice generated by B. We
consider the following matrix:

Bm =

(
q · Im ψm(φ(h))

0 In

)
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where the projection map ψm : R→ Zm defined by u 7→ (u0, u1, · · · , um−1)T .
Then L(Bm) is the projected lattice of L(B) with respect to the last (m+n)

coordinates. By the Assumption, we find a short vector in L(Bm) to solve the
NTRU problem.

In order to improve the performance of lattice reduction algorithm, we use the
sublattice technique inspired by [CL15]. In other words, we run lattice reduction
algorithm Aδ upon Bm,s, which is the first m + s column vector of Bm. Then
it outputs a vector b ∈ Bm,s ⊂ Bm such that

‖b‖ ≤ δ2m+2s · λ1(Bm,s) ≤ δ2m+2s ·
√
s · (‖(f , g)‖ · CF )n/s.

The second inequality comes from Lemma 5. If this size is smaller than
√

m+s
2πe ·

q
m
m+s , which is an expected size of successive minimas by the Gaussian heuristic,

b would be of the form (ψm(d · f),d · g)T for some polynomial d. Therefore,

one can recover d · g. If the size of d · g is smaller than
q

2‖f‖ · ‖g−1‖K · C2
F

, the

NTRUR,q,M,q/2 problem can be solved by Lemma 4.
This process can be randomized using the basis order change technique used

in [CL15].

Lemma 5. Let h = [f/g]q ∈ [R]q, B =

(
q · In φ(h)

0 In

)
is a 2n × 2n NTRU

matrix and Bn+s the 2n× (n+ s) submatrix of B obtained by removing the last
(n− s) columns from B. Then L(Bn+s) is a sublattice of L(B) and contains a

vector of length ≤
√
s · (

n∏
i=1

‖(f ·Xi, g ·Xi)‖)1/s.

Proof. Let U be an unimodular matrix such that φ(g) ·U = HNF (φ(g)) where
HNF (φ(g)) is an upper triangular Hermite normal form of φ(g). Then, we have

L = L
((

φ(f)
φ(g)

))
= L

((
φ(f) · U
φ(g) · U

))
⊂ L(B),

and the determinant of the lattice L is bounded by
n∏
i=1

‖(f ·Xi, g ·Xi)‖. Let L′ be

a sublattice of L, which is generated by first s columns of L = L
((

φ(f) · U
φ(g) · U

))
.

Then, determinant of L′ is smaller than that of L. According to Minkowski’s

theorem on its sublattice L′, we get λ1(L′) ≤
√
s · det(L′)1/s ≤

√
s · (

n∏
i=1

‖(f ·

Xi, g ·Xi)‖)1/s.
Now, let (c · f , c · g)T be the shortest vector of L′ ⊂ L. Since the i-th

coefficients of (c · f , c · g), for n+ s+ 1 ≤ i ≤ 2n, are zero, it is also an element

of Bn+s. Hence, we can obtain λ1(L(Bn+s)) ≤ ‖(c · f , c · g)‖ ≤
√
s · (

n∏
i=1

‖(f ·

Xi, g ·Xi)‖)1/s. ut
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3.2 Optimizing condition of the projection technique

In this section, we explain how to choose the best dimension of sublattice and pro-
jection to solve the NTRU problem by investigating the condition of Lemma 4.

Note that the inequality

δ2m+2s ·
√
s · (
√

2M · CF )n/s ≤
√
m+ s

2πe
· q

m
m+s (1)

implies that we can solve the NTRUR,q,M,q/2 problem by Lemma 4, because

‖d · g‖ ≤ ‖b‖ ≤ δ2m+2s ·
√
s · (‖(f , g)‖ · CF )n/s ≤ δ2m+2s ·

√
s · (
√

2M)n/s

holds. To elicit the optimizing condition, we observe the inequality (1).
After taking the log of (1), we get

2(m+ s) · log δ +
log s

2
+
n

s
· log
√

2M · CF ≤ log

√
m+ s

2πe
+

m

m+ s
· log q

or, by approximating log
√

n+s
2πe −

log s
2 = 0,

2(m+ s) · log δ +
n

s
· log
√

2M · CF +
s

m+ s
· log q ≤ log q.

By adopting arithmetic and geometric mean inequality, we finally achieve the
condition of δ as

54n log δ log
√

2M · CF ≤ log2 q.

In order to further specify this, we need to choose m, s as the following equality
conditions :

s =
3

√
n2 log2

(√
2M · CF

)
2 log q · log δ

, m+ s =
3

√
n log q log

(√
2M · CF

)
4 log2 δ

.

If we use the BKZ lattice reduction with β for β/ log β ≥ 27n logM ·CF
log2 q

+

o(1), which implies log δ ≤ log2 q

54n·log
√
2M ·CF

, we get s
m+s ≤ 1/3. Then we get the

multiple of g shorter than
√

m+s
2πe · q

2/3 ≤
√

n
πe · q

2/3, and we can prove the

Theorem 1 by adopting Lemma 4.

4 Algorithm on NTRU problems using a subfield

In this section, we describe a new algorithm to solve the NTRU problems for a
ring R = Z[X]/〈Xn + 1〉 with a power of two n upon h = [f/g]q. Therefore,
the ring R is the ring of integer of K = Q[X]/〈Xn + 1〉. We denote Kt =

Q[X2t ]/〈Xn+1〉,Rt = Z[X2t ]/〈Xn+1〉, and nt = n/2t. Then the trace TrK/Kt(·)
and norm map NK/Kt(·) are well defined.

The subfield attack [ABD16,CJL16] uses only one polynomial NK/Kt(h) or
TrK/Kt(h). Instead, we use several polynomials rather than a single one. Then
we have the following theorem.
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Theorem 2 Let n be a power of two and g an element of R = Z[X]/〈Xn + 1〉
with square free algebraic norm and f ∈ R a relatively prime to g. When the
sizes of M and ‖g−1‖K are poly(n), and q is super-polynomial in n, one can
solve the NTRUR,q,M,q/2 problems upon [f/g]q using the BKZ algorithm with

block size β with β/ log β ≥ 27n logM
2 log2 q

+ o
(
n logn logM

log3 q

)
in poly(n) · 2O(β) time.

By Theorem 2, the NTRU problem can be solved for a larger n than the
subfield algorithm in same time complexity.

Generally, it is expected that it would be easier to recover g, if several NTRU
instances hi = [f i/g]q are given instead of one element. Unfortunately, there is
no algorithm that uses multiple instances to the best of our knowledge.

When an overstretched NTRU instance [f/g]q with square free norm N(g) is
given, we provide a new algorithm that employs several polynomials in the form
of Tr(h ·X−i). More precisely, we prove that if there exist polynomials ci ∈ Rt

such that the size of {ci}nt−1i=0 and
nt−1∑
i=0

ci ·Tr(h ·X−i)/2t is small,
nt−1∑
i=0

ci ·X−i is

a multiple of g.3 The proof reduces the NTRU problem to finding a short vector
in an appropriate lattice. By choosing the optimized dimension, we can get the
above theorem.

Now we start proving the Theorem 2. Let µj,t(a) =
TrK/Kt(a ·X−j)

2t
for

given t. Then a =
n−1∑
i=0

ai ·Xt ∈ R could be expressed as
2t−1∑
j=0

µj,t(a) ·Xj . Using

a µ notation, the h is of the form
2t−1∑
j=0

µj,t(h) ·Xj . Our strategy is to use several

polynomials µ0,t(h), µ1,t(h), · · · , µm−1,t(h) rather than a single one. From
now on, we use µj instead of µj,t for simplicity. Then, we can have the following
lemma, extended from Lemma 3.

Lemma 6. Let q be an integer and n be a power of two and nt = n/2t, f , g ∈
R = Z[X]/〈Xn + 1〉 and g has a square free norm NK/Q(g), h = [f/g]q ∈ Rq.
If ci ∈ Rt = Z[X2t ]/〈Xn + 1〉 for 0 ≤ i < 2t satisfies the following inequalities:

‖ci‖ <
q

2t+1 · C3
F · ‖f‖ · ‖g−1‖K · ‖g‖2

t for all i∥∥∥∥∥∥
2t−1∑
i=0

ci · µi(h)


q

∥∥∥∥∥∥ < q

2CF · ‖g‖2t
,

then c =
2t−1∑
i=0

ci ·X−i is contained in the ideal 〈g〉 , and the pair (c, [c ·f ·g−1]q)

is a solution of NTRUR,q,M,q/2.

3 In particular if ci is equal to zero for 1 ≤ i ≤ nt−1 , it is an original subfield attack.
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The proof of the Lemma 6 is placed in Appendix B.

Next, we consider the following matrix for h =
2t−1∑
i=0

µi(h) · Xi so that we find

such a vector c ∈ R

B̂t =


q · Int φt(µ0(h)) φt(µ1(h)) · · · φt(µ2t−1(h))

0 Int 0 · · · 0
0 0 Int · · · 0
...

...
...

. . .
...

0 0 0 0 Int

 ,

where φt(µi(h)) is a basis matrix corresponding to the ideal lattice 〈µi(h)〉 over

Z[Xnt ]/〈Xn + 1〉. One can check that the matrix B̂t consist of 1 + 2t · i-th row
and 1 + 2t · j-th column of B for 0 ≤ i, j < nt. So it is also a variant of middle
lattice technique. 4

Suppose that one can find a lattice point b = (b′||b0|| · · · ||b2t−1) ∈ L(B̂t)

such that ‖b‖ ≤ q

2t+1 · C3
F · ‖f‖ · ‖g−1‖K · ‖g‖2

t . Then, trivially, ‖bi‖ ≤ ‖b‖ and∥∥∥∥∥∥
[
2t−1∑
i=0

bi · µi(h)

]
q

∥∥∥∥∥∥ = ‖b′‖ ≤ ‖b‖. Hence, the short vector of L(B̂t) guarantee

to find a vector satisfying the condition of Lemma 6.

To find a short lattice point, we apply the lattice reduction algorithms Aδ to
a sublattice L′ generated by the first nt + m column vector of the matrix B̂t.
Therefore if we have:

δnt+mq
nt

nt+m ≤ q

2t+1 · C3
F · ‖f‖ · ‖g−1‖K · ‖g‖2

t ,

we can find a lattice point b as we want.

Finally, in order to achieve the optimizing condition, one can get the follow-
ing inequality by taking the logarithm function on both side. Therefore we have
the following asymptotic inequality:

(nt +m) log δ +
n

nt
logM +

nt
nt +m

log q ≤ log q + o(log n),

which is similar to Section 3.2. With similar method, log δ ≤ log2 q
27n logM is the

condition of δ to solve the NTRU problem. Hence, we can solve NTRUR,q,M, q2

in poly(n) · 2O(β) time if β/ log β ≥ 27n logM
2 log2 q

+ o
(
n logn logM

log3 q

)
, using the BKZ

algorithm with block size β.

4 In fact, using several N(h ·X−i) as [ABD16] implies similar result. In that case, this
is not a variant of middle lattice technique unlikely trace map.
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5 Conclusion

In this work, we presented a new analysis of the middle lattice technique to solve
the NTRU problem with small expansion factor. It is provided by applying the
projection and the sublattice technique having an extremely short vector with an
assumption. In the case of NTRU lattice, one can recover the solution from the
output of the projection technique by using the algebraic structure. Similarily, if
a lattice has extremely short vectors and can process efficiently recovering, the
projection technique would be a new approach to solve the problem related to
that lattice.

In addition, we also suggested an improved algorithm to solve the NTRU
problem faster than the previous algorithms when the base modulus is a cyclo-
tomic polynomial with a smooth degree. The advantage of this algorithm comes
from utilizing several polynomials. Unfortunately, this is not applicable to a gen-
eral NTRU ring at the moment. It would be an interesting problem to investigate
an algorithm to use multiple instances in the general case.
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Appendix

A Improve the condition of Theorem 1

Note that the condition of q in Theorem 1 comes from Lemma 4, therefore,
we must reduce the size of multiple of g to achieve the better condition. To find
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smaller a · g, applying the algorithm in Section 3 to several hc = [c + f
g ]q =

[f+c·gg ]q for small integer c, or adopt other sublattices and other projections.
Then we get several a1 ·g, · · ·ak ·g for a sufficiently large k and obtain the ideal
lattice generated by g by considering following matrix

G =
(
a1 · g| · · · |ak · g

)
,

because (a1)+· · · (ak) = R might be hold for large k. We let the Hermite normal
form HNF(G) of G and consider the sublattice Gl of G which generated by first
l column of HNF(G). Then, as [CL15], the lattice reduction algorithm Aε with
the root Hermite factor ε on Gl induces that we get the vector b = a ·g for some
a ∈ R such that

‖b‖ ≤ εl · ‖g‖n/l

because det(Gl) ≤ det(G) ≤ ‖g‖n. If we choose l =
√

n logM
log ε , we finally get

‖a · g‖ ≤ 22
√
n logM log ε.

Note that to achieve several ai ·g, we must use the lattice reduction algorithm

Aδ for log δ ≤ log2 q

54n log
√
2M

, that is, the time complexity of this algorithm is still

dominant by Aδ. Choose ε = δ to get the same asymptotic time complexity
to the original algorithm, then one can solve NTRUR,q,M,q/2 by Lemma 4 if

q
2

3
√

6 ≤ q

2‖f‖ · ‖g−1‖K · C2
F

holds because 22
√
n logM log ε ≤ q

2
3
√

6 .

B Proof of Lemma 6

Lemma 6 Let n be a power of two, and n = nt · 2t, f , g ∈ R = Z[X]/〈Xn + 1〉
and g has square free norm NK/Kt(g), h = [f/g]q. If ci ∈ Rt = Z[X2t ]/〈Xn+1〉
for 0 ≤ i < 2t satisfies the following inequalities:

‖ci‖ <
q

2t+1 · C3
F · ‖f‖ · ‖g−1‖K · ‖g‖2

t for all i∥∥∥∥∥∥
2t−1∑
i=0

ci · µi(h)


q

∥∥∥∥∥∥ < q

2CF · ‖g‖2t
,

then c =
2t−1∑
i=0

ci ·X−i is contained in the ideal 〈g〉, and the pair (c, [c ·f ·g−1]q)

is a solution of NTRUR,q,M, q2
.

Proof. Throughout in this proof, we write Tr(a) and N(a) instead of TrK/Kt(a)

and NK/Kt(a). and define h̃ = f · g−1 ∈ K. Trivially, [h̃]q = h. Let w :=[
2t−1∑
i=0

ci · µi(h̃)

]
q

. Since N(g) ∈ Rt, we get N(g) ·µi(h̃) = N(g) ·Tr(h̃ ·X−i)/2t =

Tr(N(g) · h̃ ·X−i)/2t = µi(N(g) · h̃), and following equality holds:
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[N(g) ·w]q =

N(g) ·
2t−1∑
i=0

ci · µi(h̃)


q

=

2t−1∑
i=0

ci · µi(h̃ ·N(g))


q

.

By two conditions of lemma, we have

1. ‖N(g) ·w‖ ≤ CF · ‖N(g)‖ · ‖w‖ ≤ CF · ‖g‖2
t · ‖w‖ ≤ q/2

2.

∥∥∥∥∥∥
2t−1∑
i=0

ci · µi(h̃ ·N(g))

∥∥∥∥∥∥ ≤ CF ·
2t−1∑
i=0

‖ci‖ · ‖µi(h̃ ·N(g))‖

≤ CF ·
2t−1∑
i=0

‖ci‖ · ‖h̃ ·N(g)‖ ≤ C3
F ·

2t−1∑
i=0

‖ci‖ · ‖f‖ · ‖g−1‖K · ‖g‖2
t

≤ q/2

Therefore, N(g) ·w =
2t−1∑
i=0

ci ·µi(h̃ ·N(g)) =
2t−1∑
i=0

ci ·Tr(h̃ ·N(g) ·X−i)/2t in

Rt. It is rewritten as

2t ·N(g) ·w −
2t−1∑
i=0

ci ·
(
Tr(X−i · f ·N(g)/g)−X−i · f ·N(g)/g)

)
= (

2t−1∑
i=0

ci ·X−i) · f ·N(g)/g.

Because the left hand side of the equation is a multiple of g and f · N(g)/g

is a relative prime to g by the conditions, we can conclude
2t−1∑
i=0

ci ·X−i ∈ 〈g〉.

Moreover, we get

‖
2t−1∑
i=0

ci ·X−i‖ ≤
2t−1∑
i=0

‖ci‖ <
q

2 · C3
F · ‖f‖ · ‖g−1‖K · ‖g‖2

t <
q

2C2
F · ‖f‖ · ‖g−1‖K

as a condition. Finally, Lemma 4 shows that (c, [c · f · g−1]q) is a solution of
NTRUR,q,M, q2

. ut


