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Abstract. In Ciphertext-Policy Attribute-Based Encryption (CP-ABE), access policies associated with
the ciphertexts are generally role-based and the attributes satisfying the policies are generally shared by
multiple users. If a malicious user, with his attributes shared with multiple other users, created a decryption
blackbox for sale, this malicious user could be difficult to identify from the blackbox. Hence in practice, a
useful CP-ABE scheme should have some tracing mechanism to identify this ‘traitor’ from the blackbox. In
this paper, we propose the first CP-ABE scheme which simultaneously achieves (1) fully collusion-resistant
blackbox traceability in the standard model, (2) full security in the standard model, and (3) on prime order
groups. When compared with the latest fully collusion-resistant blackbox traceable CP-ABE schemes, this
new scheme achieves the same efficiency level, enjoying the sub-linear overhead of O(

√
N), where N is the

number of users in the system. This new scheme is highly expressive and can take any monotonic access
structures as ciphertext policies.
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1 Introduction

In a Ciphertext-Policy Attribute-Based Encryption (CP-ABE) [10,2] system, each user possesses a set
of attributes and a private key which is generated according to his attributes, and the encrypting party
does not need to know or specify the exact identities of the targeted receivers, instead, the encrypting
party can define an access policy over role-based/descriptive attributes to encrypt a message, so that
only the users whose attributes satisfy the access policy can decrypt the ciphertext. For example, a
school secretary, say Alice, may encrypt some messages using “(Mathematics AND (PhD Student OR
Alumni))”, which is an access policy defined over descriptive attributes, say “Mathematics”, “PhD
Student”, and “Alumni”, so that only PhD students and alumni in the Department of Mathematics
have access to the messages. Due to the high flexibility and expressivity of the access policy, CP-
ABE has promising applications related to access control, such as secure cloud storage access and
sharing, and has attracted great attention in the research community. Among the CP-ABE schemes
recently proposed, [2,5,9,24,14,22,11,15,23], progress has been made on the schemes’ security, access
policy expressivity, and efficiency. While the schemes with practical security and expressivity (i.e.
full security against adaptive adversaries in the standard model and high expressivity of supporting
any monotone access structures) have been proposed in [14,22,15], the traceability of traitors which
intentionally expose their decryption keys has been becoming an important concern related to the
applicability of CP-ABE. Specifically, due to the nature of CP-ABE, access policies associated with
the ciphertexts do not have to contain the exact identities of the eligible receivers. Instead, access
policies are role-based and the attributes (and the corresponding decryption privilege) are generally
shared by multiple users. As a result, a malicious user, with his attributes shared with multiple other
users, might have an intention to leak the corresponding decryption key or some decryption privilege
in the form of a decryption blackbox/device in which the decryption key is embedded, for example,
for financial gain or for some other incentives, as there is little risk of getting caught. While all the
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aforementioned CP-ABE schemes lack the traitor tracing functionality, recently a handful of traceable
CP-ABE schemes have been proposed in [18,17,6].

In the aforementioned non-traceable CP-ABE schemes, an easy and attractive way for a malicious
user to make money is to sell a well-formed decryption key where the corresponding attribute set does
not contain his identity-related attributes. For example, a malicious user with attributes {Bob, PhD,
Mathematics} may build and sell a new decryption key with attributes {PhD, Mathematics}, and
does not worry getting caught, since many other users share the attributes {PhD, Mathematics}. Liu
et al. [18] proposed a whitebox traceable CP-ABE scheme that can deter users from such malicious
behaviours, i.e., given a well-formed decryption key as input, a tracing algorithm can find out the
malicious user who created the key from his/her original key. To avoid the whitebox traceability,
instead of selling a well-formed decryption key, a more sophisticated malicious user may build and
sell a decryption device/blackbox while keeping the embedded decryption key and algorithm hidden.
Liu et al. [17] proposed a blackbox traceable CP-ABE scheme that can deter users from these more
practical attacks, i.e., given a decryption blackbox/device, while the decryption key and even the
decryption algorithm could be hidden, the tracing algorithm, which treats the decryption blackbox
as an oracle, can still find out the malicious user whose key must have been used in constructing the
decryption blackbox. Liu et al. proved that the CP-ABE scheme in [17] is fully secure in the standard
model and fully collusion-resistant blackbox traceable in the standard model, where fully collusion-
resistant blackbox traceability means that the number of colluding users in constructing a decryption
blackbox is not limited and can be arbitrary. In addition, the scheme in [17] is highly expressive (i.e.
supporting any monotonic access structures), and as a fully collusion-resistant blackbox traceable
CP-ABE scheme, it achieves the most efficient level to date, i.e. the overhead for the fully collusion-
resistant blackbox traceability is in O(

√
N), where N is the number of users in the system. However,

the scheme in [17] is based on composite order groups with order being the product of three large
primes, and this severely limits its applicability. Liu and Wong [19] proposed a fully collusion-resistant
blackbox traceable CP-ABE scheme on prime order groups, but achieves only selective security, where
the adversary is required to declare his attacking target before seeing the system public key. Another
recent blackbox traceable CP-ABE scheme is due to Deng et al. [6], which is only t-collusion-resistant
traceable, where the number of colluding users is limited, i.e., less than a parameter t. In addition,
the scheme in [6] is only selectively secure and the security is proven in the random oracle model.

1.1 Our Results

In this paper, we propose a new CP-ABE scheme that is fully secure in the standard model, fully
collusion-resistant blackbox traceable in the standard model, and highly expressive (i.e. supporting
any monotonic access structures). On the efficiency, as a fully collusion-resistant blackbox traceable
CP-ABE scheme, this new scheme also achieves the most efficient level to date, i.e. the overhead for
the fully collusion-resistant blackbox traceability is in O(

√
N). When compared with the CP-ABE

scheme in [17], the advantage of this new scheme is that this scheme is constructed on prime order
groups. Note that this implies this new scheme has better security and performance than the scheme
in [17], although both of them are fully secure in the standard model and have overhead in O(

√
N).

More specifically, as it has been shown (e.g. in [8,13]), the constructions on composite order groups
will result in significant loss of efficiency and the security will rely on some non-standard assumptions
(e.g. the Subgroup Decision Assumptions) and an additional assumption that the group order is hard
to factor. To the best of our knowledge, this is the first CP-ABE scheme that is fully collusion-resistant
blackbox traceable, fully secure, and constructed on prime order groups. Table 1 compares this new
scheme with that in [17] in terms of performance, as both of the schemes are fully secure in the standard
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Ciphertext Private Key Public Key Pairing Computation On Prime Order Order of the
Size Size Size in Decryption Groups Groups

[17] 2l + 17
√
N |S|+ 4 |U|+ 3 + 4

√
N 2|I|+ 10 × p1p2p3

this work 6l + 3 + 46
√
N 6|S|+ 12 24|U|+ 20 + 14

√
N 6|I|+ 30

√
p

1 Let l be the size of an access policy, |S| the size of the attribute set of a private key, |U| the size of the
attribute universe, and |I| the number of attributes in a decryption key that satisfies a ciphertext’s access
policy.

Table 1. Comparison with the fully collusion-resistant blackbox CP-ABE in [17]

model, fully collusion-resistant blackbox traceable in the standard model, and highly expressive (i.e.
supporting any monotonic access structures).

Related Work. In [17] Liu et al. defined a ‘functional’ CP-ABE that has the same functionality as
the conventional CP-ABE (i.e. having all the appealing properties of the conventional CP-ABE), ex-
cept that each user is assigned and identified by a unique index, which will enable the traceability of
traitors. Liu et al. also defined the security and the fully collusion-resistant blackbox traceability for
such a ‘functional’ CP-ABE. Furthermore, Liu et al. defined a new primitive called Augmented CP-
ABE (AugCP-ABE) and formalized its security using message-hiding and index-hiding games. Then
Liu et al. proved that an AugCP-ABE scheme with message-hiding and index-hiding properties can be
directly transferred to a secure CP-ABE with fully collusion-resistant blackbox traceability. With such a
framework, Liu et al. obtained a fully secure and fully collusion-resistant blackbox traceable CP-ABE
scheme by constructing an AugCP-ABE scheme with message-hiding and index-hiding properties. It
will be tempting to obtain a prime order construction by applying the existing general tools of con-
verting constructions from composite order groups to prime order groups, e.g. [7,13], to the composite
order group construction of [17]. However, as the traceability is a new feature of CP-ABE and these
tools focus on the conventional security (i.e. hiding the messages), it is not clear whether these tools
are applicable to the traceable CP-ABE of [17].

Outline. In this paper, we also follow the framework in [17]. In particular, in Section 2 we review
the definitions and security models of AugCP-ABE, then in Section 3 we propose our AugCP-ABE
construction on prime order groups and prove that our AugCP-ABE construction is message-hiding
and index-hiding in the standard model. As a result, we obtain a fully secure and fully collusion-
resistant blackbox traceable CP-ABE scheme on prime order groups.

2 Augmented CP-ABE Definitions

In this section, we review the definitions of Augmented CP-ABE, which is proposed by Liu et al. [17]
as a primitive that help constructing fully collusion-resistant blackbox traceable CP-ABE.

2.1 Definitions and Security Models

Given a positive integer n, let [n] be the set {1, 2, . . . , n}. An Augmented CP-ABE (AugCP-ABE)
system consists of the following four algorithms:

SetupA(λ,U , N) → (PP,MSK). The algorithm takes as input a security parameter λ, the attribute
universe U , and the number of users N in the system, then runs in polynomial time in λ, and
outputs the public parameter PP and a master secret key MSK.

KeyGenA(PP,MSK, S)→ SKk,S . The algorithm takes as input PP, MSK, and an attribute set S, and
outputs a private key SKk,S , which is assigned and identified by a unique index k ∈ [N ].
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EncryptA(PP,M,A, k̄) → CT . The algorithm takes as input PP, a message M , an access policy A
over U , and an index k̄ ∈ [N + 1], and outputs a ciphertext CT . A is included in CT , but the
value of k̄ is not.

DecryptA(PP, CT, SKk,S)→M or ⊥. The algorithm takes as input PP, a ciphertext CT , and a private
key SKk,S . If S satisfies the ciphertext access policy, the algorithm outputs a message M , otherwise
it outputs ⊥ indicating the failure of decryption.

Correctness. For any attribute set S ⊆ U , k ∈ [N ], access policy A over U , k̄ ∈ [N + 1], and message
M , suppose (PP,MSK)← SetupA(λ,U ,K), SKk,S ← KeyGenA(PP,MSK, S), CT ← EncryptA(PP,M,A,
k̄). If (S satisfies A) ∧ (k ≥ k̄) then DecryptA(PP, CT, SKk,S) = M .

Security. The security of AugCP-ABE is defined by the following three games, where the first two
are for message-hiding, and the third one is for the index-hiding property. It is worth noticing that,
as pointed in [17], in the three games: (1) the adversary is allowed to specify the index of the private
key when it makes key queries for the attribute sets of its choice, i.e., for t = 1 to Q, the adversary
submits (index, attribute set) pair (kt, Skt) to query a private key for attribute set Skt , where Q ≤ N ,
kt ∈ [N ], and kt 6= kt′ ∀1 ≤ t 6= t′ ≤ Q (this is to guarantee that each user/key can be uniquely
identified by an index); and (2) for kt 6= kt′ we do not require Skt 6= Skt′ , i.e., different users/keys may
have the same attribute set.

In the first two message-hiding games between a challenger and an adversary A, k̄ = 1 (the
first game, GameAMH1

) or k̄ = N + 1 (the second game, GameAMHN+1
).

Setup. The challenger runs SetupA(λ,U , N) and gives the public parameter PP to A.
Phase 1. For t = 1 toQ1,A adaptively submits (index, attribute set) pair (kt, Skt), and the challenger

responds with SKkt,Skt , which corresponds to attribute set Skt and is assigned index kt.
Challenge. A submits two equal-length messages M0,M1 and an access policy A∗. The challenger

flips a random coin b ∈ {0, 1}, and sends CT ← EncryptA(PP,Mb,A∗, k̄) to A.
Phase 2. For t = Q1 + 1 to Q, A adaptively submits (index, attribute set) pair (kt, Skt), and the

challenger responds with SKkt,Skt , which corresponds to attribute set Skt and is assigned index kt.
Guess. A outputs a guess b′ ∈ {0, 1} for b.

GameAMH1
. In the Challenge phase the challenger sends CT ← EncryptA(PP,Mb,A∗, 1) to A. A wins

the game if b′ = b under the restriction that A∗ cannot be satisfied by any of the queried attribute
sets Sk1 , . . . , SkQ . The advantage of A is defined as MHA

1AdvA = |Pr[b′ = b]− 1
2 |.

GameAMHN+1
. In the Challenge phase the challenger sends CT ← EncryptA(PP,Mb,A∗, N + 1) to A. A

wins the game if b′ = b. The advantage of A is defined as MHA
N+1AdvA = |Pr[b′ = b]− 1

2 |.

Definition 1. A N -user Augmented CP-ABE system is message-hiding if for all probabilistic poly-
nomial time (PPT) adversaries A the advantages MHA

1AdvA and MHA
N+1AdvA are negligible in λ.

GameAIH. In the third game, index-hiding game, for any non-empty attribute set S∗ ⊆ U , we define
the strictest access policy as AS∗ =

∧
x∈S∗ x, and require that an adversary cannot distinguish

between an encryption using (AS∗ , k̄) and (AS∗ , k̄ + 1) without a private decryption key SKk̄,Sk̄ such

that Sk̄ ⊇ S∗. The game takes as input a parameter k̄ ∈ [N ] which is given to both the challenger and
the adversary A. The game proceeds as follows:

Setup. The challenger runs SetupA(λ,U , N) and gives the public parameter PP to A.
Key Query. For t = 1 to Q, A adaptively submits (index, attribute set) pair (kt, Skt), and the

challenger responds with SKkt,Skt , which corresponds to attribute set Skt and is assigned index kt.
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Challenge. A submits a message M and a non-empty attribute set S∗. The challenger flips a random
coin b ∈ {0, 1}, and sends CT ← EncryptA(PP,M,AS∗ , k̄ + b) to A.

Guess. A outputs a guess b′ ∈ {0, 1} for b.

A wins the game if b′ = b under the restriction that none of the queried pairs {(kt, Skt)}1≤t≤Q can
satisfy (kt = k̄) ∧ (Skt satisfies AS∗), i.e. (kt = k̄) ∧ (Skt ⊇ S∗). The advantage of A is defined as
IHAAdvA[k̄] = |Pr[b′ = b]− 1

2 |.

Definition 2. A N -user Augmented CP-ABE system is index-hiding if for all PPT adversaries A the
advantages IHAAdvA[k̄] for k̄ = 1, . . . , N are negligible in λ.

2.2 The Reduction of Traceable CP-ABE to Augmented CP-ABE

Let ΣA = (SetupA,KeyGenA,EncryptA,DecryptA) be an AugCP-ABE, define Encrypt(PP,M,A) =
EncryptA(PP,M,A, 1), and let Σ = (SetupA,KeyGenA,Encrypt,DecryptA). It is apparent that Σ is
a ‘functional’ CP-ABE that has the same functionality as the conventional CP-ABE, except that the
number of users in the system is predefined and each user is assigned and identified by a unique index1.
As shown in [17], with the following Trace algorithm [17], Σ achieves fully collusion-resistant blackbox
traceability against key-like decryption blackbox2.

TraceD(PP, SD, ε) → KT ⊆ {1, . . . , N}: Given a key-like decryption blackbox D associated with a
non-empty attribute set SD and probability ε > 0, the tracing algorithm works as follows:

1. For k = 1 to N + 1, do the following:

(a) The algorithm repeats the following 8λ(N/ε)2 times:

i. Sample M from the message space at random.
ii. Let CT ← EncryptA(PP,M,ASD , k), where ASD is the strictest access policy of SD.
iii. Query oracle D on input CT , and compare the output of D with M .

(b) Let p̂k be the fraction of times that D decrypted the ciphertexts correctly.

2. Let KT be the set of all k ∈ {1, . . . , N} for which p̂k − p̂k+1 ≥ ε/(4N). Then output KT as the
index set of the private keys of malicious users.

Theorem 1. [17, Theorem 1] If ΣA is message-hiding and index-hiding, then Σ is secure, and using
the Trace algorithm, Σ is traceable against key-like decryption blackbox.

Please refer to [17, Section 2 and 3] for more details, including the formal definitions of the security
and traceability, the Trace algorithm, and the proof of the theorem.

3 An Augmented CP-ABE Construction on Prime Order Groups

Now we construct an AugCP-ABE scheme on prime order groups, and prove that this AugCP-ABE
scheme is message-hiding and index-hiding in the standard model. Combined with the results in
Section 2.2, we obtain a CP-ABE scheme that is fully collusion-resistant blackbox traceable in the
standard model, fully secure in the standard model, and on prime order groups.

1 Note that as pointed in [17], predefining the number of users is indeed a weakness as well as a necessary cost for
achieving blackbox traceability, but in practice this should not incur much concern, and all the existing blackbox
traceable systems (e.g. [12,3,4,8]) have the same setting.

2 Roughly speaking, a key-like decryption blackbox D is described by a non-empty attribute set SD and a non-negligible
probability value ε, and for any access policy A, if it is satisfied by SD, this blackbox D can decrypt the corresponding
ciphertext associated with A with probability at least ε. Please refer to [17] for more formal details.
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3.1 Preliminaries

Before proposing our AugCP-ABE construction , we first review some preliminaries.

Bilinear Groups. Let G be a group generator, which takes a security parameter λ and outputs
(p,G,GT , e) where p is a prime, G and GT are cyclic groups of order p, and e : G × G → GT is a
map such that: (1) (Bilinear) ∀g, h ∈ G, a, b ∈ Zp, e(ga, hb) = e(g, h)ab, (2) (Non-Degenerate) ∃g ∈ G
such that e(g, g) has order p in GT . We refer to G as the source group and GT as the target group. We
assume that group operations in G and GT as well as the bilinear map e are efficiently computable,
and the description of G and GT includes a generator of G and GT respectively.

Complexity Assumptions. We will base the message-hiding property of our AugCP-ABE scheme on
the Decisional Linear Assumption (DLIN), the Decisional 3-Party Diffie-Hellman Assumption (D3DH)
and the Source Group q-Parallel BDHE Assumption, and will base the index-hiding property of our
AugCP-ABE scheme on the DLIN assumption and the D3DH assumption. Note that the DLIN as-
sumption and the D3DH assumption are standard and generally accepted assumptions, and the Source
Group q-Parallel BDHE Assumption is introduced and proved by Lewko and Waters in [16]. Please
refer to Appendix A for the details of the three assumptions.

Dual Pairing Vector Spaces. Our construction will use dual pairing vector spaces, a tool introduced
by Okamoto and Takashima [20,21,22] and developed by Lewko [13] and Lewko and Waters [16].
Let v = (v1, . . . , vn) be a vector over Zp, the notation gv denotes a tuple of group elements as
gv := (gv1 , . . . , gvn). Furthermore, for any a ∈ Zp and v = (v1, . . . , vn),w = (w1, . . . , wn) ∈ Znp , define

(gv)a := gav = (gav1 , . . . , gavn), gvgw := gv+w = (gv1+w1 , . . . , gvn+wn),

and define a bilinear map en on n-tuples of G as en(gv, gw) :=
∏n
i=1 e(g

vi , gwi) = e(g, g)(v·w), where
the dot/inner product v ·w is computed modulo p.

For a fixed (constant) dimension n, we say two bases B := (b1, . . . , bn) and B∗ := (b∗1, . . . , b
∗
n) of

Znp are “dual orthonormal” when

bi · b∗j ≡ 0(modp) ∀1 ≤ i 6= j ≤ n, bi · b∗i ≡ ψ(modp) ∀1 ≤ i ≤ n,

where ψ is a non-zero element of Zp. (This is a slight abuse of the terminology “orthonormal”, since

ψ is not constrained to be 1.) For a generator g ∈ G, we note that en(gbi , gb
∗
j ) = 1 whenever i 6= j,

where 1 here denotes the identity element in GT . Let Dual(Znp , ψ) denote the set of pairs of dual

orthonormal bases of dimension n with dot products bi · b∗i = ψ, and (B,B∗) R←− Dual(Znp , ψ) denote
choosing a random pair of bases from this set. As our AugCP-ABE construction will use dual pairing
vector spaces, the security proof will use a lemma and a Subspace Assumption, which are introduced
and proved by Lewko and Waters [16], in the setting of dual pairing vector spaces. Please refer to
Appendix A.1 for the details of this lemma and the Subspace Assumption. Here we would like to stress
that the Subspace Assumption is implied by DLIN assumption.

To construct our AugCP-ABE scheme, we further define a new notation. In particular, for any
v = (v1, . . . , vn) ∈ Znp , v′ = (v′1, . . . , v

′
n′) ∈ Zn′p , we define

(gv)v
′

:= ((gv)v
′
1 , . . . , (gv)v

′
n′ ) = (gv

′
1v1 , . . . , gv

′
1vn , . . . , gv

′
n′v1 , . . . , gv

′
n′vn) ∈ Gnn′ .

Note that for any v,w ∈ Znp ,v′,w′ ∈ Zn′p , we have

enn′((g
v)v
′
, (gw)w

′
) =

n′∏
j=1

n∏
i=1

e(gv
′
jvi , gw

′
jwi) =

n′∏
j=1

(

n∏
i=1

e(gvi , gwi))v
′
jw
′
j

=
(
en(gv, gw)

)(v′·w′)
=
(
e(g, g)(v·w)

)(v′·w′)
= e(g, g)(v·w)(v′·w′) = enn′((g

v′)v, (gw
′
)w).
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Linear Secret-Sharing Schemes (LSSS). As of previous work, we use linear secret-sharing schemes
(LSSS) to express the access policies. An LSSS is a share-generating matrix A whose rows are labeled
by attributes via a function ρ. An attribute set S satisfies the LSSS access matrix (A, ρ) if the rows
labeled by the attributes in S have the linear reconstruction property, namely, there exist constants
{ωi|ρ(i) ∈ S} such that, for any valid shares {λi} of a secret s, we have

∑
ρ(i)∈S ωiλi = s. The formal

definitions of access structures and LSSS can be found in Appendix D.

Notations. Suppose the number of users N in the system equals n2 for some n 3. We arrange the users
in a n×n matrix and uniquely assign a tuple (i, j) where 1 ≤ i, j ≤ n, to each user. A user at position
(i, j) of the matrix has index k = (i − 1) ∗ n + j. For simplicity, we directly use (i, j) as the index
where (i, j) ≥ (̄i, j̄) means that ((i > ī) ∨ (i = ī ∧ j ≥ j̄)). The use of pairwise notation (i, j) is purely
a notational convenience, as k = (i − 1) ∗ n + j defines a bijection between {(i, j)|1 ≤ i, j ≤ n} and
{1, . . . , N}. We conflate the notation and consider the attribute universe to be [U ] = {1, 2 . . . ,U}, so U
servers both as a description of the attribute universe and as a count of the total number of attributes.
Given a bilinear group order p, one can randomly choose rx, ry, rz ∈ Zp, and set χ1 = (rx, 0, rz),
χ2 = (0, ry, rz), χ3 = χ1 × χ2 = (−ryrz,−rxrz, rxry). Let span{χ1,χ2} be the subspace spanned by
χ1 and χ2, i.e. span{χ1,χ2} = {ν1χ1 + ν2χ2|ν1, ν2 ∈ Zp}. We can see that χ3 is orthogonal to the
subspace span{χ1,χ2} and that Z3

p = span{χ1,χ2,χ3} = {ν1χ1 + ν2χ2 + ν3χ3|ν1, ν2, ν3 ∈ Zp}. For
any v ∈ span{χ1,χ2}, we have (χ3 · v) = 0, and for random v ∈ Z3

p, (χ3 · v) 6= 0 happens with
overwhelming probability.

3.2 AugCP-ABE Construction

SetupA(λ,U , N = n2)→ (PP,MSK). The algorithm chooses a bilinear group G of order p and two gen-
erators g, h ∈ G. It randomly chooses (B,B∗), (B0,B∗0) ∈ Dual(Z3

p, ψ) and (B1,B∗1), . . . , (BU ,B∗U ) ∈
Dual(Z6

p, ψ). We let bj , b
∗
j (1 ≤ j ≤ 3) denote the basis vectors belonging to (B,B∗), b0,j , b

∗
0,j(1 ≤

j ≤ 3) denote the basis vectors belonging to (B0,B∗0), and bx,j , b
∗
x,j(1 ≤ j ≤ 6) denote the basis

vectors belonging to (Bx,B∗x) for each x ∈ [U ]. The algorithm also chooses random exponents

α1, α2 ∈ Zp, {ri, zi, αi,1, αi,2 ∈ Zp}i∈[n], {cj,1, cj,2, yj ∈ Zp}j∈[n].

The public parameter PP and the master secret key MSK are set to

PP =
(

(p,G,GT , e), g, h, g
b1 , gb2 , hb1 , hb2 , hb0,1 , hb0,2 , {hbx,1 , hbx,2 , hbx,3 , hbx,4}x∈[U ],

F1 = e(g, h)ψα1 , F2 = e(g, h)ψα2 , {Ei,1 = e(g, g)ψαi,1 , Ei,2 = e(g, g)ψαi,2}i∈[n],

{Gi = gri(b1+b2), Zi = gzi(b1+b2)}i∈[n], {Hj = gcj,1b
∗
1+cj,2b

∗
2 , Y j = H

yj
j }j∈[n]

)
.

MSK =
(
b∗1, b

∗
2, b

∗
0,1, b

∗
0,2, {b∗x,1, b∗x,2, b∗x,3, b∗x,4}x∈[U ], α1, α2, {ri, zi, αi,1, αi,2}i∈[n], {cj,1, cj,2}j∈[n]

)
.

In addition, a counter ctr = 0 is implicitly included in MSK.
KeyGenA(PP,MSK, S) → SK(i,j),S . The algorithm first sets ctr = ctr + 1 and computes the corre-

sponding index in the form of (i, j) where 1 ≤ i, j ≤ n and (i− 1) ∗ n+ j = ctr. Then it randomly
chooses σi,j,1, σi,j,2, δi,j,1, δi,j,2 ∈ Zp, and outputs a private key

SK(i,j),S = 〈 (i, j), S, Ki,j = g(αi,1+ricj,1)b∗1+(αi,2+ricj,2)b∗2h(σi,j,1+δi,j,1)b∗1+(σi,j,2+δi,j,2)b∗2 ,

K ′i,j = g(α1+σi,j,1+δi,j,1)b∗1+(α2+σi,j,2+δi,j,2)b∗2 , K ′′i,j = (K ′i,j)
zi ,

Ki,j,0 = gδi,j,1b
∗
0,1+δi,j,2b

∗
0,2 , {Ki,j,x = gσi,j,1(b∗x,1+b∗x,2)+σi,j,2(b∗x,3+b∗x,4)}x∈S 〉.

3 If the number of users is not a square, we add some “dummy” users to pad to the next square.
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EncryptA(PP,M,A = (A, ρ), (̄i, j̄))→ CT . A is an l ×m LSSS matrix and ρ maps each row Ak of A
to an attribute ρ(k) ∈ [U ]. The algorithm first chooses random

κ, τ, s1, . . . , sn, t1, . . . , tn ∈ Zp, vc, w1, . . . ,wn ∈ Z3
p,

ξ1,1, ξ1,2, . . . , ξl,1, ξl,2 ∈ Zp, u1,u2 ∈ Zmp .

It also chooses random rx, ry, rz ∈ Zp, and sets χ1 = (rx, 0, rz),χ2 = (0, ry, rz),χ3 = χ1 × χ2 =
(−ryrz,−rxrz, rxry). Then it randomly chooses

vi ∈ Z3
p for i = 1, . . . , ī, vi ∈ span{χ1,χ2} for i = ī+ 1, . . . , n.

Let π1 and π2 be the first entries of u1 and u2 respectively. The algorithm creates a ciphertext
〈(A, ρ), (Ri,R

′
i,Qi,Q

′
i,Q

′′
i , Ti)

n
i=1, (Cj ,C

′
j)
n
j=1, (P k)

l
k=0〉 as follows:

1. For each row i ∈ [n]:

– if i < ī: choose random ŝi ∈ Zp, then set

Ri = (gb1+b2)vi , R′i = Rκ
i ,

Qi = gsi(b1+b2), Q′i = hsi(b1+b2)Zti
i h

π1b1+π2b2 , Q′′i = gti(b1+b2), Ti = e(g, g)ŝi .

– if i ≥ ī: set

Ri = (Gi)
sivi , R′i = Rκ

i ,

Qi = gτsi(vi·vc)(b1+b2), Q′i = hτsi(vi·vc)(b1+b2)Zti
i h

π1b1+π2b2 , Q′′i = gti(b1+b2),

Ti = M
(Ei,1Ei,2)τsi(vi·vc)

(F1F2)τsi(vi·vc)F π1
1 F π2

2

.

2. For each column j ∈ [n]:

– if j < j̄: choose random µj ∈ Zp, then set Cj = (Hj)
τ(vc+µjχ3)(Y j)

κwj , C ′j = (Y j)
wj .

– if j ≥ j̄: set Cj = (Hj)
τvc(Y j)

κwj , C ′j = (Y j)
wj .

3. P 0 = hπ1b0,1+π2b0,2 , {P k = h(Ak·u1+ξk,1)bρ(k),1−ξk,1bρ(k),2+(Ak·u2+ξk,2)bρ(k),3−ξk,2bρ(k),4}k∈[l].

DecryptA(PP, CT, SK(i,j),S)→M or ⊥. The algorithm parses CT and SK(i,j),S to 〈(A, ρ), (Ri,R
′
i,Qi,

Q′i,Q
′′
i , Ti)

n
i=1, (Cj ,C

′
j)
n
j=1, (P k)

l
k=0〉 and 〈 (i, j), S Ki,j ,K

′
i,j ,K

′′
i,j ,Ki,j,0, {Ki,j,x}x∈S 〉 respec-

tively. If S does not satisfy (A, ρ), the algorithm outputs ⊥, otherwise it

1. Computes constants {ωk ∈ Zp|ρ(k) ∈ S} such that
∑

ρ(k)∈S ωkAk = (1, 0, . . . , 0), then computes

DP =e3(Ki,j,0,P 0)
∏

ρ(k)∈S

e6(Ki,j,ρ(k),P k)
ωk .

2. Computes DI =
e3(Ki,j ,Qi)·e3(K′′i,j ,Q

′′
i )·e9(R′i,C

′
j)

e3(K′i,j ,Q
′
i)·e9(Ri,Cj)

.

3. Computes M = Ti/(DP ·DI) as the output message. Assume the ciphertext is generated from
message M ′ and index (̄i, j̄), it can be verified that only when (i > ī) or (i = ī ∧ j ≥ j̄),
M = M ′ will hold. This follows from the facts that for i > ī, we have (vi · χ3) = 0 (since
vi ∈ span{χ1,χ2}), and for i = ī, we have that (vi · χ3) 6= 0 happens with overwhelming
probability (since vi is randomly chosen from Z3

p). The correctness can be found in Appendix B.

Remarks: We borrow the ideas of [16, Section 5] to achieve the full security for prime order group con-
structions, and borrow the ideas of [17] to achieve fully collusion-resistant blackbox traceability. But the
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above construction and the later security proof are not trivial combinations of the two schemes. In par-
ticular, the public parameter components gb1 , gb2 , hb1 , hb2 , hb0,1 , hb0,2 , {hbx,1 , hbx,2 , hbx,3 , hbx,4}x∈[U ], F1,
F2, the key components K ′i,j ,Ki,j,0, {Ki,j,x}x∈S , and ciphertext components P 0, {P k}k∈[l] are de-
signed using the ideas of [16, Section 5]. To achieve fully collusion-resistant blackbox traceability,
{Ei,1, Ei,2,Gi,Zi}i∈[n], {Hj}j∈[n] are put in the public parameter, and Ki,j ,K

′′
i,j are introduced into

the private key. Note that Gi and Hj will be used to generate ciphertext components Ri and Cj

respectively, and e9(Ri,Cj) will be computed during decryption, so that Gi and Hj must use the
basis vectors of a pair of dual orthonormal bases, i.e. Gi uses (b1, b2) and Hj uses (b∗1, b

∗
2). This pre-

vents us from trivially using the proof of [16, Section 5], because in the construction of [16, Section 5],
only b1, b2, b0,1, b0,2, {bx,1, bx,2, bx,3, bx,4}x∈[U ] appear in the exponents of the public parameter com-
ponents. As an informal evidence, while the AugCP-ABE scheme of [17] reduces its message-hiding
property (in GameAMH1

) to the security of the CP-ABE scheme of [15], it is impossible to make a similar
reduction here, since the public parameter of the above AugCP-ABE construction contains (b∗1, b

∗
2)

while the public parameter of [16, Section 5] does not contain them. To address this problem, we
introduce a new and crucial public parameter component Y j = H

yj
j which does not have counter-

part in the AugCP-ABE scheme of [17] or the CP-ABE scheme in [16, Section 5], and we reduce the
message-hiding property of our construction directly to the underlying assumptions.

3.3 Security of The AugCP-ABE Construction

The following Theorem 2 and Theorem 3 show that our AugCP-ABE construction is message-hiding,
and Theorem 4 shows that our AugCP-ABE construction is index-hiding.

Theorem 2. Suppose the DLIN assumption, the D3DH assumption, and the source group q-parallel
BDHE assumption hold. Then no PPT adversary can win GameAMH1

with non-negligible advantage.

Proof. Our message-hiding proof route here is quite similar to the security proof route of the conven-
tional CP-ABE scheme by Lewko and Waters [16, Section 5]. But as discussed previously, this is not
a trivial work.

We begin by defining our various types of semi-functional keys and ciphertexts. The semi-functional
space in the exponent will correspond to the span of b3, b

∗
3, the span of b0,3, b

∗
0,3 and the span of each

bx,5, bx,6, b
∗
x,5, b

∗
x,6.

Semi-functional Keys. To produce a semi-functional key for an attribute set S, one first calls
the normal key generation algorithm to produce a normal key consisting of Ki,j ,K

′
i,j ,K

′′
i,j , Ki,j,0,

{Ki,j,x}x∈S with index (i, j). One then chooses random value γ. The semi-functional key is

Ki,jh
γb∗3 , K ′i,jg

γb∗3 , K ′′i,jg
ziγb

∗
3 , Ki,j,0, {Ki,j,x}x∈S .

Semi-functional Ciphertexts. To produce a semi-functional ciphertext for an LSSS matrix (A, ρ)
of size l × m, one first calls the normal encryption algorithm to produce a normal ciphertext con-
sisting of 〈(A, ρ), (Ri,R

′
i,Qi,Q

′
i,Q

′′
i , Ti)

n
i=1, (Cj ,C

′
j)
n
j=1, (P k)

l
k=0〉. One then chooses random values

π3, ξk,3(1 ≤ k ≤ l) ∈ Zp and a random vector u3 ∈ Zmp with first entry equal to π3. The semi-functional
ciphertext is:

〈(A, ρ), (Ri,R
′
i,Qi,Q

′
ih
π3b3 ,Q′′i , Ti)

n
i=1, (Cj ,C

′
j)
n
j=1, P 0h

π3b0,3 , (P kh
(Ak·u3+ξk,3)bρ(k),5−ξk,3bρ(k),6)lk=1〉.

Our proof is obtained via a hybrid argument over a sequence of games:

Gamereal: The real message-hiding game (i.e. GameAMH1
) as defined in the Section 2.1.
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Gamet (0 ≤ t ≤ Q): Let Q denote the total number of key queries that the attacker makes. For
each t from 0 to Q, we define Gamet as follows: In Gamet, the ciphertext given to the attacker is
semi-functional, as are the first t keys. The remaining keys are normal.

Gamefinal: In this game, all of the keys given to the attacker are semi-functional, and the ciphertext
given to the attacker is a semi-functional encryption of a random message.

The outer structure of our hybrid argument will progress as shown in Fig. 1. First, we transition
from Gamereal to Game0, then to Game1, next to Game2, and so on. We ultimately arrive at GameQ,
where the ciphertext and all of the keys given to the attacker are semi-functional. We then transition
to Gamefinal, which is defined to be like GameQ, except that the ciphertext given to the attacker is a
semi-functional encryption of a random message. This will complete our proof, since any attacker has
a zero advantage in this final game.

The transitions from Gamereal to Game0 and from GameQ to Gamefinal are relatively easy, and
can be accomplished directly via computational assumptions. The transitions from Gamet−1 to Gamet
require more intricate arguments. For these steps, we will need to treat Phase 1 key requests (before
the challenge ciphertext) and Phase 2 key requests (after the challenge ciphertext) differently. We will
also need to define two additional types of semi-functional keys:

Nominal Semi-functional Keys. To produce a nominal semi-functional key for an attribute set
S, one first calls the normal key generation algorithm to produce a normal key consisting of
Ki,j ,K

′
i,j ,K

′′
i,j ,Ki,j,0, {Ki,j,x}x∈S with index (i, j). One then chooses random values σi,j,3, δi,j,3 ∈

Zp. The nominal semi-functional key is:Ki,jh
(σi,j,3+δi,j,3)b∗3 , K ′i,jg

(σi,j,3+δi,j,3)b∗3 , K ′′i,jg
zi(σi,j,3+δi,j,3)b∗3 ,

Ki,j,0g
δi,j,3b

∗
0,3 , {Ki,j,xg

σi,j,3(b∗x,5+b∗x,6)}x∈S . We note that a nominal semi-functional key still cor-
rectly decrypts a semi-functional ciphertext.

Temporary Semi-functional Keys. A temporary semi-functional key is similar to a nominal
semi-functional key, except that the semi-functional component attached to K ′i,j will now be
randomized (this will prevent correct decryption of a semi-functional ciphertext) and Ki,j and
K ′′i,j change accordingly. More formally, to produce a temporary semi-functional key for an at-
tribute set S, one first calls the normal key generation algorithm to produce a normal key con-
sisting of Ki,j ,K

′
i,j ,K

′′
i,j ,Ki,j,0, {Ki,j,x}x∈S with index (i, j). One then chooses random values

σi,j,3, δi,j,3, γ ∈ Zp. The temporary semi-functional key is formed as:

Ki,jh
γb∗3 , K ′i,jg

γb∗3 , K ′′i,jg
ziγb

∗
3 , Ki,j,0g

δi,j,3b
∗
0,3 , {Ki,j,xg

σi,j,3(b∗x,5+b∗x,6)}x∈S .

For each t from 1 to Q, we define the following additional games:

GameNt : This is like Gamet, except that the tth key given to the attacker is a nominal semi-functional
key. The first t− 1 keys are still semi-functional in the original sense, while the remaining keys are
normal.

GameTt : This is like Gamet, except that the tth key given to the attacker is a temporary semi-functional
key. The first t− 1 keys are still semi-functional in the original sense, while the remaining keys are
normal.

In order to transition from Gamet−1 to Gamet in our hybrid argument, we will transition first from
Gamet−1 to GameNt , then to GameTt , and finally to Gamet. The transition from GameNt to GameTt will
require different computational assumptions for Phase 1 and Phase 2 queries (As shown in Fig. 1, we
use two lemmas based on different assumptions to obtain the transition).

As shown in Fig. 1, we use a series of lemmas, i.e. Lemmas 4, 5, 6, 7, 8, and 9, to prove the
transitions. The details of these lemmas and their proofs can be found in Appendix C.1.
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Lemma 4 

DLIN 

…… …… 

Lemma 5 

DLIN 

Lemma 8 

DLIN 
Lemma 9 

DLIN 
Phase 1:  Lemma 6  D3DH 

Phase 2:  Lemma 7  q-pBDHE 

Fig. 1. Lemmas 4, 5, 8, and 9 rely on the subspace assumption (w.r.t. Definition 3), which is implied by DLIN assumption,
Lemma 6 relies on the D3DH assumption, and Lemma 7 relies on the source group q-parallel BDHE assumption.

Theorem 3. No PPT adversary can win GameAMHN+1
with non-negligible advantage.

Proof. The argument for security of GameAMHN+1
is very straightforward since an encryption to index

N + 1 = (n + 1, 1) contains no information about the message. The simulator simply runs actual
SetupA and KeyGenA algorithms and encrypts the message Mb by the challenge access policy A and
index (n + 1, 1). Since for all i = 1 to n, the values of Ti contain no information about the message,
the bit b is perfectly hidden and MHA

N+1AdvA = 0.

Theorem 4. Suppose that the D3DH assumption and the DLIN assumption hold. Then no PPT
adversary can win GameAIH with non-negligible advantage.

Proof. Theorem 4 follows Lemma 1 and Lemma 2 below.

Lemma 1. Suppose that the D3DH assumption holds. Then for j̄ < n no PPT adversary can distin-
guish between an encryption to (̄i, j̄) and (̄i, j̄ + 1) in GameAIH with non-negligible advantage.

Proof. In GameAIH, the adversary A will eventually behave in one of two different ways:

Case I: In Key Query phase, A will not submit ((̄i, j̄), S(̄i,j̄)) for some attribute set S(̄i,j̄) to query the
corresponding private key. In Challenge phase, A submits a message M and a non-empty attribute
set S∗. There is not any restriction on S∗.

Case II: In Key Query phase, A will submit ((̄i, j̄), S(̄i,j̄)) for some attribute set S(̄i,j̄) to query the
corresponding private key. In Challenge phase, A submits a message M and a non-empty attribute
set S∗ with the restriction that the corresponding strictest access policy AS∗ is not satisfied by
S(̄i,j̄) (i.e., S∗ \ S(̄i,j̄) 6= ∅).

The simulation for Case I is very similar to that of [8] because the simulator does not need to
generate private key indexed (̄i, j̄) and there is not any restriction on the attribute set S∗. The Case
II captures the security that even when a user has a key indexed (̄i, j̄) he cannot distinguish between
an encryption to (AS∗ , (̄i, j̄)) and one to (AS∗ , (̄i, j̄ + 1)) if the corresponding attribute set S(̄i,j̄) is not

a superset of S∗. With the crucial components Zti
i (in Q′i) and Q′′i = gti(b1+b2) in the ciphertext, and

Y j in the public parameter, our particular construction guarantees that B can successfully finish the
simulation with probability |S∗ \S(̄i,j̄)|/|U|, which is at least 1/|U| since S∗ \S(̄i,j̄) 6= ∅. As of the fully
secure CP-ABE schemes in [14,22,15,16,17], we assume that the size of attribute universe (i.e. |U|) is
polynomial in the security parameter λ, so that a degradation of O(1/|U|) in the security reduction is
acceptable. The proof details of Lemma 1 can be found in Appendix C.2.

Lemma 2. Suppose the D3DH assumption and the DLIN assumption hold. Then for any 1 ≤ ī ≤ n
no PPT adversary can distinguish between an encryption to (̄i, n) and (̄i+ 1, 1) in GameAIH with non-
negligible advantage.
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Proof. The proof of this lemma follows from a series of lemmas that establish the indistinguishability
of the following games, where “less-than row” implies the corresponding vi is randomly chosen from
Z3
p and Ti is a random element (i.e. Ti = e(g, g)ŝi), “target row” implies the corresponding vi is

randomly chosen from Z3
p and Ti is well-formed, and “greater-than row” implies the corresponding vi

is randomly chosen from span{χ1,χ2} and Ti is well-formed.

– H1: Encrypt to column n, row ī is the target row, row ī+ 1 is the greater-than row.

– H2: Encrypt to column n+ 1, row ī is the target row, row ī+ 1 is the greater-than row.

– H3: Encrypt to column n + 1, row ī is the less-than row, row ī + 1 is the greater-than row (no
target row).

– H4: Encrypt to column 1, row ī is the less-than row, row ī+ 1 is the greater-than row (no target
row).

– H5: Encrypt to column 1, row ī is the less-than row, row ī+ 1 is the target row.

It can be observed that game H1 corresponds to the encryption being done to (̄i, n) and game H5

corresponds to encryption to (̄i+ 1, 1). As shown in Fig. 2, we use a series of lemmas, i.e. Lemmas 10,
11, 12, and 13, to prove the indistinguishability of the games H1 and H5. The details of these lemmas
and their proofs can be found in Appendix C.3.

H
1 

Lemma 10 

D3DH 
H

2 

Lemma 11 

D3DH 
H

3 

Lemma 12 

D3DH 
H

4 

Lemma 13 

DLIN 
H

5 

Fig. 2. Lemmas 10, 11, and 12 rely on the D3DH assumption, and Lemma 13 relies on the DLIN assumption.

4 Conclusion

In this paper, we proposed a new Augmented CP-ABE construction on prime order groups, and proved
its message-hiding and index-hiding properties in the standard model. This implies the first CP-ABE
that simultaneously achieves (1) fully collusion-resistant blackbox traceability in the standard model,
(2) full security in the standard model, and (3) on prime order groups. The scheme is highly expressive
in supporting any monotonic access structures, and as a fully collusion-resistant blackbox traceable
CP-ABE scheme, it achieves the most efficient level to date, with the overhead in O(

√
N) only.
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A Assumptions

The Decisional Linear Assumption (DLIN) Given a group generator G, define the following
distribution:

(p,G,GT , e)
R←− G, g, f, v

R←− G, c1, c2
R←− Zp,

D := ((p,G,GT , e), g, f, v, f
c1 , vc2),

T0 = gc1+c2 , T1
R←− G.

We define the advantage of an algorithm A in breaking this assumption to be:

AdvDLG,A := |Pr[A(D,T0) = 1]− Pr[A(D,T1)] = 1|.

We say that G satisfies the DLIN Assumption if AdvDLG,A is a negligible function of the security parameter
λ for any PPT algorithm A.

https://www.usukita.org/node/1779
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The Decisional 3-Party Diffie-Hellman Assumption (D3DH) Given a group generator G, define
the following distribution:

(p,G,GT , e)
R←− G, g

R←− G, x, y, z
R←− Zp,

D := ((p,G,GT , e), g, g
x, gy, gz),

T0 = gxyz, T1
R←− G.

We define the advantage of an algorithm A in breaking this assumption to be:

AdvD3DH
G,A := |Pr[A(D,T0) = 1]− Pr[A(D,T1)] = 1|.

We say that G satisfies the D3DH Assumption if AdvD3DH
G,A is a negligible function of the security

parameter λ for any PPT algorithm A.

The Source Group q-Parallel BDHE Assumption [16] Given a group generator G and a positive
integer q, define the following distribution:

(p,G,GT , e)
R←− G, g

R←− G, c, d, f, b1, . . . , bq
R←− Zp,

D =
(
(p,G,GT , e), g, g

f , gdf , gc, gc
2
, . . . , gc

q
, , gc

q+2
, . . . , gc

2q
,

gc
i/bj ∀i ∈ {1, . . . , 2q} \ {q + 1}, j ∈ {1, . . . , q},

gdfbj ∀j ∈ {1, . . . , q},

gdfc
ibj′/bj ∀i ∈ {1, . . . , q}, j, j′ ∈ {1, . . . , q} s.t. j 6= j′

)
,

T0 = gdc
q+1
, T1

R←− G.

We define the advantage of an algorithm A in breaking this assumption to be:

AdvqPBG,A := |Pr[A(D,T0) = 1]− Pr[A(D,T1)] = 1|.

We say that G satisfies the Source Group q-Parallel BDHE Assumption if AdvqPBG,A is a negligible
function of the security parameter λ for any PPT algorithm A.

A.1 Assumptions for Dual Pairing Vector Spaces

Let (B,B∗) denote a pair of dual orthonormal bases over Znp , A ∈ Zm×mp be an invertible matrix for
some m ≤ n, and Sm ⊆ {1, . . . , n} be a subset of size m. Then new dual orthonormal bases (BA,B∗A)
are defined as follows. Let Bm denote the n×m matrix over Zp whose columns are the vectors bi ∈ B
such that i ∈ Sm. Then BmA is also an n ×m matrix. BA is formed by retaining all of the vectors
bi ∈ B for i /∈ Sm and exchanging the bi for i ∈ Sm with the columns of BmA. To define B∗A, similarly
let B∗m denote the n ×m matrix over Zp whose columns are the vectors b∗i ∈ B∗ such that i ∈ Sm.
Then B∗m(A−1)t is also an n×m matrix, where (A−1)t denotes the transpose of A−1. B∗A is formed by
retaining all of the vectors b∗i ∈ B∗ for i /∈ Sm and exchanging the b∗i for i ∈ Sm with the columns of
B∗m(A−1)t. We have

Lemma 3. [13] For any fixed positive integers m ≤ n, any fixed invertible A ∈ Zm×mp and set Sm ⊆
{1, . . . , n} of size m, if (B,B∗) R←− Dual(Znp , ψ), then (BA,B∗A) is also distributed as a random sample
from Dual(Znp , ψ). In particular, the distribution of (BA,B∗A) is independent of A.
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The “Subspace Assumption” is introduced by Lewko [13], and is generalized by Lewko and Waters
[16]. In particular, let the parameter m denote the number of bases, and each basis pair has its own
dimension ni and its own parameter ki where ki is a positive integer such that ki ≤ ni

3 . The following
statement of the subspace assumption is implied by DLIN assumption, and is proved by Lewko and
Waters [16, Appendix A]. Note that this reduction (i.e., the Subspace Assumption is implied by DLIN
assumption) holds for any valid choices of the parameters m,ni, ki. We refer to [16] for more details
of the following statement of the subspace assumption.

The m dual orthonormal bases pairs will be denoted by (B1,B∗1), . . . , (Bm,B∗m). For each i from 1 to
m, the basis vectors comprising (Bi,B∗i ) will be denoted by bi,1, . . . , bi,ni and b∗i,1, . . . , b

∗
i,ni

respectively.

Definition 3. (The Subspace Assumption [16]) Given a group generator G, define the following dis-
tribution:

(p,G,GT , e)
R←− G, g

R←− G, ψ, η, β, τ1, τ2, τ3, µ1, µ2, µ3
R←− Zp,

(B1,B∗1)
R←− Dual(Zn1

p , ψ), . . . , (Bm,B∗m)
R←− Dual(Znmp , ψ),

∀i ∈ {1, . . . ,m} :

U i,1 := gµ1bi,1+µ2bi,ki+1+µ3bi,2ki+1 ,U i,2 := gµ1bi,2+µ2bi,ki+2+µ3bi,2ki+2 ,

. . . ,U i,ki := gµ1bi,ki+µ2bi,2ki+µ3bi,3ki ,

V i,1 := g
τ1ηb∗i,1+τ2βb∗i,ki+1 ,V i,2 := g

τ1ηb∗i,2+τ2βb∗i,ki+2 ,

. . . ,V i,ki := g
τ1ηb∗i,ki

+τ2βb∗i,2ki ,

W i,1 := g
τ1ηb∗i,1+τ2βb∗i,ki+1+τ3b∗i,2ki+1 ,W i,2 := g

τ1ηb∗i,2+τ2βb∗i,ki+2+τ3b∗i,2ki+2 ,

. . . ,W i,ki := g
τ1ηb∗i,ki

+τ2βb∗i,2ki
+τ3b∗i,3ki ,

D :=
(
(p,G,GT , e), g, {gbi,1 , gbi,2 , . . . , gbi,2ki , gbi,3ki+1 , . . . , gbi,ni ,

gηb
∗
i,1 , . . . , g

ηb∗i,ki , g
βb∗i,ki+1 , . . . , g

βb∗i,2ki , g
b∗i,2ki+1 , . . . , g

b∗i,ni ,

U i,1,U i,2, . . . ,U i,ki}
m
i=1, µ3

)
.

We assume that for any PPT adversary A (with output in {0, 1}),

AdvG,A := |Pr[A(D, {V i,1, . . . ,V i,ki}
m
i=1) = 1]− Pr[A(D, {W i,1, . . . ,W i,ki}

m
i=1) = 1]|

is negligible in the security parameter λ.

B Correctness of Our AugCP-ABE Construction

Correctness. Assume the ciphertext is generated from message M ′ and index (̄i, j̄). For i ≥ ī we
have

e3(Ki,j ,Qi) · e3(K ′′i,j ,Q
′′
i )

e3(K ′i,j ,Q
′
i)

=
e(g, g)ψ(αi,1+ricj,1+αi,2+ricj,2)τsi(vi·vc)e(h, g)ψ(σi,j,1+δi,j,1+σi,j,2+δi,j,2)τsi(vi·vc)

e(g, h)ψ(α1+σi,j,1+δi,j,1+α2+σi,j,2+δi,j,2)τsi(vi·vc)e(g, h)(α1+σi,j,1+δi,j,1)π1ψ+(α2+σi,j,2+δi,j,2)π2ψ

=
e(g, g)ψ(αi,1+ricj,1+αi,2+ricj,2)τsi(vi·vc)

e(g, h)ψ(α1+α2)τsi(vi·vc)e(g, h)ψ(α1+σi,j,1+δi,j,1)π1+ψ(α2+σi,j,2+δi,j,2)π2

=
(Ei,1Ei,2)τsi(vi·vc) · e(g, g)ψri(cj,1+cj,2)τsi(vi·vc)

(F1F2)τsi(vi·vc)F π1
1 F π2

2 · e(g, h)ψ(σi,j,1+δi,j,1)π1+ψ(σi,j,2+δi,j,2)π2
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If i ≥ ī ∧ j ≥ j̄: we have

e9(R′i,C
′
j)

e9(Ri,Cj)
=

e9((Gi)
κsivi , (Y j)

wj )

e9((Gi)sivi , (Hj)τvc(Y j)κwj )
=

1

e3(Gi,Hj)τsi(vi·vc)
=

1

e(g, g)ψri(cj,1+cj,2)τsi(vi·vc)
.

If i > ī ∧ j < j̄: note that for i > ī, we have (vi · χ3) = 0 (since vi ∈ span{χ1,χ2}), then we have

e9(R′i,C
′
j)

e9(Ri,Cj)
=

e9((Gi)
κsivi , (Y j)

wj )

e9((Gi)sivi , (Hj)τ(vc+µjχ3)(Y j)κwj )
=

1

e3(Gi,Hj)τsi(vi·vc)+τsiµj(vi·χ3)

=
1

e(g, g)ψri(cj,1+cj,2)τsi(vi·vc)
.

If i = ī∧ j < j̄: note that for i = ī, we have that (vi ·χ3) 6= 0 happens with overwhelming probability
(since vi is randomly chosen from Z3

p), then we have

e9(R′i,C
′
j)

e9(Ri,Cj)
=

e9((Gi)
κsivi , (Y j)

wj )

e9((Gi)sivi , (Hj)τ(vc+µjχ3)(Y j)κwj )
=

1

e3(Gi,Hj)τsi(vi·vc)+τsiµj(vi·χ3)

=
1

e(g, g)ψri(cj,1+cj,2)τsi(vi·vc) · e(g, g)ψri(cj,1+cj,2)τsiµj(vi·χ3)
.

Note that

DP =e3(Ki,j,0,P 0)
∏

ρ(k)∈S

e6(Ki,j,ρ(k),P k)
ωk

=e3(Ki,j,0,P 0)
∏

ρ(k)∈S

(
e(gσi,j,1 , hAk·u1)e(gσi,j,2 , hAk·u2)

)ψωk
=e(g, h)ψ(δi,j,1π1+δi,j,2π2)e(g, h)ψ(σi,j,1π1+σi,j,2π2).

Thus from the values of Ti, DP and DI , for M = Ti/(DP ·DI) we have that: (1) if (i > ī)∨(i = ī∧j ≥ j̄),
then M = M ′; (2) if i = ī ∧ j < j̄, then M = M ′ · e(g, g)ψri(cj,1+cj,2)τsiµj(vi·χ3); (3) if i < ī, then M
has no relation with M ′.

C Proofs

C.1 Proof of Theorem 2

Lemma 4. Under the subspace assumption, no PPT attacker can achieve a non-negligible difference
in advantage between Gamereal and Game0.

Proof. Given a PPT attacker A achieving a non-negligible difference in advantage between Gamereal
and Game0, we will create a PPT algorithm B to break the subspace assumption. We will employ the
subspace assumption with parameters m = U + 2, ni = 3, ki = 1 for two values of i, and ni = 6, ki = 2
for the rest of the values of i. In order to reconcile the notation of the assumption with the notation of
our construction as conveniently as possible, we will denote the bases involved in the assumption by
(D,D∗), (D0,D∗0) ∈ Dual(Z3

p , ψ) and (D1,D∗1), . . . , (DU ,D∗U ) ∈ Dual(Z6
p , ψ). B is given (we will ignore

the U terms and µ3 because they will not be needed):

G, p, g, gd1 , gd2 , gd0,1 , gd0,2 , {gdx,1 , gdx,2 , gdx,3 , gdx,4}x∈[U ],

gηd
∗
1 , gβd

∗
2 , gd

∗
3 , gηd

∗
0,1 , gβd

∗
0,2 , gd

∗
0,3 , {gηd

∗
x,1 , gηd

∗
x,2 , gβd

∗
x,3 , gβd

∗
x,4 , gd

∗
x,5 , gd

∗
x,6}x∈[U ],

T 1, T 0,1, {T x,1,T x,2}x∈[U ].
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The exponents of the unknown terms T 1,T 0,1 are distributed either as τ1ηd
∗
1 + τ2βd

∗
2 and τ1ηd

∗
0,1 +

τ2βd
∗
0,2 respectively, or as τ1ηd

∗
1 + τ2βd

∗
2 + τ3d

∗
3 and τ1ηd

∗
0,1 + τ2βd

∗
0,2 + τ3d

∗
0,3 respectively. Similarly,

the exponents of the unknown terms T x,1,T x,2 are distributed either as τ1ηd
∗
x,1+τ2βd

∗
x,3 and τ1ηd

∗
x,2+

τ2βd
∗
x,4 respectively, or as τ1ηd

∗
x,1 + τ2βd

∗
x,3 + τ3d

∗
x,5 and τ1ηd

∗
x,2 + τ2βd

∗
x,4 + τ3d

∗
x,6 respectively. It is

B’s task to determine if these τ3 contributions are present or not.

Setup. B implicitly sets the bases for the construction as:

b1 = ηd∗1, b2 = βd∗2, b3 = d∗3, b∗1 = η−1d1, b∗2 = β−1d2, b∗3 = d3,
b0,1 = ηd∗0,1, b0,2 = βd∗0,2, b0,3 = d∗0,3, b

∗
0,1 = η−1d0,1, b

∗
0,2 = β−1d0,2, b

∗
0,3 = d0,3,

bx,1 = ηd∗x,1, bx,2 = ηd∗x,2, bx,3 = βd∗x,3, bx,4 = βd∗x,4, b5 = d∗5, b6 = d∗6 ∀x ∈ [U ],

b∗x,1 = η−1dx,1, b
∗
x,2 = η−1dx,2, b

∗
x,3 = β−1dx,3, b

∗
x,4 = β−1dx,4, b

∗
5 = d5, b

∗
6 = d6 ∀x ∈ [U ].

We note that these are properly distributed because (D,D∗), (D0,D∗0), etc. are randomly chosen
(up to sharing the same ψ value).

B chooses random exponents

θ, α′1, α
′
2 ∈ Zp, {ri, zi, α′i,1, α′i,2 ∈ Zp}i∈[n], {c′j,1, c′j,2, yj ∈ Zp}j∈[n].

Then B gives to A the following public parameter:(
g, h = gθ, gb1 , gb2 , hb1 = (gb1)θ, hb2 = (gb2)θ, hb0,1 = (gb0,1)θ, hb0,2 = (gb0,2)θ,

{hbx,1 = (gbx,1)θ, . . . , hbx,4 = (gbx,4)θ}x∈U , F1 = e3(gd1 , gηd
∗
1)θα

′
1 , F2 = e3(gd2 , gβd

∗
2)θα

′
2 ,

{Gi = gri(b1+b2), Zi = gzi(b1+b2), Ei,1 = e3(gd1 , gηd
∗
1)α
′
i,1 , Ei,2 = e3(gd2 , gβd

∗
2)α
′
i,2}i∈[n],

{Hj = (gd1)c
′
j,1(gd2)c

′
j,2 , Y j = (Hj)

yj}j∈[n]

)
.

Note that B implicitly sets

α1 = ηα′1, α2 = βα′2, {αi,1 = ηα′i,1, αi,2 = βα′i,2}i∈[n], {cj,1 = ηc′j,1, cj,2 = βc′j,2}j∈[n].

Phase 1. To respond to a query for ((i, j), S(i,j)), B produces a normal key as follows. It randomly
chooses σ′i,j,1, σ

′
i,j,2, δ

′
i,j,1, δ

′
i,j,2 ∈ Zp, and outputs a private key SK(i,j),S(i,j)

= 〈(i, j), S(i,j),Ki,j ,K
′
i,j ,

K ′′i,j ,Ki,j,0, {Ki,j,x}x∈S(i,j)
〉 as:

Ki,j =g(αi,1+ricj,1)b∗1+(αi,2+ricj,2)b∗2h(σi,j,1+δi,j,1)b∗1+(σi,j,2+δi,j,2)b∗2

=(gd1)α
′
i,1+ric

′
j,1+θ(σ′i,j,1+δ′i,j,1)(gd2)α

′
i,2+ric

′
j,2+θ(σ′i,j,2+δ′i,j,2),

K ′i,j =(gd1)α
′
1+σ′i,j,1+δ′i,j,1(gd2)α

′
2+σ′i,j,2+δ′i,j,2 , K ′′i,j = (K ′i,j)

zi ,

Ki,j,0 =(gd0,1)δ
′
i,j,1(gd0,2)δ

′
i,j,2 ,

Ki,j,x =(gdx,1)σ
′
i,j,1(gdx,2)σ

′
i,j,1(gdx,3)σ

′
i,j,2(gdx,4)σ

′
i,j,2 ∀x ∈ S(i,j).

Note that B implicitly sets

σi,j,1 = ησ′i,j,1, σi,j,2 = βσ′i,j,2, δi,j,1 = ηδ′i,j,1, δi,j,2 = βδ′i,j,2.

Challenge. A submits to B an LSSS matrix (A, ρ) of size l × m and two equal length messages
M0,M1, B produces the challenge ciphertext for index (̄i = 1, j̄ = 1) as follows.
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B first chooses random

κ, τ, s1, . . . , sn, t1, . . . , tn ∈ Zp,
vc ∈ Z3

p, w1, . . . ,wn ∈ Z3
p,

ξ′1,1, ξ
′
1,2, . . . , ξ

′
l,1, ξ

′
l,2 ∈ Zp, u′1,u

′
2 ∈ Zmp ,

where the first entries of u′1 and u′2 are equal to 0. It also chooses a random vector u ∈ Zp with
first entry equal to 1, and chooses random exponents ξ′1,3, . . . , ξ

′
l,3 ∈ Zp. B implicitly sets

π1 = τ1, π2 = τ2,

u1 = τ1u+ u′1, u2 = τ2u+ u′2,

ξk,1 = ξ′k,3τ1 + ξ′k,1, ξk,2 = ξ′k,3τ2 + ξ′k,2 ∀k ∈ [l].

B chooses random rx, ry, rz ∈ Zp, and sets χ1 = (rx, 0, rz),χ2 = (0, ry, rz),χ3 = χ1 × χ2 =
(−ryrz,−rxrz, rxry), then it chooses random v1 ∈ Z3

p,vi ∈ span{χ1,χ2} for i = 2, . . . , n.

B chooses a random b ∈ {0, 1}, then creates a ciphertext 〈(A, ρ), (Ri,R
′
i,Qi,Q

′
i,Q

′′
i , Ti)

n
i=1, (Cj ,

C ′j)
n
j=1, (P k)

l
k=0〉 as follows (note that ī = 1, j̄ = 1):

1. For each i ∈ [n]: it sets

Ri = (Gi)
sivi , R′i = Rκ

i ,

Qi = gτsi(vi·vc)(b1+b2), Q′i = hτsi(vi·vc)(b1+b2)Zti
i T

θ
1, Q′′i = gti(b1+b2),

Ti = Mb
(Ei,1Ei,2)τsi(vi·vc)

(F1F2)τsi(vi·vc)e3(gd1 ,T 1)θα
′
1e3(gd2 ,T 1)θα

′
2
.

2. For each j ∈ [n]: it sets Cj = (Hj)
τvc(Y j)

κwj , C ′j = (Y j)
wj .

3.

P 0 =T θ0,1,

P k =
(
(T ρ(k),1)Ak·u+ξ′k,3(Tρ(k),2)−ξ

′
k,3

(g
ηd∗
ρ(k),1)Ak·u

′
1+ξ′k,1(g

ηd∗
ρ(k),2)−ξ

′
k,1(g

βd∗
ρ(k),3)Ak·u

′
2+ξ′k,2(g

βd∗
ρ(k),4)−ξ

′
k,2
)θ ∀k ∈ [l].

Phase 2. Same with Phase 1.

If the exponents of the T terms do not include the τ3 terms, then Q′i and P 0 are in their normal
forms, and the exponent vector of P k is

(Ak · τ1u+Ak · u′1 + τ1ξ
′
k,3 + ξ′k,1)ηd∗ρ(k),1 + (−τ1ξ

′
k,3 − ξ′k,1)ηd∗ρ(k),2

+ (Ak · τ2u+Ak · u′2 + τ2ξ
′
k,3 + ξ′k,2)βd∗ρ(k),3 + (−τ2ξ

′
k,3 − ξ′k,2)βd∗ρ(k),4

=(Ak · u1 + ξk,1)bρ(k),1 − ξk,1bρ(k),2 + (Ak · u2 + ξk,2)bρ(k),3 − ξk,2bρ(k),4.

Thus we have a properly distributed normal ciphertext in this case.

If the exponents of the T terms do include the τ3 terms, thenQ′i and P 0 are in their semi-functional
forms with π3 = τ3, and the exponent vector of P k is

(Ak · u1 + ξk,1)bρ(k),1 − ξk,1bρ(k),2 + (Ak · u2 + ξk,2)bρ(k),3 − ξk,2bρ(k),4

+ (Ak · τ3u+ τ3ξ
′
k,3)bρ(k),5 − τ3ξ

′
k,3bρ(k),6.
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This is a properly distributed semi-functional ciphertext with u3 = τ3u and ξk,3 = τ3ξ
′
k,3. (Note that

these values are distributed randomly and independently from u1,u2, ξk,1, ξk,2.)

Thus, when the τ3 terms are absent, B properly simulates Gamereal, and when the τ3 terms are
present, B properly simulates Game0. As a result, B can leverage A’s non-negligible difference in
advantage between these games to gain a non-negligible advantage against the subspace assumption.

Lemma 5. Under the subspace assumption, no PPT attacker can achieve a non-negligible difference
in advantage between Gamet−1 and GameNt for any t from 1 to Q.

Proof. Given a PPT attacker A achieving a non-negligible difference in advantage between Gamet−1

and GameNt , we will create a PPT algorithm B to break the subspace assumption. We will employ the
subspace assumption with parameters m = U + 2, ni = 3, ki = 1 for two values of i, and ni = 6, ki = 2
for the rest of the values of i. In order to reconcile the notation of the assumption with the notation of
our construction as conveniently as possible, we will denote the bases involved in the assumption by
(B,B∗), (B0,B∗0) ∈ Dual(Z3

p , ψ) and (B1,B∗1), . . . , (BU ,B∗U ) ∈ Dual(Z6
p , ψ). B is given (we will ignore

µ3 because it will not be needed):

G, p, g, gb1 , gb2 , gb0,1 , gb0,2 , {gbx,1 , gbx,2 , gbx,3 , gbx,4}x∈[U ],

gηb
∗
1 , gβb

∗
2 , gb

∗
3 , gηb

∗
0,1 , gβb

∗
0,2 , gb

∗
0,3 , {gηb

∗
x,1 , gηb

∗
x,2 , gβb

∗
x,3 , gβb

∗
x,4 , gb

∗
x,5 , gb

∗
x,6}x∈[U ],

U1 = gµ1b1+µ2b2+µ3b3 , U0,1 = gµ1b0,1+µ2b0,2+µ3b0,3 ,

{Ux,1 = gµ1bx,1+µ2bx,3+µ3bx,5 , Ux,2 = gµ1bx,2+µ2bx,4+µ3bx,6}x∈[U ],

T 1, T 0,1, {T x,1,T x,2}x∈[U ].

The exponents of the unknown terms T 1,T 0,1 are distributed either as τ1ηb
∗
1 + τ2βb

∗
2 and τ1ηb

∗
0,1 +

τ2βb
∗
0,2 respectively, or as τ1ηb

∗
1 +τ2βb

∗
2 +τ3b

∗
3 and τ1ηb

∗
0,1 +τ2βb

∗
0,2 +τ3b

∗
0,3 respectively. Similarly, the

exponents of the unknown terms T x,1,T x,2 are distributed either as τ1ηb
∗
x,1 + τ2βb

∗
x,3 and τ1ηb

∗
x,2 +

τ2βb
∗
x,4 respectively, or as τ1ηb

∗
x,1 + τ2βb

∗
x,3 + τ3b

∗
x,5 and τ1ηb

∗
x,2 + τ2βb

∗
x,4 + τ3b

∗
x,6 respectively. It is

B’s task to determine if these τ3 contributions are present or not.

Setup. B implicitly sets (B,B∗), (B0,B∗0), {(Bx,B∗x)} as the bases for the construction.

B chooses random exponents

θ, α′1, α
′
2 ∈ Zp, {ri, zi, α′i,1, α′i,2 ∈ Zp}i∈[n], {c′j,1, c′j,2, yj ∈ Zp}j∈[n].

Then B gives to A the following public parameter:(
g, h = gθ, gb1 , gb2 , hb1 = (gb1)θ, hb2 = (gb2)θ, hb0,1 = (gb0,1)θ, hb0,2 = (gb0,2)θ,

{hbx,1 = (gbx,1)θ, . . . , hbx,4 = (gbx,4)θ}x∈[U ], F1 = e3(gb1 , gηb
∗
1)θα

′
1 , F2 = e3(gb2 , gβb

∗
2)θα

′
2 ,

{Gi = gri(b1+b2), Zi = gzi(b1+b2), Ei,1 = e3(gb1 , gηb
∗
1)α
′
i,1 , Ei,2 = e3(gb2 , gβb

∗
2)α
′
i,2}i∈[n],

{Hj = (gηb
∗
1)c
′
j,1(gβb

∗
2)c
′
j,2 , Y j = (Hj)

yj}j∈[n]

)
.

Note that B implicitly sets

α1 = ηα′1, α2 = βα′2, {αi,1 = ηα′i,1, αi,2 = βα′i,2}i∈[n], {cj,1 = ηc′j,1, cj,2 = βc′j,2}j∈[n].

Phase 1. To respond to a query for ((i, j), S(i,j)), B acts as follows.
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– If it is in the first t − 1 key queries, B generates a semi-functional key as follow. B randomly
chooses δ′i,j,1, δ

′
i,j,2, σ

′
i,j,1, σ

′
i,j,2, γ ∈ Zp, and outputs a private key SK(i,j),S(i,j)

= 〈 (i, j), S(i,j),Ki,j ,

K ′i,j ,K
′′
i,j ,Ki,j,0, {Ki,j,x}x∈S(i,j)

〉 as:

Ki,j =(gηb
∗
1)α
′
i,1+ric

′
j,1+θ(σ′i,j,1+δ′i,j,1)(gβb

∗
2)α
′
i,2+ric

′
j,2+θ(σ′i,j,2+δ′i,j,2)gθγb

∗
3 ,

K ′i,j =(gηb
∗
1)α
′
1+σ′i,j,1+δ′i,j,1(gβb

∗
2)α
′
2+σ′i,j,2+δ′i,j,2gγb

∗
3 , K ′′i,j = (K ′i,j)

zi ,

Ki,j,0 =(gηb
∗
0,1)δ

′
i,j,1(gβb

∗
0,2)δ

′
i,j,2 ,

Ki,j,x =(gηb
∗
x,1)σ

′
i,j,1(gηb

∗
x,2)σ

′
i,j,1(gβb

∗
x,3)σ

′
i,j,2(gβb

∗
x,4)σ

′
i,j,2 ∀x ∈ S(i,j).

Note that this is a properly distributed semi-functional key with implicitly setting

σi,j,1 = ησ′i,j,1, σi,j,2 = βσ′i,j,2, δi,j,1 = ηδ′i,j,1, δi,j,2 = βδ′i,j,2.

– If it is the tth key query: B randomly chooses δ′i,j,1, δ
′
i,j,2, δ

′
i,j,3 ∈ Zp, and outputs a private key

SK(i,j),S(i,j)
= 〈 (i, j), S(i,j),Ki,j ,K

′
i,j ,K

′′
i,j ,Ki,j,0, {Ki,j,x}x∈S(i,j)

) as:

Ki,j =(gηb
∗
1)α
′
i,1+ric

′
j,1+θδ′i,j,1(gβb

∗
2)α
′
i,2+ric

′
j,2+θδ′i,j,2T θ1T

θδ′i,j,3
1 ,

K ′i,j =(gηb
∗
1)α
′
1+δ′i,j,1(gβb

∗
2)α
′
2+δ′i,j,2T 1(T 1)δ

′
i,j,3 , K ′′i,j = (K ′i,j)

zi ,

Ki,j,0 =(gηb
∗
0,1)δ

′
i,j,1(gβb

∗
0,2)δ

′
i,j,2T

δ′i,j,3
0,1 ,

Ki,j,x =T x,1T x,2 ∀x ∈ S(i,j).

Note that B implicitly sets

σi,j,1 = ητ1, σi,j,2 = βτ2, δi,j,1 = η(δ′i,j,1 + δ′i,j,3τ1), δi,j,2 = β(δ′i,j,2 + δ′i,j,3τ2).

If the exponents of the T terms do not include the τ3 terms, then this is a properly distributed
normal key. If they do include the τ3 terms, then this is a properly distributed nominal semi-
functional key with σi,j,3 = τ3 and δi,j,3 = δ′ij,3τ3. (Note that these values are distributed
randomly and independently from σi,j,1, σi,j,2, δi,j,1, δi,j,2.)

– If it is in the {t + 1, . . . , Q} key queries: B generates a normal key as follows. B randomly
chooses δ′i,j,1, δ

′
i,j,2, σ

′
i,j,1, σ

′
i,j,2 ∈ Zp, and outputs a private key SK(i,j),S(i,j)

= 〈 (i, j), S(i,j),Ki,j ,

K ′i,j ,K
′′
i,j , Ki,j,0, {Ki,j,x}x∈S(i,j)

〉 as:

Ki,j =(gηb
∗
1)α
′
i,1+ric

′
j,1+θ(σ′i,j,1+δ′i,j,1)(gβb

∗
2)α
′
i,2+ric

′
j,2+θ(σ′i,j,2+δ′i,j,2),

K ′i,j =(gηb
∗
1)α
′
1+σ′i,j,1+δ′i,j,1(gβb

∗
2)α
′
2+σ′i,j,2+δ′i,j,2 , K ′′i,j = (K ′i,j)

zi ,

Ki,j,0 =(gηb
∗
0,1)δ

′
i,j,1(gβb

∗
0,2)δ

′
i,j,2 ,

Ki,j,x =(gηb
∗
x,1)σ

′
i,j,1(gηb

∗
x,2)σ

′
i,j,1(gβb

∗
x,3)σ

′
i,j,2(gβb

∗
x,4)σ

′
i,j,2 ∀x ∈ S(i,j).

Note that this is a properly distributed normal key with implicitly setting

σi,j,1 = ησ′i,j,1, σi,j,2 = βσ′i,j,2, δi,j,1 = ηδ′i,j,1, δi,j,2 = βδ′i,j,2.

Challenge. A submits to B an LSSS matrix (A, ρ) of size l × m and two equal length messages
M0,M1, B produces a semi-functional ciphertext for index (̄i = 1, j̄ = 1) as follows.
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B first chooses random

κ, τ, s1, . . . , sn, t1, . . . , tn ∈ Zp,
vc ∈ Z3

p, w1, . . . ,wn ∈ Z3
p,

ξ′1,1, ξ
′
1,2, . . . , ξ

′
l,1, ξ

′
l,2 ∈ Zp, u′1,u

′
2 ∈ Zmp ,

where the first entries of u′1 and u′2 are equal to 0. It also chooses a random vector u ∈ Zmp with
first entry equal to 1, and chooses random exponents ξ′1,3, . . . , ξ

′
l,3 ∈ Zp. B implicitly sets

π1 = µ1, π2 = µ2, π3 = µ3,

u1 = µ1u+ u′1, u2 = µ2u+ u′2, u3 = µ3u,

ξk,1 = ξ′k,1 + ξ′k,3µ1, ξk,2 = ξ′k,2 + ξ′k,3µ2, ξk,3 = ξ′k,3µ3 ∀k ∈ [l].

B chooses random rx, ry, rz ∈ Zp, and sets χ1 = (rx, 0, rz),χ2 = (0, ry, rz),χ3 = χ1 × χ2 =
(−ryrz,−rxrz, rxry), then it chooses random v1 ∈ Z3

p, span{χ1,χ2} for i = 2, . . . , n.
B chooses a random b ∈ {0, 1}, then creates a ciphertext 〈(A, ρ), (Ri,R

′
i,Qi,Q

′
i,Q

′′
i , Ti)

n
i=1, (Cj ,

C ′j)
n
j=1, (P k)

l
k=0〉 as follows (note that ī = 1, j̄ = 1):

1. For each i ∈ [n]: it sets

Ri = (Gi)
sivi , R′i = Rκ

i ,

Qi = gτsi(vi·vc)(b1+b2), Q′i = hτsi(vi·vc)(b1+b2)Zti
i U

θ
1 , Q′′i = gti(b1+b2),

Ti = Mb
(Ei,1Ei,2)τsi(vi·vc)

(F1F2)τsi(vi·vc)e3(U1, gηb
∗
1)θα

′
1e3(U1, gηb

∗
2)θα

′
2
.

2. For each j ∈ [n]: it sets Cj = (Hj)
τvc(Y j)

κwj , C ′j = (Y j)
wj .

3.

P 0 =U θ
0,1,

P k =
(
(gbρ(k),1)Ak·u

′
1+ξ′k,1(gbρ(k),2)−ξ

′
k,1

(gbρ(k),3)Ak·u
′
2+ξ′k,2(gbρ(k),4)−ξ

′
k,2U

Ak·u+ξ′k,3
ρ(k),1 U

−ξ′k,3
ρ(k),2

)θ ∀k ∈ [l].

Phase 2. Same with Phase 1.

Thus, when the τ3 terms are absent, B properly simulates Gamet−1, and when the τ3 terms are
present, B properly simulates GameNt . As a result, B can leverage A’s non-negligible difference in
advantage between these games to gain a non-negligible advantage against the subspace assumption.

Lemma 6. Under the D3DH assumption, no PPT attacker can achieve a non-negligible difference in
advantage between GameNt and GameTt for any t from 1 to Q1 (recall these are all the Phase 1 queries).

Proof. Given a PPT attacker A achieving a non-negligible difference in advantage between GameNt
and GameTt from some t between 1 and Q1, we will create a PPT algorithm B to break the D3DH
assumption. B is given g, gx, gy, gz, T , where T is either gxyz or a random element of G. B will simulate
either GameNt or GameTt with A depending on the nature of T .

Setup. B chooses random dual orthonormal bases (D,D∗), (D0,D∗0) of dimension 3 and (Dx,D∗x) of
dimension 6, all with the same value of ψ. It then implicitly sets (B,B∗) and (B0,B∗0) as follows:

b1 = d1, b2 = d2, b3 = (xy)−1d3, b∗1 = d∗1, b∗2 = d∗2, b∗3 = (xy)d∗3,
b0,1 = d0,1, b0,2 = d0,2, b0,3 = (xy)−1d0,3, b

∗
0,1 = d∗0,1, b

∗
0,2 = d∗0,2, b

∗
0,3 = (xy)d∗0,3.
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We note (B,B∗) and (B0,B∗0) are properly distributed.

B sets the normal portions of (B1,B∗1), . . . , (BU ,B∗U ) as follows:

bx,1 = dx,1, bx,2 = dx,2, bx,3 = dx,3, bx,4 = dx,4 ∀x ∈ [U ],
b∗x,1 = d∗x,1, b

∗
x,2 = d∗x,2, b

∗
x,3 = d∗x,3, b

∗
x,4 = d∗x,4 ∀x ∈ [U ].

The semi-functional portions of these bases will be set later (at which point we may verify that all
of (B1,B∗1), . . . , (BU ,B∗U ) are properly distributed).

B chooses θ, α1, α2, ri, αi,1, αi,2, zi(i ∈ [n]), cj,1, cj,2, yj(j ∈ [n]) ∈ Zp randomly. We observe that
B can now produce the public parameter (with h = gθ), and also knows the master secret key
(enabling it to create normal keys). It gives the public parameter to A.

Phase 1. To create the first t−1 semi-functional keys in response to A’s key requests, B first creates
a normal key, then chooses a random exponent γ′ ∈ Zp, and multiples Ki,j ,K

′
i,j and K ′′i,j by

gθγ
′d∗3 , gγ

′d∗3 and gziγ
′d∗3 respectively. We are using here that B does not need to know gb

∗
3 precisely

in order to create well-distributed semi-functional keys – it suffices for B to know gcb
∗
3 for some

(non-zero) c ∈ Zp.
A requests the tth key for some pair ((it, jt), S(it,jt)) where S(it,jt) ⊆ [U ]. At this point, B implicitly
defines the semi-functional parts of the bases (B1,B∗1), . . . , (BU ,B∗U ) as follows (note that these
have not been involved in the game before this):

bx,5 = x−1dx,5, bx,6 = dx,6, b
∗
x,5 = xd∗x,5, b

∗
x,6 = d∗x,6 ∀x /∈ S(it,jt),

bx,5 = dx,5, bx,6 = dx,6, b
∗
x,5 = d∗x,5, b

∗
x,6 = d∗x,6 ∀x ∈ S(it,jt).

We observe that all of (B,B∗), (B0,B∗0), (B1,B∗1), . . . , (BU ,B∗U ) are properly distributed, and their
distribution is independent of x, y, and S(it,jt) (the involvement of x, y, and S(it,jt) is only present
in B’s view and is information-theoretically hidden from A, see [16, Lemma 11]).

To create the tth key, B chooses random exponents σi,j,1, σi,j,2, δi,j,1, δi,j,2, δ
′
i,j,3 ∈ Zp, then forms

the key as

Ki,j =(gd
∗
1)αi,1+ricj,1+θ(σi,j,1+δi,j,1)(gd

∗
2)αi,2+ricj,2+θ(σi,j,2+δi,j,2)T θd

∗
3gθδ

′
i,j,3d

∗
3 ,

K ′i,j =(gd
∗
1)α1+σi,j,1+δi,j,1(gd

∗
2)α2+σi,j,2+δi,j,2Td

∗
3gδ
′
i,j,3d

∗
3 , K ′′i,j = (K ′i,j)

zi ,

Ki,j,0 =(gd
∗
0,1)δi,j,1(gd

∗
0,2)δi,j,2gδ

′
i,j,3d

∗
0,3 ,

Ki,j,x =(gd
∗
x,1)σi,j,1(gd

∗
x,2)σi,j,1(gd

∗
x,3)σi,j,2(gd

∗
x,4)σi,j,2(gz)d

∗
x,5+d∗x,6 ∀x ∈ S(it,jt).

If T = gxyz, this is a properly distributed nominal semi-functional key with σi,j,3 = z, δi,j,3 =
(xy)−1δ′i,j,3. Otherwise, this is a properly distributed temporary semi-functional key.

Challenge. At some later point, A submits to B an LSSS matrix (A, ρ) of size l × m and two
equal length messages M0,M1, B produces a semi-functional ciphertext for index (̄i = 1, j̄ = 1) as
follows.

Note that S(it,jt) does not satisfy (A, ρ), B first computes a vector w ∈ Zmp that has first entry
equal to 1 and is orthogonal to all of the rows Ak of A such that ρ(k) ∈ S(it,jt) (such a vector must
exist since S(it,jt) fails to satisfy (A, ρ), and it is efficiently computable). B also chooses a random
vector u′3 ∈ Zmp subject to the constraint that the first entry is zero. It implicitly sets π3 = xy and
sets u3 = xyw + xu′3. We note that π3 is random because all of the dual orthonormal bases are
distributed independently of x, y, and u3 is distributed as a random vector with first entry equal
to π3. B also chooses random values ξk,3 ∈ Zp for all k such that ρ(k) ∈ S(it,jt) and random values
ξ′k,3 ∈ Zp for all k such that ρ(k) /∈ S(it,jt). For values of k such that ρ(k) /∈ S(it,jt), it implicitly
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sets ξk,3 = xξ′k,3. B can then produce the semi-functional components of the ciphertext as it can
compute:

gπ3b3 = gd3 , gπ3b0,3 = gd0,3 ,

g(Ak·u3+ξk,3)bρ(k),5−ξk,3bρ(k),6 = (gy)(Ak·w)dρ(k),5g(Ak·u′3+ξ′k,3)dρ(k),5(gx)−ξ
′
k,3dρ(k),6 ∀k s.t. ρ(k) /∈ S(it,jt),

g(Ak·u3+ξk,3)bρ(k),5−ξk,3bρ(k),6 = (gx)(Ak·u′3)dρ(k),5gξk,3dρ(k),5−ξk,3dρ(k),6 ∀k s.t. ρ(k) ∈ S(it,jt).

Here we have used the fact that Ak · w ≡ 0 mod p to avoid needing to produce a multiple of
gxydρ(k),5 for k such that ρ(k) ∈ S(it,jt).

Note that h = gθ and B knows the value of θ, B can produce the semi-functional components using
the value of θ and the above values. Then it multiplies these semi-functional components by the
normal components to form the semi-functional ciphertext, which is given to A.

Phase 2. B can respond to A’s key queries by calling the normal key generation algorithm.

If T = gxyz, then B has properly simulated GameNt , and if T is a random group element, then B has
properly simulated GameTt . Thus, B can leverage A’s non-negligible difference in advantage between
these games to gain a non-negligible advantage against the D3DH assumption.

Lemma 7. Under the source group q-parallel BDHE assumption, no PPT attacker can achieve a
non-negligible difference in advantage between GameNt and GameTt for a t > Q1 using an access matrix
(A, ρ) of size l ×m where l,m ≤ q.

Proof. Given a PPT attacker A achieving a non-negligible difference in advantage between GameNt and
GameTt for some t such that Q1 < t ≤ Q using an access matrix with dimensions ≤ q, we will create a
PPT algorithm B to break the source group q-parallel BDHE assumption. B is given: g, gf , gdf , gc

i ∀i ∈
[2q] \ {q + 1}, gci/bj ∀i ∈ [2q] \ {q + 1}, j ∈ [q], gdfbj ∀j ∈ [q], gdfc

ibj′/bj ∀i ∈ [q], j, j′ ∈ [q], j 6= j′, and T ,
where T is either equal to gdc

q+1
or is a random element of G. B will simulate either GameNt or GameTt

with A depending on the nature of T .

Setup. B chooses random dual orthonormal bases (D,D∗), (D0,D∗0) of dimension 3 and (Dx,D∗x) of
dimension 6, all with the same value of ψ. It then implicitly sets (B,B∗) and (B0,B∗0) as follows:

b1 = d1, b2 = d2, b3 = (cd)−1d3, b∗1 = d∗1, b∗2 = d∗2, b∗3 = (cd)d∗3,
b0,1 = d0,1, b0,2 = d0,2, b0,3 = (c)−1d0,3, b

∗
0,1 = d∗0,1, b

∗
0,2 = d∗0,2, b

∗
0,3 = (c)d∗0,3.

We note (B,B∗) and (B0,B∗0) are properly distributed.
B sets the normal portions of (B1,B∗1), . . . , (BU ,B∗U ) as follows:

bx,1 = dx,1, bx,2 = dx,2, bx,3 = dx,3, bx,4 = dx,4 ∀x ∈ [U ],
b∗x,1 = d∗x,1, b

∗
x,2 = d∗x,2, b

∗
x,3 = d∗x,3, b

∗
x,4 = d∗x,4 ∀x ∈ [U ].

The semi-functional portions of these bases will be set later (at which point we may verify that all
of (B1,B∗1), . . . , (BU ,B∗U ) are properly distributed).
B chooses θ, α1, α2, ri, zi, αi,1, αi,2(i ∈ [n]), cj,1, cj,2, yj(j ∈ [n]) ∈ Zp randomly. We observe that
B can now produce the public parameter (with h = gθ), and also knows the master secret key
(enabling it to create normal keys). It gives the public parameter to A.

Phase 1. To create the first Q1 semi-functional keys in response to A’s key requests, B first creates
a normal key, then chooses a random exponent γ′ ∈ Zp, and multiples Ki,j , K

′
i,j and K ′′i,j by

gθγ
′d∗3 , gγ

′d∗3 and gziγ
′d∗3 respectively. As in the proof of the previous lemma, we note here that B

does not need to know gb
∗
3 precisely in order to create well-distributed semi-functional keys.
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Challenge. Before requesting the tth key, A will request the challenge ciphertext for some access
matrix (A, ρ) of size l ×m, where both l,m ≤ q. For each attribute x ∈ [U ], we let Jx denote the
set of indices k ∈ [l] such that ρ(k) = x. For each attribute x ∈ [U ], B chooses a random value
η′x ∈ Zp and defines a value ηx by

ηx = η′x +
∑
k∈Jx

cAk,1/bk + · · ·+ cmAk,m/bk.

At this point, B implicitly sets the semi-functional portions of the bases (B1,B∗1), . . . , (BU ,B∗U ) as
follows (note that these have played no role in the game before this point):

bx,5 = dx,5, bx,6 = η−1
x dx,6, b

∗
x,5 = d∗x,5, b

∗
x,6 = ηxd

∗
x,6 ∀x ∈ [U ].

We observe that all of (B1,B∗1), . . . , (BU ,B∗U ) are properly distributed.

B produces a semi-functional ciphertext for index (̄i = 1, j̄ = 1) as follows.

To create the challenge ciphertext, B first creates a normal ciphertext using the normal encryption
algorithm. To create the semi-functional components, it implicitly sets π3 = cdf . It also chooses
random values u′2, . . . , u

′
m ∈ Zp and random values ξ′k,3 ∈ Zp for each k ∈ [l]. It implicitly sets

u3 = (cdf, dfc2 + u′2, . . . , dfc
m + u′m). 4 This is distributed as a random vector with first entry

equal to π3. For each k ∈ [l], B implicitly sets ξk,3 = −dfbkηρ(k) + ξ′k,3ηρ(k). These are distributed
as uniformly random elements because each ξ′k,3 is random and ηρ(k) 6= 0 (with all but negligible
probability). We observe:

Ak · u3 + ξk,3 =df(cAk,1 + c2Ak,2 + . . . , cmAk,m) +Ak,2u
′
2 + · · ·+Ak,mu

′
m

− dfbk(η′ρ(k) +
∑

k′∈Jρ(k)

cAk′,1/bk′ + · · ·+ cmAk′,m/bk′) + ξ′k,3ηρ(k).

By definition, k ∈ Jρ(k), so we have some cancelation here:

Ak · u3 + ξk,3 =Ak,2u
′
2 + · · ·+Ak,mu

′
m

− dfbk(η′ρ(k) +
∑

k′∈Jρ(k)\{k}

cAk′,1/bk′ + · · ·+ cmAk′,m/bk′) + ξ′k,3ηρ(k).

We now see that B can compute gAk·u3+ξk,3 using the terms it is given in the assumption, enabling
it to produce g(Ak·u3+ξk,3)bρ(k),5 = g(Ak·u3+ξk,3)dρ(k),5 . We also see that

−ξk,3bρ(k),6 = −ξk,3η−1
ρ(k)dρ(k),6 = (dfbk − ξ′k,3)dρ(k),6,

so B can also produce g−ξk,3bρ(k),6 . In this way, B can produce the semi-functional component of
P k for each k ∈ [l] with the proper distribution, as h = gθ and B knows the value of θ.

B also produces the semi-functional components of Q′i and P 0 as it can compute:

gπ3b3 = (gf )d3 , gπ3b0,3 = (gdf )d0,3 .

It gives the resulting properly distributed semi-functional ciphertext to A.

4 Note that this is assuming that m ≥ 2. For the case of m = 1, we will set u3 = (cdf), σi,j,3 = w1c
q, and δi,j,3 =

fc−1δ′i,j,3, and it can be verified that the following proof follows as well.
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Phase 2. To create the Qth1 , . . . , (t−1)th semi-functional keys in response to A’s key requests, B first
creates a normal key, then chooses a random exponent γ′ ∈ Zp, and multiples Ki,j , K

′
i,j and K ′′i,j

by gθγ
′d∗3 , gγ

′d∗3 and gziγ
′d∗3 respectively. As in the proof of the previous lemma, we note here that

B does not need to know gb
∗
3 precisely in order to create well-distributed semi-functional keys.

A requests the tth key for some pair ((it, jt), S(it,jt)) where S(it,jt) ⊆ [U ]. B can create the normal
parts of the key using the normal key generation algorithm. To create the semi-functional parts,
B proceeds as follows. Since S(it,jt) does not satisfy (A, ρ), B can (efficiently) compute a vector
w = (w1, . . . , wm) ∈ Zmp such that its first entry is non-zero and w is orthogonal (modulo p) to
all rows Ak of A such that ρ(k) ∈ S(it,jt). We may assume the first entry of w is randomized. B
implicitly sets σi,j,3 = w1c

q + · · ·+wmc
q−m+1, which is properly distributed because w1 is random

(and c is non-zero with all but negligible probability). B also chooses a random value δ′i,j,3 and

implicitly sets δi,j,3 = −w2c
q−1− · · ·−wmcq−m+1 + fc−1δ′i,j,3. This is properly distributed because

δ′i,j,3 is random (and fc−1 is non-zero with all but negligible probability).
We observe that

(σi,j,3 + δi,j,3)b∗3 = (w1dc
q+1 + dfδ′i,j,3)d∗3.

B forms the semi-functional part of K ′i,j as: Tw1d∗3(gdf )δ
′
i,j,3d

∗
3 . If T = gdc

q+1
, this is equal to

g(σi,j,3+δi,j,3)b∗3 , as required for a nominal semi-functional key. Otherwise, this exponent is dis-
tributed as a random multiple of b∗3, as required for a temporary semi-functional key. B forms

the semi-functional parts of Ki,j and K ′i,j as (Tw1d∗3(gdf )δ
′
i,j,3d

∗
3)θ and (Tw1d∗3(gdf )δ

′
i,j,3d

∗
3)zit respec-

tively. We also have

δi,j,3b
∗
0,3 = (−w2c

q − · · · − wmcq−m+2 + fδ′i,j,3)d∗0,3,

enabling B to produce gδi,j,3b
∗
0,3 using the terms given in the assumption.

Now, B can also produce gσi,j,3 , and hence can compute gσi,j,3b
∗
x,5 = gσi,j,3d

∗
x,5 for each x ∈ Sit,jt .

We observe

σi,j,3b
∗
x,6 = σi,j,3ηxd

∗
x,6, and

σi,j,3ηx = (w1c
q + · · ·+ wmc

q−m+1)(η′x +
∑
k∈Jx

cAk,1/bk + · · ·+ cmAk,m/bk).

For each k ∈ Jx, we have ρ(k) = x. So for x ∈ S(it,jt), we have Ak ·w = 0 modulo p for every k ∈ Jx.
Thus, all of the terms involving cq+1 cancel, and we are left with terms that can be created in the
exponent from the group elements given in the assumption (note that m ≤ q, so 2q is an upper
bound on the powers of c involved here). This shows that B can create gσi,j,3b

∗
x,6 for all x ∈ S(it,jt),

and hence can produce properly distributed semi-functional components for each Ki,j,x of the tth

key.
B can respond to the rest of A’s key requests by producing normal keys via the normal key
generation algorithm.

If T = gdc
q+1

, then B has properly simulated GameNt , and if T is distributed randomly, then
B has properly simulated GameTt . Thus, B can leverage A’s non-negligible difference in advantage
between these games to achieve a non-negligible advantage against the source group q-parallel BDHE
assumption.

Lemma 8. Under the subspace assumption, no PPT attacker can achieve a non-negligible difference
in advantage between GameTt and Gamet for any t from 1 to Q.
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Proof. This proof is almost identical to the proof of Lemma 5, except that B adds an additional
terms of gθγb

∗
3 , gγb

∗
3 and gziγb

∗
3 to Ki,j , K

′
i,j and K ′′i,j respectively for the tth key (where it chooses

γ ∈ Zp randomly). This ensures that when the τ3 terms are not present, the tth key will be a properly
distributed semi-functional key.

Lemma 9. Under the subspace assumption, no PPT attacker can achieve a non-negligible difference
in advantage between GameQ and Gamefinal.

Proof. Given a PPT attacker A achieving a non-negligible difference in advantage between GameQ and
Gamefinal, we will create a PPT algorithm B to break the subspace assumption. We will employ the
subspace assumption with parameters m = U + 2, ni = 3, ki = 1 for two values of i, and ni = 6, ki = 2
for the rest of the values of i. To coincide with our notation for the construction, we will denote
the bases involved in the assumption by (B,B∗), (B0,B∗0) ∈ Dual(Z3

p , ψ) and (B1,B∗1), . . . , (BU ,B∗U ) ∈
Dual(Z6

p , ψ). B is given (we will ignore µ3 and T 0,1, {T x,1,T x,2}x∈[U ] because they do not be needed):

G, p, g, gb1 , gb2 , gb0,1 , gb0,2 , {gbx,1 , gbx,2 , gbx,3 , gbx,4}x∈[U ],

gηb
∗
1 , gβb

∗
2 , gb

∗
3 , gηb

∗
0,1 , gβb

∗
0,2 , gb

∗
0,3 , {gηb

∗
x,1 , gηb

∗
x,2 , gβb

∗
x,3 , gβb

∗
x,4 , gb

∗
x,5 , gb

∗
x,6}x∈[U ],

U1 = gµ1b1+µ2b2+µ3b3 , U0,1 = gµ1b0,1+µ2b0,2+µ3b0,3 ,

{Ux,1 = gµ1bx,1+µ2bx,3+µ3bx,5 , Ux,2 = gµ1bx,2+µ2bx,4+µ3bx,6}x∈[U ],

T 1.

The exponent of the unknown term T 1 is distributed either as τ1ηb
∗
1+τ2βb

∗
2, or as τ1ηb

∗
1+τ2βb

∗
2+τ3b

∗
3.

It is B’s task to determine if this τ3 contribution is present or not.

Setup. B sets (B,B∗), (B0,B∗0), {(Bx,B∗x)} as the bases for the construction.
B chooses random exponents

θ, α′1, α
′
2 ∈ Zp, {ri, zi, α′i,1, α′i,2 ∈ Zp}i∈[n], {c′j,1, c′j,2, yj ∈ Zp}j∈[n].

Then B gives to A the following public parameter:(
g, h = gθ, gb1 , gb2 , hb1 = (gb1)θ, hb2 = (gb2)θ, hb0,1 = (gb0,1)θ, hb0,2 = (gb0,2)θ,

{hbx,1 = (gbx,1)θ, . . . , hbx,4 = (gbx,4)θ}x∈[U ], F1 = e3(gb1 , T1)θ, F2 = e3(gb2 , T1)θ,

{Gi = gri(b1+b2), Zi = gzi(b1+b2),

Ei,1 = e3(gb1 , T θ1 )e3(gb1 , gηb
∗
1)α
′
i,1 , Ei,2 = e3(gb2 , T θ1 )e3(gb2 , gβb

∗
2)α
′
i,2}i∈[n],

{Hj = (gηb
∗
1)c
′
j,1(gβb

∗
2)c
′
j,2 , Y j = (Hj)

yj}j∈[n]

)
.

Note that B implicitly sets

α1 = ητ1, α2 = βτ2,

{αi,1 = η(θτ1 + α′i,1), αi,2 = β(θτ2 + α′i,2)}i∈[n], {cj,1 = ηc′j,1, cj,2 = βc′j,2}j∈[n].

Phase 1. To respond to a query for ((i, j), S(i,j)), B generates a semi-functional key as follow.
B randomly chooses δ′i,j,1, δ

′
i,j,2, σ

′
i,j,1, σ

′
i,j,2, γ

′ ∈ Zp, and outputs a private key SK(i,j),S(i,j)
=

〈 (i, j), S(i,j),Ki,j ,K
′
i,j ,K

′′
i,j ,Ki,j,0, {Ki,j,x}x∈S(i,j)

〉 as:

Ki,j =T θ1(gηb
∗
1)α
′
i,1+ric

′
j,1+θ(σ′i,j,1+δ′i,j,1)(gβb

∗
2)α
′
i,2+ric

′
j,2+θ(σ′i,j,2+δ′i,j,2)gθγ

′b∗3 ,

K ′i,j =T 1(gηb
∗
1)σ
′
i,j,1+δ′i,j,1(gβb

∗
2)σ
′
i,j,2+δ′i,j,2gγ

′b∗3 , K ′′i,j = (K ′i,j)
zi ,

Ki,j,0 =(gηb
∗
0,1)δ

′
i,j,1(gβb

∗
0,2)δ

′
i,j,2 ,

Ki,j,x =(gηb
∗
x,1)σ

′
i,j,1(gηb

∗
x,2)σ

′
i,j,1(gβb

∗
x,3)σ

′
i,j,2(gβb

∗
x,4)σ

′
i,j,2 ∀x ∈ S(i,j).
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Note that this is a properly distributed semi-functional key with implicitly setting

σi,j,1 = ησ′i,j,1, σi,j,2 = βσ′i,j,2, δi,j,1 = ηδ′i,j,1, δi,j,2 = βδ′i,j,2.

We note that the multiple of b∗3 appearing in the exponent of K ′i,j(Ki,j ,K
′′
i,j , resp.) is either equal

to γ′ ( γ′, ziγ
′, resp.) or γ′ + τ3 (γ′ + τ3, zi(γ

′ + τ3), resp.), depending on the nature of T 1. Either
way, this is a properly distributed semi-functional key (whose distribution is independent of τ3

even if it is present).

Challenge. A submits to B an LSSS matrix (A, ρ) of size l × m and two equal length messages
M0,M1. To create the semi-functional ciphertext B can use the same procedure employed in the
proof of Lemma 5 to use the U terms to provide the semi-functional components. We repeat the
description of this procedure below for the reader’s convenience. The only difference here comes in
computing the blinding factor for T i.

B produces a semi-functional ciphertext for index (̄i = 1, j̄ = 1) as follows.

B first chooses random

κ, τ, s1, . . . , sn, t1, . . . , tn ∈ Zp,
vc ∈ Z3

p, w1, . . . ,wn ∈ Z3
p,

ξ′1,1, ξ
′
1,2, . . . , ξ

′
l,1, ξ

′
l,2 ∈ Zp, u′1,u

′
2 ∈ Zmp ,

where the first entries of u′1 and u′2 are equal to 0. It also chooses a random vector u ∈ Zmp with
first entry equal to 1, and chooses random exponents ξ′1,3, . . . , ξ

′
l,3 ∈ Zp. B implicitly sets

π1 = µ1, π2 = µ2, π3 = µ3,

u1 = µ1u+ u′1, u2 = µ2u+ u′2, u3 = µ3u,

ξk,1 = ξ′k,3µ1 + ξ′k,1, ξk,2 = ξ′k,3µ2 + ξ′k,2, ξk,3 = ξ′k,3µ3 ∀k ∈ [l].

B chooses random rx, ry, rz ∈ Zp, and sets χ1 = (rx, 0, rz),χ2 = (0, ry, rz),χ3 = χ1 × χ2 =
(−ryrz,−rxrz, rxry), then it chooses random v1 ∈ Z3

p,vi ∈ span{χ1,χ2} for i = 2, . . . , n.

B chooses a random b ∈ {0, 1}, then creates a ciphertext 〈(A, ρ), (Ri,R
′
i,Qi,Q

′
i,Q

′′
i , Ti)

n
i=1, (Cj ,

C ′j)
n
j=1, (P k)

l
k=0〉 as follows (note that ī = 1, j̄ = 1):

1. For each i ∈ [n]: set

Ri = (Gi)
sivi , R′i = Rκ

i ,

Qi = gτsi(vi·vc)(b1+b2), Q′i = hτsi(vi·vc)(b1+b2)Zti
i U

θ
1, Q′′i = gti(b1+b2),

Ti = Mb
(Ei,1Ei,2)τsi(vi·vc)

(F1F2)τsi(vi·vc)e3(U1,T 1)θ
.

2. For each j ∈ [n]: set Cj = (Hj)
τvc(Y j)

κwj , C ′j = (Y j)
wj .

3. Set

P 0 =U θ
0,1,

P k =
(
(gbρ(k),1)Ak·u

′
1+ξ′k,1(gbρ(k),2)−ξ

′
k,1 · (gbρ(k),3)Ak·u

′
2+ξ′k,2(gbρ(k),4)−ξ

′
k,2U

Ak·u+ξ′k,3
ρ(k),1 U

−ξ′k,3
ρ(k),2

)θ ∀k ∈ [l].

If the exponent of T 1 is equal to τ1ηb
∗
1 + τβb∗2 then we have

e3(U1,T 1)θ = e(g, gθ)ψ(τ1ηµ1+τ2βµ2) = e(g, h)ψ(α1π1+α2π2) = F π1
1 F π2

2 ,
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and hence we have a properly distributed semi-functional encryption of Mb, as required in GameQ.
If instead the exponent of T1 is equal to τ1ηb

∗
1 + τβb∗2 + τ3b

∗
3, then we have

e3(U1,T 1)θ = e(g, gθ)ψ(τ1ηµ1+τ2βµ2+τ3µ3) = e(g, h)ψ(α1π1+α2π2+τ3µ3) = F π1
1 F π2

2 e(g, h)τ3µ3 .

Since τ3 is random (and independent of the semi-functional keys and the rest of the ciphertext), this
blinding factor is distributed as a freshly random group element of GT . Therefore the ciphertext
is distributed as a semi-functional encryption of a random message, as required in Gamefinal.

Phase 2. Same with Phase 1.

Thus, B can leverage A’s non-negligible difference in advantage between these games to achieve a
non-negligible advantage against the subspace assumption.

C.2 Proof of Lemma 1

Proof. Suppose there exists a PPT adversary A that breaks the Index Hiding Game with advantage
ε. We build a simulator B to solve a D3DH problem instance as follows.
B receives the D3DH challenge from the challenger as ((p,G,GT , e), g, A = ga, B = gb, C = gc, T ),

and it is expected to guess if T is gabc or if it is random.

Setup. Firstly, B randomly chooses an attribute x̄ ∈ [U ] to guess that x̄ will be in the challenge
attribute set S∗ (regardless of whether A behaves in Case I or Caes II) and will not be in S(̄i,j̄)

if A behaves in Case II.
B chooses random dual orthonormal bases (D,D∗), (D0,D∗0) of dimension 3 and (Dx,D∗x) of di-
mension 6, all with the same value of ψ. It then implicitly sets (B,B∗), (B0,B∗0) and {(Bx,B∗x)} as
follows:

b1 = d1, b2 = d2, b3 = d3, b∗1 = d∗1, b∗2 = d∗2, b∗3 = d∗3,
b0,1 = (c)−1d0,1, b0,2 = (c)−1d0,2, b0,3 = d0,3, b

∗
0,1 = (c)d∗0,1, b

∗
0,2 = (c)d∗0,2, b

∗
0,3 = d∗0,3.

bx,1 = dx,1, . . . , bx,6 = dx,6, b∗x,1 = d∗x,1, . . . , b∗x,6 = d∗x,6 ∀x ∈ [U ] \ {x̄};
bx̄,1 = (c)−1dx̄,1, . . . , bx̄,6 = c−1dx̄,6, b

∗
x̄,1 = (c)d∗x̄,1, . . . , b

∗
x̄,6 = (c)d∗x̄,6.

We note (B,B∗), (B0,B∗0) and {(Bx,B∗x)} are properly distributed.
B chooses random exponents

θ′, α1, α2 ∈ Zp, {αi,1, αi,2 ∈ Zp}i∈[n], {ri, z′i ∈ Zp}i∈[n]\{̄i}, {cj,1, cj,2, yj ∈ Zp}j∈[n]\{j̄},

r′ī, zī, c
′
j̄,1, c

′
j̄,1, y

′
j̄ ∈ Zp.

B gives A the following public parameter PP:(
g, h = Cθ

′
, gd1 , gd2 , hb1 = Cθ

′d1 , hb2 = Cθ
′d2 , hb0,1 = gθ

′d0,1 , hb0,2 = gθ
′d0,2 ,

{hbx,1 = Cθ
′dx,1 , . . . , hbx,4 = Cθ

′dx,4}x∈[U ]\{x̄}, {hbx,1 = gθ
′dx,1 , . . . , hbx,4 = gθ

′dx,4}x=x̄,

F1 = e(g, h)ψα1 , F2 = e(g, h)ψα2 , {Ei,1 = e(g, g)ψαi,1 , Ei,2 = e(g, g)ψαi,2}i∈[n],

{Gi = gri(d1+d2), Zi = Cz
′
i(d1+d2), }i∈[n]\{̄i}, Gī = Br′

ī
(d1+d2), Z ī = gzī(d1+d2),

{Hj = gcj,1d
∗
1+cj,2d

∗
2 , Y j = H

yj
j }j∈[n]\{j̄}, H j̄ = C

c′
j̄,1
d∗1+c′

j̄,2
d∗2 , Y j̄ = (g

c′
j̄,1
d∗1+c′

j̄,2
d∗2)

y′
j̄

)
.

Note that B implicitly chooses rī, cj̄,1, cj̄,2, yj̄ ∈ Zp and {zi ∈ Zp}i∈[n]\{̄i} such that

br′ī ≡ rī mod p, cc′j̄,1 ≡ cj̄,1 mod p, cc′j̄,2 ≡ cj̄,2 mod p, y′j̄/c = yj̄ mod p,

cz′i ≡ zi mod p ∀i ∈ [n] \ {̄i}.
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Key Query. To respond to a query for ((i, j), S(i,j)),
– if (i, j) 6= (̄i, j̄): B randomly chooses σi,j,1, σi,j,2, δi,j,1, δi,j,2 ∈ Zp, then creates a private key
〈 (i, j), S(i,j),Ki,j ,K

′
i,j ,K

′′
i,j , Ki,j,0, {Ki,j,x}x∈S(i,j)

〉 where

Ki,j =


gαi,1d

∗
1+αi,2d

∗
2gricj,1d

∗
1+ricj,2d

∗
2h(σi,j,1+δi,j,1)d∗1+(σi,j,2+δi,j,2)d∗2 , : i 6= ī, j 6= j̄

gαi,1d
∗
1+αi,2d

∗
2Br′icj,1d

∗
1+r′icj,2d

∗
2h(σi,j,1+δi,j,1)d∗1+(σi,j,2+δi,j,2)d∗2 , : i = ī, j 6= j̄

gαi,1d
∗
1+αi,2d

∗
2Cric

′
j,1d
∗
1+ric

′
j,2d
∗
2h(σi,j,1+δi,j,1)d∗1+(σi,j,2+δi,j,2)d∗2 , : i 6= ī, j = j̄

K ′i,j = g(α1+σi,j,1+δi,j,1)d∗1+(α2+σi,j,2+δi,j,2)d∗2 ,

K ′′i,j =


(C(α1+σi,j,1+δi,j,1)d∗1+(α2+σi,j,2+δi,j,2)d∗2)z

′
i , : i 6= ī, j 6= j̄

(K ′i,j)
zī , : i = ī, j 6= j̄

(C(α1+σi,j,1+δi,j,1)d∗1+(α2+σi,j,2+δi,j,2)d∗2)z
′
i , : i 6= ī, j = j̄

Ki,j,0 = Cδi,j,1d
∗
0,1+δi,j,2d

∗
0,2 ,

Ki,j,x =

{
gσi,j,1(d∗x,1+d∗x,2)+σi,j,2(d∗x,3+d∗x,4). : x 6= x̄

Cσi,j,1(d∗x,1+d∗x,2)+σi,j,2(d∗x,3+d∗x,4). : x = x̄

– if (i, j) = (̄i, j̄): it means that A behaves in Case II. if x̄ ∈ S(i,j) then B aborts and out-
puts a random b′ ∈ {0, 1} to the challenger. Otherwise B chooses random σ′i,j,1, σ

′
i,j,2 ∈

Zp and sets the value of σi,j,1, σi,j,2 by implicitly setting σ′i,j,1 − br′ic
′
j,1/θ

′ ≡ σi,j,1 mod p,
σ′i,j,2 − br′ic

′
j,2/θ

′ ≡ σi,j,2 mod p. In addition B randomly chooses δi,j,1, δi,j,2 ∈ Zp. B creates
a private key 〈 (i, j), S(i,j),Ki,j ,K

′
i,j ,K

′′
i,j , Ki,j,0, {Ki,j,x}x∈S(i,j)

〉 where

Ki,j = gαi,1d
∗
1+αi,2d

∗
2h(σ′i,j,1+δi,j,1)d∗1+(σ′i,j,2+δi,j,2)d∗2 ,

K ′i,j = g(α1+σ′i,j,1+δi,j,1)d∗1+(α2+σ′i,j,2+δi,j,2)d∗2(B
c′
j̄,1
d∗1+c′

j̄,1
d∗2)−r

′
ī
/θ′ , K ′′i,j = (K ′i,j)

zī ,

Ki,j,0 = Cδi,j,1d
∗
0,1+δi,j,2d

∗
0,2 ,

Ki,j,x = gσ
′
i,j,1(d∗x,1+d∗x,2)+σ′i,j,2(d∗x,3+d∗x,4)(B−r

′
ī
/θ′)c

′
j,1(d∗x,1+d∗x,2)+c′j,2(d∗x,3+d∗x,4) ∀x ∈ S(i,j).

Challenge. A submits a message M and an attribute set S∗. If x̄ /∈ S∗ then B aborts and outputs a
random b′ ∈ {0, 1} to the challenger. Otherwise, B constructs the LSSS matrix (A, ρ) for AS∗ . Let
l ×m be the size of A.
Note that S∗ \ {x̄} does not satisfy (A, ρ), B first computes a vector w ∈ Zmp that has first entry
equal to 1 and is orthogonal to all of the rows Ak of A such that ρ(k) ∈ S∗ \ {x̄} (such a vector
must exist since S∗ \ {x̄} fails to satisfy (A, ρ), and it is efficiently computable).
B chooses random

τ ′, s1, . . . , sī−1, s
′
ī, sī+1, . . . , sn, t′1, . . . , t

′
ī−1, t̄i, t

′
ī+1, . . . , t

′
n ∈ Zp,

w1, . . . ,wj̄−1,w
′
j̄ , . . . ,w

′
n ∈ Z3

p,

ξ1,1, ξ1,2, . . . , ξl,1, ξl,2 ∈ Zp, π′1, π
′
2 ∈ Zp, u′1,u

′
2 ∈ Zmp ,

where the first entries of u′1,u
′
2 are equal to zero.

B chooses random rx, ry, rz ∈ Zp, and sets χ1 = (rx, 0, rz),χ2 = (0, ry, rz),χ3 = χ1 × χ2 =
(−ryrz,−rxrz, rxry), then it chooses random

vi ∈ Z3
p for i = 1, . . . , ī,

vi ∈ span{χ1,χ2} for i = ī+ 1, . . . , n.
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B chooses random (νc,1, νc,2, νc,3) ∈ Z3
p. Let vpc = νc,1χ1 + νc,2χ2 and vqc = νc,3χ3, in the following

simulation, B will implicitly set

vc = a−1vpc + vqc.

B creates a ciphertext 〈(A, ρ), (Ri,R
′
i,Qi,Q

′
i,Q

′′
i , Ti)

n
i=1, (Cj ,C

′
j)
n
j=1, (P k)

l
k=0〉 as follows:

1. For each i ∈ [n]:
– if i < ī: it chooses random ŝi ∈ Zp, and sets

Ri = (gb1+b2)vi , R′i = (Bb1+b2)vi ,

Qi = gsi(b1+b2), Q′i = hsi(b1+b2)Cz
′
it
′
i(b1+b2)hπ

′
1b1+π′2b2 , Q′′i = (gt

′
iAθ

′τ ′s′
ī
(vī·v

q
c)/z

′
i)(b1+b2),

Ti = e(g, g)ŝi .

– if i = ī: it sets

Ri = (gd1+d2)r
′
ī
s′
ī
vī , R′i = (Bd1+d2)r

′
ī
s′
ī
vī ,

Qi = gτ
′s′
ī
(vi·vpc )(d1+d2)Aτ

′s′
ī
(vi·vqc)(d1+d2), Q′i = hτ

′s′
ī
(vi·vpc )(d1+d2)Z

t̄i
i h

π′1d1+π′2d2 ,

Q′′i = gt̄i(d1+d2), Ti = M
e3(Qi, g

αi,1d
∗
1+αi,2d

∗
2)

(F1F2)τ
′s′
ī
(vi·vpc )F

π′1
1 F

π′2
2

.

– if i > ī: it sets

Ri = (gd1+d2)risivi , R′i = (Bd1+d2)risivi ,

Qi = Bτ ′si(vi·vpc )(d1+d2),

Q′i = Cz
′
it
′
i(d1+d2)hπ

′
1d1+π′2d2 , Q′′i = (gt

′
iB−θ

′τ ′si(vi·vpc )/z′iAθ
′τ ′s′

ī
(vī·v

q
c)/z

′
i)(d1+d2),

Ti = M
e3(Qi, g

αi,1d
∗
1+αi,2d

∗
2)

e3(Qi, hα1d∗1+α2d∗2)F
π′1
1 F

π′2
2 e3(Ad1+d2 , hα1d∗1+α2d∗2)−τ

′s′
ī
(vī·v

q
c)
.

2. For each j ∈ [n]:

– if j < j̄: it chooses random µ′j ∈ Zp and implicitly sets the value of µj such that (
µ′j
ab−1)νc,3 ≡

µj mod p, then sets

Cj = (Bcj,1b
∗
1+cj,2b

∗
2)τ
′vpc (gcj,1b

∗
1+cj,2b

∗
2)τ
′µ′jv

q
c (Bcj,1b

∗
1+cj,2b

∗
2)yjwj , C ′j = (Y j)

wj .

– if j = j̄:

Cj = (T
c′
j̄,1
b∗1+c′

j̄,2
b∗2)τ

′vqc (Bc′j,1b
∗
1+c′j,2b

∗
2)
y′
j̄
w′
j̄ , C ′j = (Y j̄)

w′
j̄ (C

c′
j̄,1
b∗1+c′

j̄,2
b∗2)−τ

′vpc .

– if j > j̄:

Cj = (Bcj,1b
∗
1+cj,2b

∗
2)τ
′vpc (Bcj,1b

∗
1+cj,2b

∗
2)yjw

′
j , C ′j = (Y j)

w′j (Acj,1b
∗
1+cj,2b

∗
2)−τ

′vqc .

3.

P 0 =gθ
′(π′1d0,1+π′2d0,2)A−θ

′τ ′s′
ī
(vī·v

q
c)(d0,1+d0,2),

P k =(gθ
′
)(Ak·(π′1w+u′1)+ξk,1)dρ(k),1−ξk,1dρ(k),2+(Ak·(π′2w+u′2)+ξk,2)dρ(k),3−ξk,2dρ(k),4

A−θ
′τ ′s′

ī
(vī·v

q
c)(Ak·w)(dρ(k),1+dρ(k),3) ∀k ∈ [l] s.t. ρ(k) = x̄,

P k =(Cθ
′
)(Ak·u′1+ξk,1)dρ(k),1−ξk,1dρ(k),2+(Ak·u′2+ξk,2)dρ(k),3−ξk,2dρ(k),4 ∀k ∈ [l] s.t. ρ(k) 6= x̄.
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Note that B implicitly chooses κ, τ, sī, ti(i ∈ [n] \ {̄i}), π1, π2 ∈ Zp and wj ∈ Z3
p(j̄ ≤ j ≤ n) such

that

b ≡ κ mod p, abτ ′ ≡ τ mod p,

s′ī/b ≡ sī mod p,

t′i + aθ′τ ′s′ī(vī · v
q
c)/z

′
i ≡ ti mod p ∀i ∈ {1, . . . , ī− 1},

t′i − bθ′τ ′si(vi · vpc)/z′i + aθ′τ ′s′ī(vī · v
q
c)/z

′
i ≡ ti mod p ∀i ∈ {̄i+ 1, . . . , n},

w′j̄ − cτ
′vpc/y

′
j̄ ≡ wj̄ mod p,

w′j − aτ ′vqc/yj ≡ wj mod p ∀j ∈ {j̄ + 1, . . . , n},
π′1 − aτ ′s′ī(vī · v

q
c) ≡ π1 mod p,

π′2 − aτ ′s′ī(vī · v
q
c) ≡ π2 mod p,

and implicitly sets

u1 =(π′1 − aτ ′s′ī(vī · v
q
c))w + u′1,

u2 =(π′2 − aτ ′s′ī(vī · v
q
c))w + u′2.

If T = gabc, then the ciphertext is a well-formed encryption to the index (̄i, j̄). If T is randomly
chosen, say T = gr for some random r ∈ Zp, the ciphertext is a well-formed encryption to the
index (̄i, j̄ + 1) with implicitly setting µj̄ such that ( r

abc − 1)νc,3 ≡ µj̄ mod p.

Guess. A outputs a guess b′ ∈ {0, 1} to B, then B outputs this b′ to the challenger as its answer to
the D3DH game.

Note that when B does not abort, the distributions of the public parameter, private keys and
challenge ciphertext are same as the real scheme. As S∗ 6= ∅ and when A behaves in Case II the
attribute set S(̄i,j̄) must satisfy S∗ \ S(ī,j̄) 6= ∅, the event that B does not abort will happen at least
1/|U|. Thus, B’s advantage in the D3DH game will be at least ε/|U|. As of the fully secure CP-ABE
schemes in [14,22,15,16,17], the size of attribute universe (i.e. |U|) in our scheme is also polynomial in
the security parameter λ. Thus a degradation of 1/|U| in the security reduction is acceptable.

C.3 Proof of Lemma 2

Lemma 10. If the D3DH assumption holds, then no PPT adversary can distinguish between games
H1 and H2 with non-negligible probability.

Proof. This lemma can be proved by applying the result of Lemma 1.

Lemma 11. If the D3DH assumption holds, then no PPT adversary can distinguish between games
H2 and H3 with non-negligible probability.

Proof. Consider an adversary A that can distinguish between H2 and H3 with a probability greater
than ε. We build an algorithm B that uses A to solve the D3DH problem. B receives the D3DH
challenge as ((p,G,GT , e), g, A = ga, B = gb, C = gc, T ), and it is expected to guess if T is gabc or if it
is random. B interacts with A in the GameIH as follows:

Setup. B randomly chooses two pairs of dual orthonormal bases (B,B∗), (B0,B∗0) of dimension 3 and
U pairs of dual orthonormal bases (B1,B∗1), . . . , (BU ,B∗U ) of dimension 6, subject to the constraint
that all of these share the same value of ψ.
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B also randomly chooses

θ, α1, α2 ∈ Zp, {ri, αi,1, αi,2 ∈ Zp}i∈[n]\{̄i}, αī,1, αī,2 ∈ Zp, {zi ∈ Zp}i∈[n], {c′j,1, c′j,2, yj ∈ Zp}j∈[n].

B sets the public parameters to(
g, h = gθ, gb1 , gb2 , hb1 , hb2 , hb0,1 , hb0,2 , {hbx,1 , . . . , hbx,4}x∈[U ],

F1 = e(g, h)ψα1 , F2 = e(g, h)ψα2 ,

{Gi = gri(b1+b2), Ei,1 = e(g, g)ψαi,1 , Ei,2 = e(g, g)ψαi,2}i∈[n]\{̄i},

Gī = B(b1+b2), Eī,1 = e(A,B)ψe(g, g)
ψα′

ī,1 , Eī,2 = e(A,B)ψe(g, g)
ψα′

ī,2

{Zi = gzi(b1+b2)}i∈[n], {Hj = gc
′
j,1b
∗
1+c′j,2b

∗
2A−(b∗1+b∗2), Y j = H

yj
j }j∈[n]

)
.

Note that B implicitly sets

rī = b, αī,1 = ab+ α′i,1, αī,2 = ab+ α′i,2, {cj,1 = c′j,1 − a, cj,2 = c′j,2 − a}j∈[n].

Key Query. To respond to a query for ((i, j), S(i,j)), B randomly chooses σi,j,1, σi,j,2, δi,j,1, δi,j,2 ∈ Zp,
then creates a private key as

Ki,j =

{
g(αi,1+ric

′
j,1)b∗1+(αi,2+ric

′
j,2)b∗2A−ri(b

∗
1+b∗2)h(σi,j,1+δi,j,1)b∗1+(σi,j,2+δi,j,2)b∗2 , : i 6= ī

g
α′
ī,1
b∗1+α′

ī,2
b∗2B(c′j,1b

∗
1+c′j,2b

∗
2)h(σi,j,1+δi,j,1)b∗1+(σi,j,2+δi,j,2)b∗2 , : i = ī

K ′i,j = g(α1+σi,j,1+δi,j,1)b∗1+(α2+σi,j,2+δi,j,2)b∗2 , K ′′i,j = (K ′i,j)
zi ,

Ki,j,0 = gδi,j,1b
∗
0,1+δi,j,2b

∗
0,2 ,

Ki,j,x = gσi,j,1(b∗x,1+b∗x,2)+σi,j,2(b∗x,3+b∗x,4) ∀x ∈ S(i,j).

Challenge. A submits a message M and an attribute set S∗. B constructs the LSSS matrix (A, ρ)
for AS∗ . Let l ×m be the size of A.
B chooses random

κ, τ, s1, . . . , sn, t1, . . . , tn ∈ Zp,
w1, . . . ,wn ∈ Z3

p,

ξ1,1, ξ1,2, . . . , ξl,1, ξl,2 ∈ Zp, u1,u2 ∈ Zmp ,

where the first entries of u1 and u2 are equal to π1 and π2 respectively.
B chooses random rx, ry, rz ∈ Zp, and sets χ1 = (rx, 0, rz),χ2 = (0, ry, rz),χ3 = χ1 × χ2 =
(−ryrz,−rxrz, rxry), then it chooses random

vi ∈ Zp for i = 1, . . . , ī,

vi ∈ span{χ1,χ2} for i = ī+ 1, . . . , n.

B chooses random (νc,1, νc,2, νc,3) ∈ Z3
p. Let vpc = νc,1χ1 + νc,2χ2 and vqc = νc,3χ3, in the following

simulation, B will implicitly set

vc = vpc + (c)vqc.

B creates a ciphertext 〈(A, ρ), (Ri,R
′
i,Qi,Q

′
i,Q

′′
i , Ti)

n
i=1, (Cj ,C

′
j)
n
j=1, (P k)

l
k=0〉 as follows:

1. For each i ∈ [n]:
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– if i < ī: it chooses random ŝi ∈ Zp, and sets

Ri = (gb1+b2)vi , R′i = Rκ
i ,

Qi = gsi(b1+b2), Q′i = hsi(b1+b2)Zti
i h

π1b1+π2b2 , Q′′i = gti(b1+b2),

Ti = e(g, g)ŝi .

– if i = ī: it sets

Ri = (Bb1+b2)sīvī , R′i = (Bb1+b2)κsīvī ,

Qi = gτsi(vi·v
p
c )(b1+b2)Cτsi(vi·v

q
c)(b1+b2), Q′i = Qθ

iZ
ti
i h

π1b1+π2b2 , Q′′i = gti(b1+b2),

Ti = M
e(A,B)2ψτsi(vi·vpc )e(g, T )2ψτsi(vi·vqc)e(g, g)ψ(α′i,1+α′i,2)τsi(vi·vpc )e(g, C)ψ(α′i,1+α′i,2)τsi(vi·vqc)

(F1F2)τsi(vi·v
p
c )e(C, h)ψ(α1+α2)τsi(vi·vqc)F π1

1 F π2
2

.

– if i > ī: it sets

Ri = (gb1+b2)risivi , R′i = (gd1+d2)κrisivi ,

Qi = gτsi(vi·v
p
c )(b1+b2), Q′i = Qθ

iZ
ti
i h

π1b1+π2b2 , Q′′i = gti(b1+b2),

Ti = M
e(g, g)ψ(αi,1+αi,2)τsi(vi·vpc )

(F1F2)τsi(vi·v
p
c )F π1

1 F π2
2

.

2. For each j ∈ [n]: Since j < n+ 1, B chooses random µ′j ∈ Zp and implicitly sets the value of µj
such that µj = µ′j − cνc,3, then sets

Cj = (Hj)
τ(vpc+µ′jχ3)(Y j)

κwj , C ′j = (Y j)
wj .

3. P 0 = hπ1b0,1+π2b0,2 , {P k = h(Ak·u1+ξk,1)bρ(k),1−ξk,1bρ(k),2+(Ak·u2+ξk,2)bρ(k),3−ξk,2bρ(k),4}k∈[l].

If T corresponds to gabc, then the encryption corresponds to game H2; and if T is randomly chosen,
then the encryption corresponds to game H3.

Guess. A outputs a guess b′ ∈ {0, 1} to B, then B outputs this b′ to the challenger.

The advantage of B is exactly equal to the advantage of the adversary A.

Lemma 12. If the D3DH assumption holds, then no PPT adversary can distinguish between games
H3 and H4 with non-negligible probability.

Proof. H3 to H4 can be expressed as a series of games H3,n+1, H3,n, . . . ,H3,1. In the game H3,ĵ all

column ciphertexts (Cj ,C
′
j) are well-formed for all j such that ĵ ≤ j ≤ n. It can be seen that H3,1 is

the same as H4, and H3,n+1 is the same as H3. We prove the indistinguishability of games H3,ĵ and

H3,ĵ+1 for all ĵ where 1 ≤ ĵ ≤ n. The proof for this is similar to that of Lemma 1.
Consider an adversary A that solves the index hiding game with a probability greater than ε.

The adversary is considered successful if it can distinguish between games H3,ĵ and H3,ĵ+1. We
build an algorithm B that uses A to solve the D3DH problem. B receives the D3DH challenge as
((p,G,GT , e), g, A = ga, B = gb, C = gc, T ), and it is expected to guess if T is gabc or if it is random.
B interacts with A in the GameIH as follows:

Setup. B randomly chooses two pairs of dual orthonormal bases (B,B∗), (B0,B∗0) of dimension 3 and
U pairs of dual orthonormal bases (B1,B∗1), . . . , (BU ,B∗U ) of dimension 6, subject to the constraint
that all of these share the same value of ψ.
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B also randomly chooses

θ, α1, α2 ∈ Zp, {ri, zi, αi,1, αi,2 ∈ Zp}i∈[n],

{cj,1, cj,2, yj ∈ Zp}j∈[n]\{ĵ}, c′
ĵ,1
, c′
ĵ,2
, y′
ĵ
∈ Zp.

B sets the public parameter to(
g, h = gθ, gb1 , gb2 , hb1 , hb2 , hb0,1 , hb0,2 , {hbx,1 , . . . , hbx,4}x∈[U ],

F1 = e(g, h)ψα1 , F2 = e(g, h)ψα2 ,

{Gi = gri(b1+b2), Zi = gzi(b1+b2), Ei,1 = e(g, g)ψαi,1 , Ei,2 = e(g, g)ψαi,2}i∈[n],

{Hj = gcj,1b
∗
1+cj,2b

∗
2 , Y j = H

yj
j }j∈[n]\{ĵ}, H ĵ = C

c′
ĵ,1
b∗1+c′

ĵ,2
b∗2 , Y ĵ = g

y′
ĵ
(c′
ĵ,1
b∗1+c′

ĵ,2
b∗2)
)
.

Note that B implicitly sets

cĵ,1 = cc′
ĵ,1
, cĵ,2 = cc′

ĵ,2
, yj = y′j/c.

Key Query. To respond to a query for ((i, j), S(i,j)), B randomly chooses σi,j,1, σi,j,2, δi,j,1, δi,j,2 ∈ Zp,
then creates a private key as

Ki,j =

{
g(αi,1+ricj,1)b∗1+(αi,2+ricj,2)b∗2h(σi,j,1+δi,j,1)b∗1+(σi,j,2+δi,j,2)b∗2 , : j 6= ĵ

gαi,1b
∗
1+αi,2b

∗
2Cri(c

′
j,1b
∗
1+c′j,2b

∗
2)h(σi,j,1+δi,j,1)b∗1+(σi,j,2+δi,j,2)b∗2 , : j = ĵ

K ′i,j = g(α1+σi,j,1+δi,j,1)b∗1+(α2+σi,j,2+δi,j,2)b∗2 , K ′′i,j = (K ′i,j)
zi ,

Ki,j,0 = gδi,j,1b
∗
0,1+δi,j,2b

∗
0,2 ,

Ki,j,x = gσi,j,1(b∗x,1+b∗x,2)+σi,j,2(b∗x,3+b∗x,4) ∀x ∈ S(i,j).

Challenge. A submits a message M and an attribute set S∗. B constructs the LSSS matrix (A, ρ)
for AS∗ . Let l ×m be the size of A.
B chooses random

τ ′, s1, . . . , sn, t1, . . . , tn ∈ Zp,
w1, . . . ,wĵ−1,w

′
ĵ
, . . . ,w′n ∈ Z3

p,

ξ1,1, ξ1,2, . . . , ξl,1, ξl,2 ∈ Zp, u1,u2 ∈ Zmp ,

where the first entries of u1 and u2 are equal to π1 and π2 respectively.
B chooses random rx, ry, rz ∈ Zp, and sets χ1 = (rx, 0, rz),χ2 = (0, ry, rz),χ3 = χ1 × χ2 =
(−ryrz,−rxrz, rxry), then it chooses random

vi ∈ Z3
p for i = 1, . . . , ī,

vi ∈ span{χ1,χ2} for i = ī+ 1, . . . , n.

B chooses random (νc,1, νc,2, νc,3) ∈ Z3
p. Let vpc = νc,1χ1 + νc,2χ2 and vqc = νc,3χ3, in the following

simulation, B will implicitly set

vc = a−1vpc + vqc.

B creates a ciphertext 〈(A, ρ), (Ri,R
′
i,Qi,Q

′
i,Q

′′
i , Ti)

n
i=1, (Cj ,C

′
j)
n
j=1, (P k)

l
k=0〉 as follows:

1. For each i ∈ [n]:
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– if i ≤ ī: it chooses random ŝi ∈ Zp, and sets

Ri = (gb1+b2)vi , R′i = (Bb1+b2)vi ,

Qi = gsi(b1+b2), Q′i = hsi(b1+b2)Zti
i h

π1b1+π2b2 , Q′′i = gti(b1+b2),

Ti = e(g, g)ŝi .

– if i > ī: it sets

Ri = (gb1+b2)risivi , R′i = (Bb1+b2)risivi ,

Qi = Bτ ′si(vi·vpc )(b1+b2), Q′i = Qθ
iZ

ti
i h

π1b1+π2b2 , Q′′i = gti(b1+b2),

Ti = M
e(B, g)ψ(αi,1+αi,2)τ ′si(vi·vpc )

e(B, h)ψ(α1+α2)τ ′si(vi·vpc )F π1
1 F π2

2

.

2. For each j ∈ [n]:

– if j < ĵ: it chooses random µ′j ∈ Zp and implicitly sets the value of µj such that (
µ′j
ab−1)νc,3 ≡

µj mod p, then sets

Cj = (Bcj,1b
∗
1+cj,2b

∗
2)τ
′vpc (gcj,1b

∗
1+cj,2b

∗
2)µ
′
jτ
′vqc (Bcj,1b

∗
1+cj,2b

∗
2)yjwj , C ′j = (Y j)

wj .

– if j = ĵ:

Cj = (T
c′
ĵ,1
b∗1+c′

ĵ,2
b∗2)τ

′vqc (Bc′j,1b
∗
1+c′j,2b

∗
2)
y′
ĵ
w′
ĵ , Ĉj = (Y ĵ)

w′
ĵ (C

c′
ĵ,1
b∗1+c′

ĵ,2
b∗2)−τ

′vpc .

– if j > ĵ:

Cj = (Bcj,1b
∗
1+cj,2b

∗
2)τ
′vpc (Bcj,1b

∗
1+cj,2b

∗
2)yjw

′
j , C ′j = (Y j)

w′j (Acj,1b
∗
1+cj,2b

∗
2)−τ

′vqc .

3. P 0 = hπ1b0,1+π2b0,2 , {P k = h(Ak·u1+ξk,1)bρ(k),1−ξk,1bρ(k),2+(Ak·u2+ξk,2)bρ(k),3−ξk,2bρ(k),4}k∈[l].

Note that B implicitly chooses κ, τ ∈ Zp and wj ∈ Z3
p(ĵ ≤ j ≤ n) such that

b ≡ κ mod p, abτ ′ ≡ τ mod p,

w′
ĵ
− cτ ′vpc/y′j̄ ≡ wĵ mod p,

w′j − aτ ′vqc/yj ≡ wj mod p ∀j ∈ {ĵ + 1, . . . , n}.

If T = gabc, then the encryption corresponds to the game H3,ĵ ; and if T is randomly chosen, say
T = gr for some random r ∈ Zp, then the encryption corresponds the game H3,ĵ+1 with implicitly
setting µj̄ such that ( r

abc − 1)νc,3 ≡ µĵ mod p.

Guess. A outputs a guess b′ ∈ {0, 1} to B, then B outputs this b′ to the challenger.

The advantage of B is exactly equal to the advantage of the adversary A.

Lemma 13. If the DLIN assumption holds, then no PPT adversary can distinguish between games
H4 and H5 with non-negligible probability.

Proof. Consider an adversary A that can distinguish between H4 and H5 with a probability greater
than ε. We build an algorithm B that uses A to solve the DLIN problem. B receives the DLIN challenge
as (G, g, ga, gb, gc, gax, gby, T ), and it is expected to guess if T is gc(x+y) or if it is random. Then B
interacts with A in the GameIH as follows:
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Setup. B randomly chooses two pairs of dual orthonormal bases (B,B∗), (B0,B∗0) of dimension 3 and
U pairs of dual orthonormal bases (B1,B∗1), . . . , (BU ,B∗U ) of dimension 6, subject to the constraint
that all of these share the same value of ψ.
B also randomly chooses

θ, α1, α2 ∈ Zp, {ri, zi, αi,1, αi,2 ∈ Zp}i∈[n], {cj,1, cj,2, yj ∈ Zp}j∈[n].

B sets the public parameter to(
g, h = gθ, gb1 , gb2 , hb1 , hb2 , hb0,1 , hb0,2 , {hbx,1 , . . . , hbx,4}x∈[U ],

F1 = e(g, h)ψα1 , F2 = e(g, h)ψα2 ,

{Gi = gri(b1+b2), Zi = gzi(b1+b2), Ei,1 = e(g, g)ψαi,1 , Ei,2 = e(g, g)ψαi,2}i∈[n],

{Hj = gcj,1b
∗
1+cj,2b

∗
2 , Y j = H

yj
j }j∈[n]

)
.

Key Query. To respond to a query for ((i, j), S(i,j)), B randomly chooses σi,j,1, σi,j,2, δi,j,1, δi,j,2 ∈ Zp,
then creates a private key as

Ki,j = g(αi,1+ricj,1)b∗1+(αi,2+ricj,2)b∗2h(σi,j,1+δi,j,1)b∗1+(σi,j,2+δi,j,2)b∗2 ,

K ′i,j = g(α1+σi,j,1+δi,j,1)b∗1+(α2+σi,j,2+δi,j,2)b∗2 , K ′′i,j = (K ′i,j)
zi ,

Ki,j,0 = gδi,j,1b
∗
0,1+δi,j,2b

∗
0,2 ,

Ki,j,x = gσi,j,1(b∗x,1+b∗x,2)+σi,j,2(b∗x,3+b∗x,4) ∀x ∈ S(i,j).

Challenge. A submits a message M and an attribute set S∗. B constructs the LSSS matrix (A, ρ)
for AS∗ . Let l ×m be the size of A.
B chooses random

κ, τ, s1, . . . , sn, t1, . . . , tn ∈ Zp,
vc, w1, . . . ,wn ∈ Z3

p,

ξ1,1, ξ1,2, . . . , ξl,1, ξl,2 ∈ Zp, u1,u2 ∈ Zmp ,

where the first entries of u1 and u2 are equal to π1 and π2 respectively.
B implicitly sets χ1 = (a, 0, c),χ2 = (0, b, c),χ3 = χ1 × χ2 = (−bc,−ac, ab). Note that a valid
DLIN tuple will lie in the subspace formed by vectors χ1 and χ2. In the following, a DLIN problem
tuple will be used for setting row ciphertext for row ī+ 1. A valid tuple leads to encryption as in
game H4, and a random tuple will cause the encryption to be as in game H5.
B creates a ciphertext 〈(A, ρ), (Ri,R

′
i,Qi,Q

′
i,Q

′′
i , Ti)

n
i=1, (Cj ,C

′
j)
n
j=1, (P k)

l
k=0〉 as follows:

1. For each i ∈ [n]:
– if i ≤ ī: it chooses random vi ∈ Z3

p and ŝi ∈ Zp. Then it sets

Ri = (gb1+b2)vi , R′i = Rκ
i ,

Qi = gsi(b1+b2), Q′i = hsi(b1+b2)Zti
i h

π1b1+π2b2 , Q′′i = gti(b1+b2),

Ti = e(g, g)ŝi .

– if i = ī + 1: B implicitly chooses vi ∈ Z3
p such the gvi = (gax, gby, T ). Since B knows the

values of b1, b2, and vc, it can compute the value of (gb1+b2)vi and g(vi·vc). Then it sets

Ri = (gb1+b2)sivi , R′i = (gb1+b2)κsivi ,

Qi = gτsi(vi·vc)(b1+b2), Q′i = Qθ
iZ

ti
i h

π1d1+π2d2 , Q′′i = gti(d1+d2),

Ti = M
e(g(vi·vc), g)ψ(αi,1+αi,2)τsi

e(g(vi·vc), h)ψ(α1+α2)τsiF π1
1 F π2

2

.
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– if i > ī + 1: it chooses random vi ∈ span{χ1,χ2}, i.e., chooses random νi,1, νi,2 ∈ Zp and
sets vi = νi,1χ1 +νi,2χ2. B cannot compute the value of vi, but it can compute the value of
gvi , i.e., gvi = ((ga)νi,1 , (gb)νi,2 , (gc)νi,1+νi,2). Also, since B knows the values of b1, b2, and
vc, it can compute the value of (gb1+b2)vi and g(vi·vc). Then it sets

Ri = (gb1+b2)risivi , R′i = (gb1+b2)κrisivi ,

Qi = gτsi(vi·vc)(b1+b2), Q′i = Qθ
iZ

ti
i h

π1d1+π2d2 , Q′′i = gti(d1+d2),

Ti = M
e(g(vi·vc), g)ψ(αi,1+αi,2)τsi

e(g(vi·vc), h)ψ(α1+α2)τsiF π1
1 F π2

2

.

2. For each j ∈ [n]: since j ≥ 1, B sets

Cj = (Hj)
τvc(Y j)

κwj , C ′j = (Y j)
wj .

3. P 0 = hπ1b0,1+π2b0,2 , {P k = h(Ak·u1+ξk,1)bρ(k),1−ξk,1bρ(k),2+(Ak·u2+ξk,2)bρ(k),3−ξk,2bρ(k),4}k∈[l].

If T corresponds to gc(x+y), then the encryption corresponds to game H4; and if T is randomly
chosen, then it corresponds to game H5.

Guess. A outputs a guess b′ ∈ {0, 1} to B, then B outputs this b′ to the challenger.

The advantage of B is exactly equal to the advantage of the adversary A.

D Access Structure and Linear Secret-Sharing Schemes

Definition 4. (Access Structure) [24] Let P be a set of attributes. A collection A ⊆ 2P is monotone
if ∀B,C : B ∈ A and B ⊆ C imply C ∈ A. An access structure (resp., monotone access structure) is
a collection (resp., monotone collection) A of non-empty subsets of P, i.e., A ⊆ 2P \ {∅}. The sets in
A are called authorized sets, and the sets not in A are called unauthorized sets. Also, for an attribute
set S ⊆ P, if S ∈ A then we say S satisfies the access structure A, otherwise we say S does not satisfy
A.

As shown in [1], any monotonic access structure can be realized by a linear secret sharing scheme.

Definition 5. (Linear Secret-Sharing Schemes (LSSS)) [24] A secret sharing scheme Π over a
set of attributes P is called linear (over Zp) if

1. The shares for each attribute form a vector over Zp.
2. There exists a matrix A called the share-generating matrix for Π. The matrix A has l rows and n

columns. For i = 1, . . . , l, the ith row Ai of A is labeled by an attribute ρ(i) (ρ is a function from
{1, . . . , l} to P). When we consider the column vector v = (s, r2, . . . , rn), where s ∈ Zp is the secret
to be shared and r2, . . . , rn ∈ Zp are randomly chosen, then Av is the vector of l shares of the secret
s according to Π. The share λi = (Av)i, i.e., the inner product Ai · v, belongs to attribute ρ(i).

Also shown in [1], every LSSS as defined above enjoys the linear reconstruction property, which is
defined as follows: Suppose that Π is an LSSS for access structure A. Let S ∈ A be an authorized
set, and I ⊂ {1, . . . , l} be defined as I = {i : ρ(i) ∈ S}. There exist constants {ωi ∈ Zp}i∈I such that∑

i∈I ωiAi = (1, 0, . . . , 0), so that if {λi} are valid shares of a secret s according to Π,
∑

i∈I ωiλi = s.
Furthermore, these constants {ωi} can be found in time polynomial in the size of the share-generating
matrix A. For any unauthorized set, no such constants exist.
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